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Abstract
Medical image computing (MIC) is devoted to computational methods for
analysis of medical imaging data and their assessment through experiments.
It is thus an experimental science. Reproducibility is a cornerstone of progress
in all experimental sciences. As in many other fields, there are major concerns
that reproducibility is unsatisfactory in MIC. However, reproducibility is not
a single concept but a spectrum, which is often misunderstood by researchers.
Moreover, even though some measures have been put in place to promote
reproducibility in the MIC community, it is unclear if they have been effective
so far.

The objectives of the present paper are three-fold: i) to provide readers
with the necessary concepts underlying reproducibility in MIC; ii) to describe
the measures which have been put in place and assess some of them; iii) to
sketch some possible new actions that could be taken.

First, we present a conceptual framework which distinguishes between dif-
ferent types of reproducibility as well as the main building blocks of repro-
ducible research. We then describe how reproducibility is currently assessed
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at the MICCAI (Medical Image Computing and Computer Assisted Interven-
tions) conference. In particular, we perform a quantitative analysis of MICCAI
reviews. It reveals that, on the matter of reproducibility, reviews are unreli-
able and uninformative. Furthermore, we unveil some bad practices of some
of the authors. Finally, we summarize the current state of affairs and sug-
gest some potential actions that could be discussed within the community to
progress towards more reproducible research. We insist that reproducibility is
a spectrum, that there will never be a ”one-size-fits-all” model but that there
is plenty of room for improvement across all types of reproducibility.

The code and data to reproduce the results of this paper are available at:
https://github.com/reproducibility-reviews/reproducibility-reviews/.

Keywords: reproducibility, replicability, reliability, medical imaging, ma-
chine learning, deep learning, artificial intelligence

1. Introduction

Medical image computing (MIC) is the field devoted to computational methods
for the analysis of medical imaging data. As such, it comprises two main
components: i) the design of new methodologies; ii) experimental work to
assess the value of these methodologies. It is thus an experimental science,
even though many of its experiments are digital.

Reproducibility is at the core of the scientific method in experimental sci-
ences. Indeed, in itself, a scientific study produces findings which are expressed
as claims in a paper. For such findings to become knowledge, they need to
be reproduced in other studies. Let’s take for example the following finding:
“this neural network [as described in a given paper] using MRI data as input
is able to distinguish patients with Alzheimer’s disease from healthy controls
with an accuracy superior to 80%”. For this finding to become knowledge, it
needs to be subsequently reproduced in other studies. When this has been
done several times, one can add this to the existing body of knowledge and
science can continue to advance on solid ground. Of course, such a finding
will usually not be universal: does it hold for different age ranges? for differ-
ent MRI sequence parameters? etc. Reproducing the study thus also allows
clarifying the boundaries within which the knowledge holds.

One can see that reproducibility is crucial in MIC as in any experimental
science. However, one specificity of MIC needs to be mentioned: its ultimate
goal is clinical translation to improve patient care. There is wide consensus
that too little MIC research ultimately leads to clinical advances [1]. Repro-
ducibility issues may be one of the underlying causes [2].

https://github.com/reproducibility-reviews/reproducibility-reviews/
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Numerous scientists are concerned about lack of reproducibility of stud-
ies [3]. Such concern is obviously not specific to MIC and is present in many
fields [4, 5, 6, 7, 8]. It is interesting to note that the concern has grown in
the field of machine learning (ML) [9, 10, 11, 12, 13, 14] since most mod-
ern MIC methods are based on ML. Nevertheless, MIC has specificities that
may differ from general ML: (relatively) small sample size, need to clinically
characterize studied samples, variability in image sequences and devices, dif-
ferences between research data and clinical routine data, difficulty of ground-
truth generation. . . Several papers have thus been published on the specific
issue of reproducibility in MIC [15, 16, 17] or in closely related fields such as
computational pathology [2].

Concerns about reproducibility encompass different aspects. In particular,
one can distinguish: i) failures to reproduce previous papers; ii) the fact that
many papers do not provide sufficient information for reproduction. The two
may be related but there is no bijection: a paper may include all the necessary
information and reproduction attempts fail (for instance, because the original
study had too many degrees of freedom and at the end “overfitted” a given
dataset).

More generally, reproducibility is not a single concept but a spectrum: “re-
producing a study” may mean different things including but not limited to:
i) obtaining exactly the same results as in the original paper; ii) obtaining
similar results using a different dataset; iii) studying the generalization under
variations of testing data and/or characteristics of the method [13]. Moreover,
different words have been used to describe reproducibility including replica-
bility, repeatability, reliability and others. There is thus a need for a clear
conceptual framework distinguishing between different types of reproducibil-
ity. We aim to provide this in Section 2.

Reproducibility requires different components either within the paper itself
or items that may come together with the paper (code, data, etc). This en-
tails including all necessary information in the paper but also providing access
to data, code or other elements. We describe these building blocks of repro-
ducibility in Section 3. Assessing these different blocks allows assessing the
reproducibility of a study.

Assessment of reproducibility has been included as a criterion in the re-
view process for submissions to the MICCAI (Medical Image Computing and
Computer-Assisted Intervention) conference. Namely, submissions are required
to come with a reproducibility checklist and reproducibility is an item that
needs to be assessed by the reviewers. These are very valuable initiatives and
reflects that awareness of reproducibility issues has risen in the field of MIC
(and in the related field of computer-aided interventions [CAI] as well). How-
ever, it seems of interest to now take a look at the review process and see if
it provides adequate information to assess reproducibility of papers. We thus
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conducted an analysis of the MICCAI 2023 reviews on reproducibility. The
corresponding results are presented in Section 4.

To conclude, we summarize what is the state of affairs regarding repro-
ducibility in MIC (Section 5) and suggest some possible actions for improving
both the reproducibility of research in our field and its assessment within con-
ferences and journals (Section 6). Obviously, these are only suggestions aiming
to stimulate discussion within the community.

Exact
reproducibility

Reproduction of strictly identical results
as those of a previously published paper.

• Example: reproducing classification accuracies using the

exact same code, data and random seeds

Statistical
reproducibility

Reproduction of the results of a study under sta-
tistically equivalent conditions. The results should

be statistically compatible but not identical.

• Example: reproducing a study using another sample of pa-

tients drawn from the same population or from a population

with the same characteristics

Conceptual
reproducibility

Reproduction of the results of a study under conceptually
equivalent conditions. This includes generalizability studies.

• Example: reproducing a study using a different sample of

patients, affected by the same disorder, but with different

socio-demographic characteristics and from different hospitals

Measurement
reproducibility

Variability of a measurement (computed at the
patient level) under variations of the input data.

• Example: variability of a volumetric measurement when

using different scans of the same patient (often called test-

retest reproducibility)

Figure 1: Different types of reproducibility. Adapted from [17] (CC BY 4.0).
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Box 1: Glossary

• Reproducibility, replicability, repeatability. We will use these nouns as syn-
onyms of reproducibility. Similarly, to replicate will be used as a synonym of to
reproduce.

• Original study. Study that first showed a finding.
• Replication study. Study that subsequently aimed at replicating an original study.
• Claims. The conclusions of a study. Basically a set of statements describing the

results and a set of limitations which delineate the boundaries within which the
claims are stated.

• Limitations. A set of restrictions under which the claims may not hold (usually
because the corresponding settings have not been explored).

• Research artifact. Any output of scientific research: papers, code, data, proto-
cols. . .

• Method. The approach described in the paper, independently of its implementa-
tion.

• Code. The implementation of the method.
• Software dependencies. Other software packages that the main code relies on

and which are necessary for its execution.
• Public data. Data that can be accessed by anybody with no or little restriction

(for instance the data hosted at https://openneuro.org).
• Semi-public data. Data which requires approval of a research project (for instance

the Alzheimer’s Disease Neuroimaging Initiative [ADNI] http://www.adni-info.
org). The researchers can then use the data only for the intended research purpose
and cannot redistribute it.

• Trained models. Machine learning (ML) models trained in the original study.
• Data split. Separation into training, validation and test sets.
• Data leakage. Faulty procedure which has led information from the training set

to leak into the test set. See [18, 19] for details.
• Error margins. A general term for providing the precision of the performance

estimates (e.g. standard-error or confidence intervals).
• Researcher degrees of freedom. Number of different components (e.g. different

architectures, hyperparameter values, subsamples. . . ) which have been tried before
arriving to the final method [20]. Too many degrees of freedom tend to produce
methods that do not generalize.

• p-hacking. A bad practice that involves too many degrees of freedom and which
consists is trying many different statistical procedures until a significant p-value is
found.

• Acquisition settings. Factors that influence the scan of a given patient (imaging
device, acquisition paratemeters, image quality).

• Image artifacts. Defects of a medical image, these may include noise, field het-
erogeneity, motion artifacts and others.

• Preregistration. The deposit of the study protocol prior to performing the study.
Limits degrees of freedom and increases likelihood of robust findings.

Adapted from [17] (CC BY 4.0).

https://openneuro.org
http://www.adni-info.org
http://www.adni-info.org
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2. Conceptual framework

In this section, we present a framework which distinguishes between different
types of reproducibility, thereby providing a taxonomy of reproducibility. It
has been presented in a previous work [17] which itself took inspiration from
existing papers [13, 21, 9, 22, 23]1.

We propose to distinguish between four types of reproducibility: exact
reproducibility, statistical reproducibility, conceptual reproducibil-
ity and measurement reproducibility. The first three types are related:
they all concern the ability to reproduce the findings of a previous study. The
fourth is different as it concerns the reproducibility of a measurement rather
than that of a study. They are summarized in Figure 1.

One should note that, in the literature, various terms have been used to
refer to reproducibility [23]: replicability, repeatability, reliability, robustness,
generalizability. . . Some authors have proposed to use specific words to refer to
different types of reproducibility but there is no consensus. Even worse, some
of these words, for instance reproducibility vs replicability, have even been
used by some authors with opposite meanings as reported in [23, 24]. For sake
of clarity, we advocate to systematically use the term reproducibility, with an
adequate adjective to specify what type of reproducibility one refers to. As
argued in [23], we believe it is more efficient than trying to assign different
meanings to words which are quasi-synonyms in common language.

The remainder of this section presents the different types of reproducibility,
in a concise manner. For a more extensive description, we refer the reader
to our previous publication [17]. Some of the terms used are defined in the
glossary in Box 1.

2.1 Exact reproducibility

Exact reproducibility aims at reproducing the exact results reported in a pub-
lished paper, following the same procedures. If things go well, one will obtain
the same figures and tables.

It requires to have access to data, code, experimental procedures (e.g. data
splits, criteria for model selection). Note that when there are non-deterministic
components, random seeds need to be stored. It also makes things easier
if trained models are shared since it allows comparing the results of models
trained by the authors to those of models retrained during replication.

Exact reproducibility has many benefits. First, it allows detecting fraud.
It is difficult to know the prevalence of fraud. One can only hope that outright

1In particular, we got inspired by the idea proposed in [23] to add adjectives to distinguish
between types of reproducibility and three of the four types that we distinguish are close to
those proposed in [13, 21], even though not identical.
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fraud is rare. But, in any case, it has disastrous consequences. Second, while
one can hope that fraud is rare, we all make mistakes. Exact reproducibility
eases the detection of errors: it is a service to the community and to the authors
themselves. It can help discover insidious errors such as “biases and artifacts
in the data that were missed by the authors and that cannot be discovered if
the data are never made available” [25], subtle data leakage or implementation
errors that make the code inconsistent with the paper. It should not aim at
pointing fingers. On the contrary, it should help us all progress towards a
more transparent, trustworthy and peaceful way of doing research. Finally, a
positive side effect of exact reproducibility is that it comes with open science
artifacts (data, code. . . ) which has many benefits beyond reproducibility.

However, one needs to acknowledge that exact reproducibility is not achiev-
able, and not even desirable, for all MIC studies, if only because some medical
data cannot be shared easily. We should not aim for “one-size-fits-all” research
practices but tailor the reproducibility requirements to the type of research
study.

2.2 Statistical reproducibility

Statistical reproducibility aims at reproducing findings of a study under “sta-
tistically equivalent” conditions. The definition is less precise than that of
exact reproducibility. Nevertheless, the following requirements appear reason-
able. The data should be statistically equivalent to the one from the original
study. For instance, another subsample of a larger source population or an-
other dataset which characteristics (e.g. age, clinical status, scanner types) are
similar to the original ones. Random components should be left at random:
this includes for instance random seeds, initialization, data splits, data order
when training. The method and the implementation should be the same as
that of the original study, even though one could consider that studying ro-
bustness to variations of hyperparameters or minor architectural choices would
fall under the umbrella of statistical reproducibility.

It is essential that original studies report error margins on their estimates
(through confidence intervals or standard-error). Indeed, one needs to assess
if the results of the replication are statistically compatible with those of the
original study: typically checking whether confidence intervals overlap. As for
exact reproducibility, code needs to be accessible to ensure that variations do
not come from reimplementation. Data, trained models, random components
are not required but would be welcome to further dissect why a replication
attempt may have failed.

Statistical reproducibility is essential because MIC is an experimental sci-
ence. It allows studying robustness to test data, to training splits and to
random components. These would even be welcome in the original paper.
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Moreover, it is of high interest to attempt replication using a different dataset
with statistically equivalent characteristics. Unsuccessful replication may be
an indication that the original study overfitted their dataset through excessive
experimentation (e.g. trying with different architectures or hyper-parameters).
This would indicate that there were too many researcher degrees of free-
dom [20, 26], a concept that will be described in Section 3.

2.3 Conceptual reproducibility

Conceptual reproducibility aims at validating the findings under conceptually
similar conditions. This means that the method, the data and the experiments
are compatible with the claims of the original study but they are not identical.

In principle, one only needs the original paper. Nevertheless, this assumes
that reporting has followed best practices including clear description of the
methods, the datasets and the experimental procedures. In practice, access to
code will considerably ease replication attempts. Furthermore, availability of
all components necessary for exact reproducibility (e.g. data, random seeds,
preprocessing) allows dissecting replication failures and is thus very helpful.

Conceptual reproducibility allows verifying the claims of the original study
but also studying its limitations and ultimately clarifying the boundaries within
which the findings hold. It is thus an essential step towards the consolidation
of scientific knowledge. It is also a step towards translation to the clinic.

2.4 Measurement reproducibility

Measurement reproducibility aims at studying the robustness of a given mea-
surement when acquisition conditions vary. This concept is quite separated
from the first three. However, it corresponds to a common meaning of re-
producibility in medical imaging. Typically, measurement reproducibility is
relevant to MIC methods that result in a measure for each individual patient:
for instance a segmentation algorithm that outputs the volume of a lesion or
structure. A common case is test-retest reproducibility: one studies how the
measure varies for different acquisitions of the same patient.

It requires access to the code and ideally to the trained models since the
focus here is on reproducing the output measure, not the training. One needs
to have different acquisitions of the same patient that will constitute the test-
retest data. The study will be more extensive if acquisition conditions are
varied: performed on the same day [27], on different days [28], at different
times during the day [29], on different scanners [30], with different acquisition
parameters [31]. . . In the absence of such variations, one can simulate alter-
ations and defects [32, 33, 34]. This cannot completely replace real data but
can be useful and has the additional advantage of being able to precisely con-
trol the amount of artifacts introduced.
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There is a long tradition of studying measurement reproducibility in med-
ical imaging. It is obviously essential for MIC which is often a measurement
science. Again, it is a step towards clinical translation as it informs the clinician
about the reliability they may expect from the measurement. Measurement
reproducibility is often studied in papers published in radiology journals. It
definitely also has its place in MIC publications.

3. The building blocks of reproducibility

To attempt replication for each type of reproducibility described above, differ-
ent components are needed. We describe these building blocks of reproducibil-
ity below. This takes inspiration from reproducibility checklists [12, 16]2 as
well as from previous papers [26, 22, 35, 15, 13, 25, 36, 37].

3.1 Paper

A paper with all the necessary information is required for replication. This
sounds trivial. And yet, this is not always the case (by far!). The method
needs to be precisely and completely described, either within the text or using
adequate references. The data need to be thoroughly documented. A criti-
cal point is the medical description of the data (including but not limited to
socio-demographic and clinical characteristics of the participants, image ac-
quisition settings, quality control): doing MIC should not simply be playing
with medical images and computer vision tools. Unfortunately, this is often
overlooked: many MIC papers do not even report demographic information [1].
Experimental results are also often not reported properly. Metrics should
be unambiguous: their name should follow consensus guidelines [38] or, if a
given metric is not defined in the guidelines, its exact equation needs to be
provided. Descriptive and inferential statistics need to be clearly described.
Unfortunately, they are often lacking and when a result is presented, it is com-
mon to only find a ± sign, leaving the reader to wonder whether this is a
standard-deviation or a standard-error and how it was computed. Similarly,
statistical tests need to be precisely specified.

3.2 Code

Code availability is of course very important [13, 26, 25]. Sharing code is nice,
sharing documented code is better [14]: at least include a README describing
how to run it. In the same spirit, it is necessary to specify all dependencies (and
versions) and to make their installation as easy as possible [25] for instance

2https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.

pdf

https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
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using pip 3. Following good coding practices, including the use of a versioning
system or even continuous integration [14], will lead to more robust code and
easier maintenance, even though it is clear that not all this can be achieved for
a prototype code coming with a new paper. It is a nice idea to include code
that allows generating the exact tables and figures included in the paper (e.g.
as .tex and .pdf/.png files). One part of the code that is often missing is
preprocessing. It is critical to include it as the results depend on it. We refer
the reader to Tips for Publishing Research Code4 for further general advice on
how to release code accompanying a research paper.

3.3 Data

Access to data is of course necessary to achieve exact reproducibility. When-
ever possible, it is an excellent initiative to release the data, as it not only
serves reproducibility but can be used for other scientific advances. However,
being realistic, not all medical data can be shared and data sharing is often
in the hands of the data provider rather than in those of MIC researchers. It
is important to distinguish between research data, which are acquired as part
of a research protocol, and routine clinical data, which are acquired as part of
the routine clinical care of the patients. The former can often be made pub-
lic or semi-public5 provided adequate participant consent and ethics approval.
However, again, this is often not within the power of MIC researchers. They
can nevertheless lobby upon their clinical collaborators to push towards more
open data.

A large part of MIC research reuses public or semi-public data. In that
case, it is necessary to specify which participants and which scans have been
included. This can be done by providing scan IDs or, more conveniently,
by providing code to automatically make the data selection [39]. However,
note that, for some datasets such as the UKBiobank6, the participant IDs are
randomly generated for each data request and thus cannot be shared.

A key component to ease reproducibility is to adhere to community stan-
dards for data organization. There is a standard for brain imaging, known
as BIDS (Brain Imaging Data Structure) [40]7. More general standards are
nevertheless necessary for the MIC community, even though some preliminary
steps have been taken with a proposal to extend BIDS to other organs (MIDS
- Medical Imaging Data Structure [41]8).

3https://pypi.org/project/pip/
4https://github.com/paperswithcode/releasing-research-code
5See glossary Box 1.
6https://www.ukbiobank.ac.uk/
7https://bids.neuroimaging.io/
8See BIDS extension proposal (BEP) number 25 (BEP025) https://bids.

neuroimaging.io/get_involved.html#extending-the-bids-specification

https://pypi.org/project/pip/
https://github.com/paperswithcode/releasing-research-code
https://www.ukbiobank.ac.uk/
https://bids.neuroimaging.io/
https://bids.neuroimaging.io/get_involved.html#extending-the-bids-specification
https://bids.neuroimaging.io/get_involved.html#extending-the-bids-specification
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3.4 Training procedure

Most of current MIC relies on ML. It is thus essential to provide all aspects
necessary for training models. This should be done both in the paper and
in the code. In particular, one needs to specify the data splits, the criteria
for model selection, the hyperparameter search procedure and the optimal
hyperparameters selected. Moreover, exact reproducibility requires to store
random seeds to reproduce non-deterministic aspects [19]9. Finally, it is good
practice to specify which CPUs/GPUs were used and what was the runtime.

3.5 Trained models

It is also a good idea to share trained models. If all the above elements are
provided, they could in principle be retrained. Trained models are nevertheless
very useful for different aspects of reproducibility: to dissect failures of an exact
reproducibility attempt, to perform statistical, conceptual or measurement
reproducibility.

3.6 Statistical analysis

Statistical analysis is very often overlooked in MIC papers. Ideally, one should
provide both descriptive and inferential statistics. Descriptive statistics (e.g.
standard-deviation, inter-quartile range, box-plots, violin-plots) allows display-
ing the variability of the performance across a testing set or across training
runs. Of note, plots always need to come with a clear caption (e.g. what the
box and the whiskers display). Inferential statistics are essential to characterize
the precision of the estimates and are necessary for statistical reproducibility.
These include confidence interval or standard-error associated to an estimate.
One can also perform statistical testing to compare models or methods but this
needs to be done with care as many standard statistical tests become invalid
in the context of cross-validation [42, 43, 44]. A simpler approach is to statis-
tically compare models on an independent test set because this allows using
classical statistical tests (while of course still checking that their assumptions
hold).

3.7 Researchers’ degrees of freedom

When a researcher has performed excessive experimentation (e.g. many archi-
tectures, many hyper-parameters), the likelihood of a successful statistical or
conceptual replication decreases. These different experiments are referred to
as the researcher degrees of freedom [20, 26]. This concept is related (but more
insidious and thus possibly less faulty) to that of p-hacking [45] which consists

9https://clinicadl.readthedocs.io/en/latest/

https://clinicadl.readthedocs.io/en/latest/
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in performing many statistical tests until something statistically significant
pops up. Preventing excessive researcher degrees of freedom is difficult. At
the very least, one needs to have an independent test set that is separated from
the beginning and used only to evaluate the final model. Nevertheless, this
is not a bullet-proof solution to conceptual reproducibility as one may have
overfitted the characteristics of the dataset. Whenever possible, it is nice to
have an additional external testing set coming from a different study and thus
with different statistical characteristics.

3.8 More realistic datasets

Working with public and benchmark datasets is good because it allows com-
paring methods in a fair manner and achieving exact reproducibility. However,
datasets used in MIC papers are very often not representative of clinical rou-
tine [1] because they come from research studies with harmonized acquisition
protocols and specific inclusion criteria. This reduces the likelihood of concep-
tual reproducibility and ultimately of clinical translation. Thus, more studies
based on clinical routine data [46, 47] would be welcome.

3.9 Claims and limitations

Each paper should come with claims and limitations. The claims are one or
several statements that describe what can be concluded from the experiments.
The claims need to be backed-up by evidence. Typically, one cannot say that
“the proposed method outperformed the baseline” by simply reporting point
estimates without statistical analysis. It is also essential to mention the lim-
itations, a part that is missing in many MIC papers. The limitations allow
delineating the boundaries within which the claims hold (e.g. restricted to re-
search data, to a specific scanner). With clearly stated claims and limitations,
one paves the way for well-designed replication studies that can assess how
robust the findings are.

4. Assessment of reproducibility at MICCAI

In this section, we aim to characterize the way reproducibility is currently
assessed at MICCAI. We took MICCAI as an example because, to our knowl-
edge, no other conference (e.g. ISBI10, IPMI11, MIDL12, SPIE MI13) or journal

10International Symposium on Biomedical Imaging
11Information Processing in Medical Imaging
12Medical Imaging With Deep Learning
13SPIE Medical Imaging



Reproducibility in medical image computing 13

(e.g. Medical Image Analysis, IEEE TMI14, JMI15) of our community has yet
implemented an assessment of reproducibility within its review process.

We first briefly recapitulate the history of reproducibility at MICCAI (Sec-
tion 4.1). Then, we describe the current reproducibility review process and in
particular its reproducibility checklist (Section 4.2). We invite the reader to
take the place of the reviewer by assessing the reproducibility of “fake” papers
that three of the authors created for the Reproducibility Tutorial16 they or-
ganized at MICCAI 2023 (Section 4.3). Finally, we conducted an analysis of
reproducibility reviews of MICCAI 2023 (Section 4.4).

4.1 The origins: the MICCAI 2020 hackathon

In 2020, the first MICCAI hackathon was held17. That year’s topic was “re-
producibility, diversity, and selection of papers”. Their investigations led to
the proposition of measures which were divided into immediate and long-term
measures [16]. Some of these measures have been fully implemented, some
partially, some not at all. The measures and their implementation status are
described in Table 1 for immediate measures and in Table 2 for long-term
measures.

4.2 MICCAI reproducibility checklist and review instructions

Currently, reproducibility at MICCAI is assessed as follows. One can find the
following in the Paper submission and rebuttal guidelines18:

“MICCAI is committed to reproducible research. In MICCAI 2023, we strongly
encourage authors to improve the reproducibility of their research along three
directions: open data, open implementations, and appropriate evaluation de-
sign and reporting. Where possible, we invite authors to use open data or to
make their data and/or code available for open access by other researchers.
Upon submission, authors will be asked to fill out a reproducibility checklist
indicating to what extent their submission fulfills these criteria. We encourage
reviewers and Area Chairs to take reproducibility of the work into account
when assessing a submission.”

In the Reviewer guidelines19, one can find the following:

“Comment on the reproducibility of the paper. Where possible, we encourage
authors to use open data or to make their data and code available for open

14IEEE Transactions on Medical Imaging
15Journal of Medical Imaging
16https://miccai2023-reproducibility-tutorial.github.io/
17https://2020.miccai-hackathon.com/
18https://conferences.miccai.org/2023/en/PAPER-SUBMISSION-AND-REBUTTAL-GUIDELINES.

html
19https://conferences.miccai.org/2023/en/REVIEWER-GUIDELINES.html

https://miccai2023-reproducibility-tutorial.github.io/
https://2020.miccai-hackathon.com/
https://conferences.miccai.org/2023/en/PAPER-SUBMISSION-AND-REBUTTAL-GUIDELINES.html
https://conferences.miccai.org/2023/en/PAPER-SUBMISSION-AND-REBUTTAL-GUIDELINES.html
https://conferences.miccai.org/2023/en/REVIEWER-GUIDELINES.html
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Table 1: Immediate measures proposed by the MICCAI 2020 hackathon.

Measure Description Implemented?

Reproducibility

checklist

A reproducibility checklista was incorporated at
paper submission. The checklist takes inspiration
from that of NeurIPS [12] but has been adapted to
the specificities of MIC. The authors are asked to
fill the checklist at submission. The filled check-
list is available to the reviewers. To our knowl-
edge, checklists are not made available together
with published papers.

Yes

Reproducibility

chair

The authors proposed that the reproducibility
chair would be “in charge of analyzing the influ-
ence of the reproducibility checklist [. . . ], gather
feedback from authors and reviewers, and adapt
the checklist [. . . ]”.

No

Statement of data

availability

The MICCAI guidelines for authors currently indi-
cate: “Data use declaration and acknowledgment:
Authors must declare the data origin, data license,
and (when appropriate) ethics application number
for any public or private data used in the prepa-
ration of the paper.”b However, to the best of our
knowledge, this information is not available once
the papers are published.

Partially

Promote

reproducibility

efforts of authors

They proposed to create an official list of open
source MICCAI papers. Links to code are now
present on the MICCAI website for each paperc.
However, the visibility is limited since there is no
curated list of papers with code. Moreover, the
information may be misleading since some of the
links are actually broken or lead to empty reposito-
ries (see our analysis in Section 4.4.3). Some unof-
ficial lists have been createdd,e. Furthermore, dis-
seminating code is only one aspect of reproducibil-
ity. Links to datasets are also mentioned when
available but again this information is not particu-
larly visible. Finally, there is more to reproducibil-
ity than only sharing code and datasets. Overall,
promotion of reproducibility efforts appears very
limited.

Partially

Communicate

best practices on

reproducibility

and code

submission

They proposed to introduce guidelines for repro-
ducibility. We do not believe this is currently part
of the submission guidelines or more generally that
there are consensus best practices for reproducibil-
ity in the field (except that for validation met-
rics [38])

No

amiccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
bconferences.miccai.org/2023/en/PAPER-SUBMISSION-AND-REBUTTAL-GUIDELINES.html (sec-

tion “3. Manuscript Preparation and Submission”)
cconferences.miccai.org/2023/papers
dgithub.com/JunMa11/MICCAI-OpenSourcePapers
egithub.com/yiqings/MICCAI2022 paper with code

https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
https://conferences.miccai.org/2023/en/PAPER-SUBMISSION-AND-REBUTTAL-GUIDELINES.html
https://conferences.miccai.org/2023/papers
https://github.com/JunMa11/MICCAI-OpenSourcePapers
https://github.com/yiqings/MICCAI2022_paper_with_code
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Table 2: Long-term measures proposed by the MICCAI 2020 hackathon.

Measure Description Implemented?

Reproducibility

award
A reproducibility award would be part of the pro-
motion of efforts regarding reproducibility.

No

Code submission

The authors proposed that code is submitted (in
an anonymized way) together with the paper for
review. This is currently rarely done even though
some guidelines are provideda.

No

Best practices for

evaluation

Evaluation comprises several aspects including: i)
which metrics are adequate for a given task?; ii)
how to appropriately estimate these metrics? Re-
garding the former, consensus guidelines called
“Metrics reloaded” have been published [38]. Re-
garding the latter, guidelines are lacking.

Partially

aconferences.miccai.org/2023/en/PAPER-SUBMISSION-FAQ.html (section “Supplementary material”)

access by other researchers. We understand that due to certain restrictions,
some researchers are not able to release their proprietary dataset and code;
therefore, a clear and detailed description of the algorithm, its parameters, and
the dataset is highly valuable. Please provide comments about whether the
paper provides sufficient details about the models/algorithms, datasets, and
evaluation. Please take the authors’ answers to the reproducibility checklist
into account.”

As can be seen, the authors are asked to fill the reproducibility checklist
and to provide it together with the submission 20. The checklist is available
online21. It is divided into four main categories, each category comprising
several items that can be checked or not depending on what is reported in the
paper:

• Models and algorithms
Items mainly concern : i) the description of the model/algorithms and
their underlying assumption; ii) which software framework and version
have been used when implementing.

• Datasets
The items concern the description of the datasets and possibly corre-
sponding citations and link to download the data.

• Code
Items concern the code (both training and evaluation), its documentation
(including dependencies) and the trained models.

20It seems that for MICCAI 2024, the authors did not have to fill the reproducibility
checklist. We do not know what was the rationale for this decision.

21https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.

pdf

https://conferences.miccai.org/2023/en/PAPER-SUBMISSION-FAQ.html
https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
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• Experimental results
This section comprises all aspects regarding experimental results includ-
ing: hyperparameters, data splits, evaluation metrics, assessment of vari-
ation (error bars), statistical testing, runtime, memory footprint, analysis
of failures and discussion of clinical significance.

4.3 Let’s try it!

NB, ETS and CB organized the Reproducibility Tutorial22 at MICCAI 2023.
Among other things, the tutorial includes a set of “fake papers” with varying
degrees of reproducibility. The goal is to analyse the reproducibility of the
papers based on a shortened version of the checklist and the information pro-
vided in the paper and in the repository. For most of the items there was no
ground truth correction, and the participants had to choose a value between
1 (Not reproducible) and 10 (Reproducible). Then, they had to explain their
choice, especially the ones at the extremities of the spectrum. We believe it
is a good way to realize that assessing reproducibility is not a trivial task and
that reproducibility comes as shades of grey. All the materials can be found
under “Exercise 1 - Critical review tutorial” of the website23.

In addition, the tutorial provides a second exercise where the aim is to
perform a replication study (“Exercise 2 - Reproduce It Yourself!”)24. The
goal of this exercise is to give a concrete example of how to achieve exact
reproducibility.

4.4 Analysis of reproducibility reviews at MICCAI 2023

We performed an analysis of the reproducibility section of the reviews of papers
published at MICCAI 2023. The data and code necessary to reproduce this
analysis is available as open source25.

4.4.1. Methods

We automatically extracted reviews from the MICCAI 2023 website26 into a
csv file. For each paper, we kept only the first three reviews, in order to have
a constant number of reviews per paper and thus an homogeneous analysis
across papers. We do not believe this leads to a loss of generality. The section
of each review concerning reproducibility (referred to as reproducibility review

22https://miccai2023-reproducibility-tutorial.github.io/
23https://miccai2023-reproducibility-tutorial.github.io/#exercise1
24https://miccai2023-reproducibility-tutorial.github.io/#exercise2
25https://github.com/reproducibility-reviews/reproducibility-reviews
26https://conferences.miccai.org/2023/papers/

https://miccai2023-reproducibility-tutorial.github.io/
https://miccai2023-reproducibility-tutorial.github.io/#exercise1
https://miccai2023-reproducibility-tutorial.github.io/#exercise2
https://github.com/reproducibility-reviews/reproducibility-reviews
https://conferences.miccai.org/2023/papers/
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in the following, or simply as review when the context is unambiguous) was
isolated and was analysed by human raters.

Two human raters (OC and ETS) each with more than 5 years of expe-
rience in MIC analysed the reproducibility reviews. To that purpose, they
elaborated rating guidelines as follows. They first defined an initial version of
the guidelines (v1). They then independently rated the first 40 papers (i.e.
120 reviews)27. They analysed discrepancies between ratings and revised the
guidelines to make them more precise (v2). They independently rated a second
time the first 40 papers. Again, they analysed the discrepancies and revised the
guidelines (v3). This resulted in the final rating guidelines which are available
in the repository28. In brief, the raters had to rate, for each reproducibility
review, the following items:

• Categories of the checklist. Raters were requested to score “1” if the
reviewer had made a comment that relates to at least one of the items
falling into a category of the checklist. As a reminder, the categories are
as follows:

◦ Models and algorithms
◦ Datasets
◦ Code
◦ Experimental results

• Error bars and/or statistical significance. Raters were requested
to score “1” if the reviewer had commented on at least one of these two
items.

• Statement. The raters had to indicate whether the reviewer had made
an explicitly statement regarding the reproducibility of the paper in gen-
eral and whether the statement was positive (+), negative (−) or unus-
able. Here are some examples of statements: “The work is reproducible”
(+), “The reproducibility can be rated as sufficient” (+), “The work
would be hardly reproducible” (−). Raters adopted a liberal view of
statements. For instance, “seems ok” was considered a positive state-
ment. Of course, this does not mean that the raters consider this to be
a good quality review.

• Comments. The raters had to indicate whether the reviewer had made
comments and whether these comments were all positive (+), all negative
(−), a mixture of positive and negative comments (−/+) or unusable.
Unlike statements, comments are not a general assessment but rather
concern some specific aspects of reproducibility. Here are some examples
of comments: “Methods were clearly described and code will be released”

27Papers were considered by alphabetical order of the title. We do not believe it introduces
any bias in their selection.

28https://github.com/reproducibility-reviews/reproducibility-reviews/blob/

main/human_rating/rating_guidelines.pdf

https://github.com/reproducibility-reviews/reproducibility-reviews/blob/main/human_rating/rating_guidelines.pdf
https://github.com/reproducibility-reviews/reproducibility-reviews/blob/main/human_rating/rating_guidelines.pdf
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(+), “No code provided” (−) , “The hyper parameters are specified but
there is no mention of a public repository anywhere” (−/+), “Through
Implementation Details” (Unusable)29.

• Meta-category. Using the statement and comments, we computed a
meta-category which indicates whether the review is overall positive (+),
negative (−) or unusable. To that purpose, we considered that state-
ments took precedence over comments. Thus, if a statement was present,
the value of the meta-category was equal to that of the statement. If
there was no (or an unusable) statement, the meta-category was consid-
ered positive (+) if comments were positive, negative (−) if comments
were negative or mixed and unusable if the comments were unusable.

• Code is or will be available. Raters had to put “1” if the reviewer
had indicated that the code was provided at the time of reviewing or
that the authors said they would release the code upon acceptance.

• Code repository provided and not empty. Raters had to put “1”
if there was a code repository associated to the paper and the repository
was not empty. Note that this is not based on the review but on the
link associated to the paper on the MICCAI website. Also, note that the
raters did not check the content of the code and thus cannot tell whether
the code can be run or if it does what the paper describes.

The raters then independently rated the next 90 papers (i.e. 270 reviews),
from 41 to 130. These ratings were used to assess inter-rater reliability as well
as to produce the results of the analysis. We randomly chose to present the
ratings of the first rater in this paper. However, we checked that results are
very similar when using ratings of the second rater and the corresponding data
is available in the repository30.

For each item, inter-rater reliability was assessed using Cohen’s κ [48]. For
the analysis of reviews, we computed the reporting frequency for each binary
item. For each paper, agreement between the three reviewers in terms of state-
ment and meta-category was computed using Fleiss’ κ [49], which generalizes
Cohen’s to more than two observers. All confidence intervals were computed
using bootstrap with 1000 resamplings [50].

4.4.2. Results: inter-rater reliability

Inter-rater reliability ranged from substantial (κ = 0.74) to perfect (κ = 1)
agreement. Results are presented in Table 3.

29It is hard to believe but yes, the review only contains these three words.
30https://github.com/reproducibility-reviews/reproducibility-reviews/

https://github.com/reproducibility-reviews/reproducibility-reviews/
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Table 3: Inter-rater reliability. For each item, we report Cohen’s κ and the associ-
ated 95% confidence interval (CI) computed using bootstrap.

κ 95% CI

Models and algorithms 0.75 [0.66, 0.84]

Datasets 0.91 [0.85, 0.96]

Code 0.91 [0.86, 0.96]

Experimental results 0.86 [0.79, 0.93]

Error bars and/or statistical significance 1.00 [1.00, 1.00]

Statement 0.74 [0.67, 0.80]

Comments 0.82 [0.75, 0.87]

Meta-category 0.80 [0.73, 0.86]

Code is or will be available 0.87 [0.80, 0.93]

Code repository provided and not empty 1.00 [1.00, 1.00]

4.4.3. Results: reproducibility reviews

Our main findings are summarized in Boxes 2 and 3.

The reproducibility section of the reviews was in general extremely short
(median length: 16 words; inter-quartile range [IQR]: 18 words). For readers
to get a more concrete idea of the amount of information it represents, we
display some randomly picked reviews which length falls between the 40th

and 60th centile in Table 4. Note that 30% of reviews contain less than 10
words (see some randomly chosen examples in Table 5). The full descriptive
statistics of the different sections of the reviews is provided in Table S1 and
the corresponding histograms are available here31.

The checklist category that was most often commented upon was “Code”
(47% of reviews (126/270), 95%CI [41%, 53%]). The lowest frequency was
found for the “Experimental results” category (26% of reviews (69/270), 95%CI
[20%, 31%]). Around 2% of reviews commented upon “Error bars and/or sta-
tistical significance”. Full results are presented in Table 6.

61% of reviews provided a statement (164/270, 95%CI [55%, 66%]) and
72% came with comments (195/270, 95%CI [67%, 78%])32. Of note, 39% of
reviewers which had made a positive statement regarding the reproducibility
(indicating that they found that the reproducibility of the paper was overall

31https://github.com/reproducibility-reviews/reproducibility-reviews/blob/

main/supplementary_figures.pdf
32“Unusable” statements and comments are not taken into account.

https://github.com/reproducibility-reviews/reproducibility-reviews/blob/main/supplementary_figures.pdf
https://github.com/reproducibility-reviews/reproducibility-reviews/blob/main/supplementary_figures.pdf
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Box 2: Reproducibility reviews at MICCAI 2023

➤ No agreement between reviewers

◦ Fleiss’κ close to zero (from −0.05 to 0.05).

➤ Very little information

◦ Extremely short reviews: the median number of words is 16. 30% have less than
10 words.

➤ It should not be all about code

◦ Checklist category that was most reported about: “Code” (46%)

◦ Item checklist that was least reported about: “Experimental results” (26%)

➤ Statistical reproducibility: is there anybody out there?

◦ Less than 2% of reviewers reported about “Error bars and/or statistical signifi-
cance”

➤ Statements are often unsubstantiated

◦ 39% of reviewers who had made a positive statement provided no comments and
thereby did not substantiate their statement in any way.

Box 3: Where is this code that you promised?

➤ Code promised at submission but. . .

◦ For 53% of papers for which code was promised at submission (according to
review comments), the code was actually missing for the published version (no
link, broken link or empty repository).

➤ Don’t be sloppy

◦ For 30% of papers which provided a link for the code, the link was broken or the
repository was empty.
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satisfactory) provided no comments to substantiate their statement (52/132,
95%CI [32%, 48%]). Full results are presented in Tables S2, S3, S4, and S5.

Agreement between reviewers in terms of statement, comments and meta-
category is reported in Table 7. Importantly, there was no agreement between
reviewers with respective Fleiss’κ values of −0.05 (95%CI [−0.14%, 0.03%]) for
statement and 0.02 (95%CI [−0.09%, 0.12%]) for meta-category.

For 87% of papers, at least one of the reviewers said that the code was or
will be available (78/90, 95%CI [79%, 93%]). However, for 53% of these, the
code was actually missing in the published version (no link, broken link or
empty repository) (41/78, 95%CI [41%, 64%]). Finally, 68% of published pa-
pers provided an associated repository for the code (61/90, 95%CI [58%, 77%]).
However, for 30% of these, the link was broken or the repository was empty
(18/61, 95%CI [18%, 43%]). Details are provided in Table 8.

4.4.4. Limitations

The above analysis has several limitations. First, even though the rating of
the reviews has good reproducibility, there remains a part of subjectivity re-
lated to the guidelines upon which the two raters agreed. The choices that
were made for the guidelines are obviously debatable. Another limitation is
that the estimation of “unkept promises” for the code uses the reviewers as-
sessments which, in general, were found to be unreliable. It is thus true that
the prevalence of “unkept promises” may be difficult to estimate. However,
the finding “for 30% of the papers which provided a link for the code, the
repository was empty or the link broken” does not depend on the reviewers’
assessment and is reliable. We thus believe that it is reasonable to conclude
that a substantial proportion of authors had a sloppy behaviour regarding code
release.

5. Where do we stand?

Some interesting measures and propositions. . . The MICCAI conference
has put in place some interesting measures to assess and thus potentially pro-
mote reproducibility, based in particular on ideas from the 2020 Hackathon [16].
To the best of our knowledge, these measures are unique among MIC confer-
ences and journals and this should be commended. More generally, awareness
has risen in the MIC community as demonstrated through several publications
(e.g. [1, 15, 51, 52]) and software efforts (e.g. [19, 53, 54]).

. . . but their full potential is not used However, much remains to be ac-
complished as we detail in the paragraphs below.
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Table 4: 10 random reviews between 40 (13 words) and 60 (20 words) centiles

Word count Review

15
“A public database, the OsteoArthritis Initiative is used for the
validation of the proposed approach.”

18
“The model parameters and experimental settings are provided.
Code will be released. Dataset will be available on request.”

15
“The results are on publicly available datasets and the authors
promised to share the code.”

19
“The clinical dataset is not open publicly available. It prevents
the reproducibility assessment of the impact in clinical setting”

14
“I consider the paper is reproducible as the code is released at
anonymous Github.”

18
“The reproducibility of the method seems to be easily done, the
authors provide enough details to do so.”

15
“The link of the source code is given in the the Implementation
details (Section 3).”

19
“Due to the complexity of the architecture, the information de-
scribed may not be sufficient to easily reproduce the results.”

15
“The model and datasets are well described, but they provide no
code nor raw data.”

18
“The authors provide detailed information on their methodol-
ogy, train/test procedure, and used datasets, resulting in a re-
producible work.”
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Table 5: 10 random reviews between 0 (1 word) and 30 (11 words) centiles

Word count Review

2 “Good reproducibility”

4 “The method is reproducible.”

9 “The paper provided the source code of proposed model.”

4 “Appears to be reproducible.”

9 “The authors claim to open-source the code and data.”

7 “This method might be easy to reproduce.”

7 “This paper is based on public dataset.”

3 “Reproducibility is guaranteed.”

4 “Not enough for reproduction.”

8 “The reproducibility of this paper is not clear.”

Reproducibility reviews are unreliable. Our analysis of MICCAI reviews has
demonstrated that there is no agreement between reviewers. While reviewing
is always partly subjective, such an extreme situation is abnormal. One would
expect to have at least some moderate agreement between reviewers on a mat-
ter for which some objective criteria can be agreed upon. Some of the reviews
are even in complete contradiction. Please refer to Table 9 for some examples
which, although cherry-picked, are in line with our systematic assessment with
a κ around zero for agreement between reviewers.

Reproducibility reviews provide little information. Reviews are extremely
short (median is 16 words). Reviewers’ statements are often unsubstantiated
leaving the area chair to wonder whether the reviewer has really checked the
reproducibility of the paper. The most common type of comment was regard-
ing the code. While it is great to encourage open source, it is a sign that the
whole concept of reproducibility is not correctly understood by many reviewers
since it goes way beyond code. In particular, there were few comments on ex-
perimental results and almost none (2% of reviews) on statistical aspects (error
bars and/or statistical significance). As a result, reviews do not provide useful
information for area chairs and thus it is difficult to see how reproducibility can
be taken into account in the decision process. Also, only few reviews provide
useful feedback to the authors. This is a missed opportunity to contribute to
increase reproducibility in the community.

Is reproducibility taken seriously? There are several signs that makes one
wonder whether reproducibility is taken seriously. One is the lack of reliability
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Table 6: Frequency of comments on checklist categories. For each of the four
categories of the checklist (Models and algorithms, Datasets, Code, Experimental
results), we report the proportion of reviews which mention at least one item of the
category. For “Error bars and/or statistical significance”, we report the proportion
of reviews which mention at least one of these two items. 95% confidence intervals
(CI) are computed using bootstrap.

Category/item % 95% CI N

Models and algorithms 29% [24%, 35%] 78/270

Datasets 33% [28%, 39%] 90/270

Code 47% [41%, 53%] 126/270

Experimental results 26% [20%, 31%] 69/270

Error bars and/or statistical significance 2% [0%, 4%] 5/270

Table 7: Agreement between reviewers. We report Fleiss’κ to measure the agree-
ment between reviewers for “Statement” and ”Meta-categories”. As one can see,
there is no agreement between reviewers, with κ values close to zero. 95% confi-
dence intervals (CI) are computed using bootstrap.

κ 95% CI

Statement -0.05 [-0.14, 0.03]

Meta-categories 0.02 [-0.09, 0.12]

Table 8: Was the code promised delivered? Columns indicate whether at least
one of the three reviewers has indicated that the code was available or will be upon
acceptance (“Yes”) or not (“No info”). Rows indicate whether the published paper
came was a valid repository, an invalid repository (broken link or empty repository)
or no repository.

Code promised

(according to reviewers) → No info Yes Total

Code available

(after acceptance) ↓
No repo 6 (7%) 37 (41%) 43 (48%)

Invalid repo 2 (2%) 16 (18%) 18 (20%)

Valid repo 4 (4%) 25 (28%) 29 (32%)

Total 12 (13%) 78 (87%) 90 (100%)
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Table 9: Some cherry-picked papers for which reviews are in complete disagreement.
Note that, even though the papers below were cherry-picked, the fact that reviewers
disagree is backed-up by scientific evidence (see Table 7).

Paper 1

• Reviewer 1

➤ “The present application-oriented study has poor reproducibility based since:
- data is not made available code of the whole pipeline is not made to, only
certain parts like the standard nnUnet

- trained models are not made available
- computational requirements were not described
- due to small number of test cases, reproducing the results on different dataset
could be challenging (especially since the test data structure is not fully
reported, i.e. sex, gestational age, diagnosis, ethnicity, etc.)”

• Reviewer 2

➤ “The paper has provided enough details for ensuring general reproducibility.”

• Reviewer 3

➤ “Information to reproduce the experiments is provided.”

Paper 2

• Reviewer 1

➤ “This is a 100% reproducible.”

• Reviewer 2

➤ “Reproducible. Method details described well.”

• Reviewer 3

➤ “The paper is unlikely to be reproduccible with the current information pro-
vided.”

Paper 3

• Reviewer 1

➤ “The authors provide links to the two datasets used in their study and men-
tion several hyperparameters used for their model and baselines. However, some
important hyperparameters are not explicitly stated, such as the learning rate,
batch size, and optimizer. The authors do note that their code will be made
publicly available, which will allow interested readers to access this information.”

• Reviewer 2

➤ “The reproducibility checklist agrees to what can be seen in the paper.”

• Reviewer 3

➤ “It’s easy to reproduce.”
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and informativeness of reviews. Another sign, probably more worrying, is that
many authors do not keep their promises regarding code availability (e.g. 30%
of empty/broken link repositories): faking open science is much worse than
doing closed science. Also, even though we could not assess this systemati-
cally, in our experience as reviewers, it is not uncommon that there are major
discrepancies between the checklist and the paper (some authors even tick all
boxes regardless of the paper content).

Potential underlying causes. It seems that there is a lack of understanding
of reproducibility by the community in general. This is particularly obvious
based on the analysis of the reviews. Review guidelines could certainly be
more detailed but this is unlikely to be the only explanation. More likely, the
reviews only reflect a lack of training of the community as a whole.

6. Where could we go?

We conclude with outlining some possible avenues for progress for the MIC
community. Of course, these are only suggestions to stimulate the discussion.

Best practices guidelines. There is a clear need for consensus guidelines as
already suggested in [16]. Such consensus guidelines have recently been pub-
lished for validation metrics [38]. We need similar guidelines for evaluation
procedures and statistical analyses. In other words, we need not only to know
what metrics we should compute but also how we should estimate them. We
believe that we also need another set of consensus guidelines for reproducibil-
ity as a whole, that would in particular cover the different building blocks
described in Section 3. Very valuable sources of information already exist but
guidelines which are based on a consensus and which are adapted to MIC are
needed. These guidelines would be key components of a more general effort
aiming at training the whole community. Indeed, part of our paper was fo-
cused on the review process but it should be obvious that scientists should be
trained to reproducibility not only as reviewers but, even more importantly,
as authors.

Improving the review process. This is also critical as it is currently not
informative. A first step could be to provide more precise guidelines to the
reviewers. This could explain what components are expected and what is
typically considered a “good review”. Box 4 suggests some ideas that could
serve to that purpose, while Box 5 provides some tentative examples of good
reproducibility reviews. Even though this is more minor, the checklist should
probably be revised and possibly shortened (with the hope that it will more
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Box 4: Tentative guidelines for reproducibility reviews

Here, we provide tentative guidelines for high-quality reproducibility reviews. Of
course, these would need to be discussed within the community to produce consen-
sus guidelines. Please refer to Box 5 for examples of what a good review could look
like.

• A clear statement adapted to the type of paper and its claims

➤ Start your review with one (or a few) sentences stating your general opinion
about the reproducibility of the paper. Adapt your statement to the content of
the paper and to its claims. For example: i) if a paper uses a subset of a public
dataset, it should clearly say which criteria were used to select the samples and
provide their list; ii) it is okay that a paper does not release the data if there are
some legal constraints that prevent it; iii) a paper that claims that the proposed
method outperformed the baseline needs to provide statistical evidence.

• Back-up your statement with comments

➤ Always provide at least one comment for each of the four categories of the check-
list (models and algorithms, datasets, code, experimental results), even if you
believe the reproducibility is perfect: this will tell the area chair that you have
carefully taken all aspects into account.

➤ Use the comments to list all the strengths and weaknesses that relate to re-
producibility. This provides useful information to the area chair and valuable
feedback to the authors.

➤ Do not overlook experimental aspects (data splits, validation metrics, descriptive
and inferential statistics. . . ). Always have in mind that MIC is an experimental
science. Reproducibility is not only about open code and open data.

• Regarding the checklist

➤ Provide one (or a few) sentence saying whether the checklist filled by the authors
reflects the content of the papera.

aIdeally, this could be replaced by the reviewer marking whether each item of the
checklist was correctly filled, provided that this can be conveniently implemented in
the review website.
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Box 5: Tentative examples of good reproducibility reviews

Here, we provide tentative examples of high-quality reproducibility reviews that follow
the guidelines proposed in Box 4. Of course, the reviews look generic because they
are not related to a specific paper. Real reviews would contain more specific elements.

• Example 1: you think everything is perfect.

➤ “The reproducibility of this work appears excellent.
The authors have clearly described the methods, the dataset is public and the
data selection is clear, the code is available and documented, the experimental
part is thorough including a clear description of the data splits and descriptive
and inferential statistics.
The checklist filled by the authors matches what is reported in the paper.”

• Example 2: you think reproducibility is adequate given the type of paper,
even though exact reproducibility would not be possible.

➤ “The reproducibility of this work appears adequate with respect to the con-
straints. Note that the data were not shared because the authors do not have
the authorization to do so: this will prevent exact reproducibility but is perfectly
acceptable.
The authors have clearly described the methods. As said above, data cannot
be shared but it is clearly described with all necessary information. The code
is available and documented. The experimental part contains all the necessary
information.
The checklist filled by the authors matches what is reported in the paper.”

• Example 3: mixed review, there are some positive aspects but also some
important weaknesses.

➤ “This work has a moderate level of reproducibility with some important weak-
nesses regarding the experimental part.
The authors have clearly described the core of the model and the correspond-
ing implementation is available. On the contrary, preprocessing is not clearly
described and the corresponding code not provided. The data are public and
the data selection is clear. The experimental part only reports point estimates
without descriptive (e.g. standard deviation) nor inferential statistics (e.g. con-
fidence intervals).
The checklist filled by the authors matches what is reported in the paper.”

• Example 4: the authors ticked all items of the checklist but the repro-
ducibility is actually very poor.

➤ “This work has a low level of reproducibility unlike what is stated in the checklist.
The description of the method is decent although it would not be possible to
reproduce it based only on the paper. The data are not shared. The clinical
characterization of the data is insufficient. The experiments are loosely described:
apparently there is no independent test set, it is unclear how the hyperparameters
were set, the authors report only mean values without standard deviation nor
confidence intervals.
The authors have ticked all the boxes in the checklist which is inconsistent with
what is reported in the paper.”
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often be properly filled). Please note that it seems that for MICCAI 2024, the
authors did not need to fill the checklist. We do not know the rationale for this
decision but, at first glance, it looks like it goes in the wrong direction. The
checklist was not perfect and could be improved but we believe that removing
it is not a good signal to encourage reproducibility. We also suggest to add a
grade on reproducibility in addition to comments. More generally, the idea of
a reproducibility chair, as proposed by the 2020 Hackathon [16], appears very
useful to coordinate all this.

Tracking progress. It would be nice to put in place tools that allow tracking
progress throughout years. For instance, if this can be implemented in the re-
view system, it would be useful to ask reviewers to check the checklist: putting
checkmarks along those of the authors to indicate whether the authors’ check-
list adequately reflects the paper. This would allow not only quantitatively
assessing whether authors correctly fill the checklist but also identifying what
are the most common practices in terms of reproducibility. In a similar spirit,
it would be useful to have checkboxes for reviewers to indicate whether au-
thors have promised to release code and/or data upon acceptance. This would
allow checking which proportion of authors keep their promises. Finally, one
could consider publishing the checklists along with the papers and reviews
after acceptance.

Incentives for being reproducible. As suggested by Balsinger et al [16], there
is a need to promote reproducibility efforts made by authors. At the moment, it
is unclear how reproducibility is taken into account for acceptance. We believe
it should be but that the requirements should be adapted to the types and
the claims of papers: this requires training of the reviewers to the concepts of
reproducibility. The suggestion of making checklists public that we made above
can also contribute to promote efforts. An official list of papers which release
code and/or data would also be useful as currently only unofficial lists have
been created 33,34. Moreover, it would be nice to have more papers unveiling
reproducibility issues (in the broad sense including not only replication studies
but also identification of potential biases for instance). This may require to
have a dedicated topic and dedicated area chairs. A reproducibility award
could be considered even though its scope and criteria remain to be determined.

Expand efforts beyond MICCAI. Many of our comments so far have con-
cerned MICCAI: the only reason is that it is, to our knowledge, the only
publishing venue of our community which has taken actions to promote re-
producibility. But of course, we are not pointing fingers at MICCAI. On the

33https://github.com/JunMa11/MICCAI-OpenSourcePapers
34https://github.com/yiqings/MICCAI2022_paper_with_code

https://github.com/JunMa11/MICCAI-OpenSourcePapers
https://github.com/yiqings/MICCAI2022_paper_with_code
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contrary, MICCAI should be commended for implementing those measures.
More generally, efforts should not only concern MICCAI but also other con-
ferences and journals of the community. We are well aware that this is not
an easy task: it may even be that some web-based review systems make it
impossible at the moment. For instance, one of the authors (OC) is co-chair
of the Image Processing conference at the SPIE Medical Imaging symposium
and would not be able to make such changes to the review process which is
common to all conferences of the symposium and which rely on an electronic
submission/review system over which conference chairs do not have control.
Finally, we think that it is even more important to implement measures for re-
producibility in journals than at conferences. Journal papers are what should
contain fully matured and consolidated research. Moreover, it is understand-
able that a conference paper is rushed while a journal paper has less excuse
for escaping reproducibility.

Let’s progress together. “Criticism is easy, and art is difficult” as French
dramatist Destouches wrote. We would thus like to make clear that we include
ourselves in this criticism and the reader will easily find papers by us which
miss several reproducibility building blocks (e.g. [55, 56, 57]). More specifically,
our paper on convolutional neural networks for classification of Alzheimer’s
disease [52] has adequate exact reproducibility but falls short on statistical
aspects. If we had to write it today, the statistical part would be different.
Therefore, we need to progress together as a community. As we will argue
below, we should not expect such progress to be uniform nor have the same
reproducibility objectives for all studies.

One size does not fit all. In the above, we have suggested the need for guide-
lines and review processes regarding reproducibility. We would like to make
clear that we do not advocate for a dogmatic view on that matter, quite the
opposite. As explained in this paper, there are different types of reproducibil-
ity. There will never be a “one-size-fits-all” format that is adapted to all MIC
papers. For instance, asking for exact reproducibility for all papers would be
complete non-sense. This would lead researchers to focus on public datasets
while we also need work on clinical routine data which are much more difficult
to share. This in turn would lead to lower the conceptual reproducibility and
ultimately the clinical translation. On the contrary, it is crucial to realize that
reproducibility requirements need to be adapted to the type and content of
the paper.
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Supplementary Material

Table S1: Number of words for the different sections of the reviews.

Category Mean Min Max Median σ IQR

Contribution 60.90 0 167 56 30.56 42

Strengths 60.15 0 433 49 45.96 46

Weaknesses 97.22 0 494 72 83.84 97

Reproducibility 22.58 0 429 16 26.30 18

Detailed comments 109.97 0 1240 70 124.54 115

Justification 34.88 0 166 28 26.96 30

Total 385.71 0 2219 336 210.88 234

σ: standard-deviation, IQR: inter-quartile range.

Table S2: Statements. We report whether the reviewer has made a statement
regarding the overall reproducibility of the paper and whether this statement was
positive (+), negative (−) or unsusable. (none) indicates that no statement was
made. As a reminder, there was no agreement between reviewers (Fleiss’κ = −0.05,
95%CI : [−0.14, 0.04]). Thus, one cannot draw conclusions about the actual repro-
ducibility of the papers.

% 95% CI N

(+) 49% [43%, 55%] 132/270

(−) 12% [8%, 16%] 32/270

(none) 37% [31%, 43%] 100/270

(unusable) 2% [1%, 4%] 6/270
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Table S3: Comments. We report whether the reviewer has made comments and
whether these comments were positive (+), negative (−), mixed (−/+) or unsusable.
(none) indicates that no comment was made.

% 95% CI N

(+) 31% [25%, 36%] 83/270

(−) 19% [14%, 23%] 50/270

(−/+) 23% [18%, 28%] 62/270

(none) 22% [17%, 27%] 60/270

(unusable) 6% [3%, 9%] 15/270

Table S4: Meta-category. We report whether the meta-category, which describes
the overall opinion of the reviewer by combining statements and comments, was
positive (+), negative (−), or unsusable. As a reminder, there was no agreement
between reviewers (Fleiss’κ = 0.02, 95%CI : [−0.09, 0.13]). Thus, one cannot draw
conclusions about the actual reproducibility of the papers.

% 95% CI N

(+) 60% [54%, 66%] 163/270

(−) 32% [27%, 38%] 87/270

(unusable) 7% [4%, 11%] 20/270

Table S5: Statements vs comments. We report the counts of couples (statement,
comments) for each possible combination.

Comments → (+) (−) (−/+) (none) (unusable) Total

Statement ↓
(+) 52 7 21 52 0 132

(−) 0 21 8 3 0 32

(none) 31 22 33 5 9 100

(unusable) 0 0 0 0 6 6

Total 83 50 62 60 15 270
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