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Abstract
Automatic Chart Question Answering (ChartQA) is challenging
due to the complex distribution of chart elements with patterns
of the underlying data not explicitly displayed in charts. To ad-
dress this challenge, we design a joint multimodal scene graph
for charts to explicitly represent the relationships between chart
elements and their patterns. Our proposed multimodal scene graph
includes a visual graph and a textual graph to jointly capture the
structural and semantical knowledge from the chart. This graph
module can be easily integrated with different vision transformers
as inductive bias. Our experiments demonstrate that incorporating
the proposed graph module enhances the understanding of charts’
elements’ structure and semantics, thereby improving performance
on publicly available benchmarks, ChartQA and OpenCQA.1
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1 Introduction
Chart Question Answering (ChartQA) involves answering ques-
tions presented in natural languages based on information from a
chart. As a subset of Visual Question Answering (VQA), ChartQA
presents unique challenges distinct from those encountered with
natural images. Firstly, a chart contains numerous elements and
various element types within a single image. Although the distribu-
tion of these elements can be complex, charts are generally highly
structured. For instance, y axis labels are normally located at the
left side of the image while x axis labels are at the bottom. Secondly,
charts often include extensive text and numerical data, understand-
ing these features is crucial for accurate question answering. While
∗Corresponding author.
1Code available at https://github.com/adlnlp/MSG-Chart
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Figure 1: Cutting-Edge LLMs and Our MSG-Chart

recognizing the underlying text of an object is enough for data ex-
traction tasks, more complex reasoning requires understanding the
relationships between elements. For example, in Fig. 1, the model
must recognise that ‘Solomon Islands’ is not just a label but specifi-
cally the label for the purple line. This highlights the importance of
comprehending the structure and the relationships within charts.

Although various models have been proposed to address ChartQ-
A, they have not effectively tackled the challenges above. [12] intro-
duced DePlot for chart-to-table conversion. The converted textual
data table from the chart is then fed to Flan-PaLM [2] for question
answering. Despite the strong mathematical reasoning capabilities
of Large Language Models (LLMs), this approach struggles with
questions related to visual attributes, such as colour, due to the
lack of visual information understanding in textual tables. Masry
et al. [15] and Tang et al. [22] employ VL-T5 [1] for ChartQA and
Chart Captioning, utilizing Mask R-CNN [5] or Faster R-CNN [19]
to extract Region of Interest (ROI) features of objects, combined
with textual data tables or scene graphs as input. However, these
methods lack explicit spatial relationships between ROI features,
and the connections between visual features and their underly-
ing value remain unclear. More recently, pre-trained multimodal
language models [13, 14] have been proposed. Their patch-based
image inputs can result in chart elements being split across different
patches, losing object-wise information and making it challenging
for the model to capture the full pattern of an intact object. This
limitation is also present in the latest LLMs, such as GPT-4 and
GPT-4o, as demonstrated in Fig. 1. While these models generate
detailed answers, they struggle to identify peak values and correctly
estimate values not explicitly listed on the y-axis labels. Instead
of implicitly learning structural and semantic information from
charts using pre-trained models, we explicitly use graphs to cap-
ture the structural and semantic information from charts. To do so,
we propose the multimodal scene graph for chart understanding
with visual and textual graphs. The visual scene graph captures the
spatial relation in terms of visual features, and the textual scene
graph captures the semantic knowledge using textual features. In-
spired by [4, 11], we integrated the graph representation as the
inductive bias to the backbone model. Our contributions are: 1)
We propose new multimodal scene graphs for chart understanding

https://orcid.org/0000-0003-1160-7927
https://doi.org/10.1145/3627673.3679967
https://doi.org/10.1145/3627673.3679967
https://github.com/adlnlp/MSG-Chart
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3627673.3679967


CIKM ’24, October 21–25, 2024, Boise, ID, USA Yue, et al.

(a) Vision Encoder-Text Decoder (Backbone: UniChart [14]) (b) Multimodal Encoder-Text Decoder (Backbone: VL-T5[1])

Figure 2: Two Graph Integration Architectures (VG: Visual Graph, TG: Textual Graph)

to represent the structural and semantic relation. 2) The proposed
joint multimodal scene graph can be adapted to diverse chart under-
standing backbones. 3) Our multimodal scene graph can enhance
the performance of the diverse ChartQA backbone models.

2 Methodology
2.1 Graph Construction
Figure 2 presents the proposed graph-based model on two backbone
frameworks: 1) Vision Encoder-Text Decoder (UniChart [14]) and
2) Multimodal Encoder-Text Decoder (VL-T5 [1]) The proposed
model includes two undirected graphs: visual and textual graphs.
The visual graph is initialised using the hidden states from the
encoder, capturing structural information related to visual aspects.
The textual graph uses chart elements’ labels and OCR features,
capturing semantic knowledge.

Visual Graph (𝐺𝑉 ) is a fully connected graph designed to cap-
ture the spatial relations of objects from a visual aspect. Each node
represents an object detected by the Mask R-CNN [5] fine-tuned
by Masry et al. [15]. To maintain the spatial relationships between
objects, inspired by the basis decomposition method introduced
in R-GCN [20], we assign each edge 𝑒 a coefficient 𝑎𝑒 = exp(−𝑑),
where 𝑑 represents the smallest Euclidean distance between the
bounding boxes of two objects. This coefficient prioritises closer
neighbours of a node by assigning them larger weights. With each
object’s bounding box, we can determine the alignment between
image patches and corresponding objects. After that, each node is
initialised as 𝑉𝑜 = 1

|𝑃𝑜 |
∑𝑃𝑜
𝑝∈𝑃𝑜 𝐻𝑒𝑝 , where 𝑃𝑜 represents the set of

patches that the object 𝑜 is located, and 𝐻𝑒 is the last hidden states
from the encoder of the backbone model. For the vision encoder
backbone in Figure 2a, the blue visual node at the bottom repre-
sents the dark blue pie slice in the chart image. It is initialised by
the mean of hidden states from the corresponding patches. For the
multimodal encoder backbone in Figure 2b, each ROI represents an
intact object so the same visual node is directly initialised by the
hidden states representing the dark blue pie slice.

Textual graph (𝐺𝑡 ) is constructed with textual features based
on chart elements. The graph has two types of nodes: label nodes

and OCR nodes. Following scene graphs [21, 23, 24], each label
node represents an object’s label predicted by Mask R-CNN. Label
nodes are connected based on the chart semantics. The x/y axis
title connects to the x/y axis labels representing x/y axis values.
X/Y axis labels connect to lines, bars, or dot lines if their bounding
box values overlap on longitude/latitude, indicating value ranges
of the latter. Legend labels connect to the closest legend marker
to show the former, which is the label of chart elements with the
same colour as the legend marker. Pie charts connect to all slices,
representing the whole-part relationship, while pie labels connect
the nearest pie slice to show the former is the latter’s label. OCR
nodes represent the OCR text extracted from non-shape objects
such as the title and x-axis label. Following Methani et al. [16],
we utilise the open-sourced Optical Character Recognition (OCR)
model Tesseract2 to extract texts from the cropped image of each
detected object. These OCR nodes are linked to their correspond-
ing label nodes. This allows the textual graph to capture not only
the OCR texts from charts but also the relationships between the
underlying data and objects. All nodes in the semantic graph are
initialised with the Mean of BERT [3] embeddings of the text they
represent. Given the graphs 𝐺𝑣 , 𝐺𝑡 , visual features 𝑉 , and textual
features 𝑇 that have been projected to the same space as 𝑉 , we
obtain graph representations 𝐻𝑣 = 𝐺𝑣 (𝑉 ) and 𝐻𝑡 = 𝐺𝑡 (𝑇 ) using
GCN [8]. Afterwards, we concatenate the graph representations of
the same object to combine the structural and semantic informa-
tion, for example in Fig. 2, the nodes from visual and textual graphs
representing the dark blue pie slice and concatenated together. We
then utilise the multilayer perceptron with the ReLU activation
function to project the concatenation into the space of the hidden
states of the backbone model as 𝐻𝐺 .

2.2 Graph Integration and ChartQA
Inspired by [11], we inject the graph representation as the induc-
tive bias to the backbone model. We ensure that our proposed
multimodal scene graph module functions can be a general plug-in
component without substantially modifying the backbone model.

2https://github.com/tesseract-ocr/tesseract
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Hence, we integrate the graph module between the encoder and
text decoder. We tested our methods on the following two types
of backbone models, Vision Encoder-Text Decoder (UniChart[14])
and Multimodal Encoder-Text Decoder (VL-T5[1]).

Vision Encoder-Text Decoder: UniChart[14] is a state-of-the-
art open-source Vision Encoder-Text Decoder model for chart com-
prehension. UniChart utilises the Donut [7] encoder as the image
encoder and the BART [10] decoder as the text decoder. The models
with this architecture take sequential image patches as encoder
input and question tokens as input for the decoder. To inject entity-
related structural and semantical information into the model, we
fuse the same node representation to the patches where the object
is located. For example, in Figure 2a, the updated node representa-
tion of the dark blue slice from the graph module should be fused
with the hidden states where the patches represent the same object.
Specifically, we create a bias representation 𝐻𝑏 based on graph
representation 𝐻𝐺 . For an index 𝐼 and an object set 𝑂𝑖 , where the
bounding box of every object 𝑜 ∈ 𝑂𝑖 intersects with patch 𝑝𝑖 , the
feature of 𝐻𝑏𝑖 is assigned by the mean of 𝐻𝐺𝑂𝑖

. Formally,

𝐻𝑏𝑖 =

{
1

|𝑂𝑖 |
∑𝑂𝑖

𝑖=1 𝐻𝐺𝑖
if |𝑂𝑖 | > 0

0 if |𝑂𝑖 | = 0
(1)

Multimodal Encoder-Text Decoder: The second backbone
model is VL-T5, a widely used Multimodal Enocder-Text Decoder
model employed in prior research for ChartQA and Chart Sum-
marisation tasks [6, 15, 22]. VL-T5 takes both textual tokens and
ROI features as input. Since each ROI feature represents one object,
we fuse the node representations with their corresponding hidden
states. In the case of Figure 2b, the updated node representation of
the dark blue pie slice will be fused with the second visual token
(blue rectangle) from the encoder. The new representation 𝐻𝑏 is a
special case of Eq. 1 where |𝑂𝑖 | = 1. Since VL-T5 is pre-trained with
36 object regions, we select the top 36 objects detected by Mask
R-CNN ranked by confidence score. If fewer than 36 objects are
detected, we pad the input with zeros to a fixed length of 36. The
original hidden states from the encoder 𝐻𝑒 are updated by adding
the bias 𝐻𝑏 , resulting in 𝐻𝑒 = 𝐻𝑒 + 𝐻𝑏 . The new hidden states are
then passed to the decoder for answer generation.

Given an image 𝐼 , texts 𝑥 , and label 𝑦, we jointly train the param-
eters of the backbone model 𝜃𝑚 , visual and textual graphs 𝜃𝑣, 𝜃𝑡 by
minimizing the negative log-likelihood:

𝐿𝜃𝑚,𝜃𝑣 ,𝜃𝑡 = −
|𝑦 |∑︁
𝑗=1

log 𝑃𝜃𝑚,𝜃𝑣 ,𝜃𝑡 (𝑦 𝑗 |𝑦< 𝑗 , 𝑥, 𝐼 ) (2)

3 Experiment
We tested our proposedmodel onChartQA andOpenCQA:ChartQA
is currently themost challenging Chart QuestionAnswering dataset.
The questions in this dataset are either generated by a fine-tuned
T5 [18] model or through human annotation, resulting in two sets:
augmentation and human. The questions in the human set are more
difficult as they emphasise logical and visual reasoning. Follow-
ing [13, 15, 16], we use relaxed accuracy, which requires an exact
match for textual answers and allows a 5% tolerance for numerical
answers. OpenCQA [6] is an open-ended ChartQA dataset. Unlike
previous ChartQA datasets, where the answers are mainly words

or phrases, the answers in OpenCQA are explanatory texts, with an
average answer length of 56 tokens. We use BLEU4 [17] following
[6, 14]. We scaled the range from 0 to 100, which was consistent
with previous research.

We have different text input settings for different models and
datasets. ChartQA For VL-T5, we use the flattened ground truth
table and question tokens as text inputs. This is to ensure fair
comparison with the performance in [15], because the model they
used to generate table from chart automatically is not available.
For UniChart, we only use questions as text input. OpenCQA The
original work in [6] has three settings. We use the setting where
chart images, questions and OCR texts are used as input.We use this
setting for VL-T5 as it’s the one used in comparison with UniChart
paper. For UniChart, the text input is the question.

All experiments were conducted using a single Nvidia A100 (40G)
GPU, with the random seed set to 42 for reproducibility. We use
AdamW as the optimiser. The settings for VL-T5 on both datasets
follow the original papers [15] and [6], with the exception that the
batch size for ChartQA is 24 and for OpenCQA is 12 due to GPU
memory limitations. The settings for UniChart follow [14], with the
model trained using mixed precision consistent with the provided
code. The batch sizes for both datasets are set to 8 due to GPU
memory constraints. Additionally, the number of training epochs
for OpenCQA is set to 20, different from the original paper, because
we observed overfitting with 20 epochs. The GCNs for both the
visual and textual graphs consist of 2 layers, and the hidden state
dimensions matched the backbone models: 1024 for UniChart and
768 for VL-T5. The dropout rate is set to 0.2.

ChartQA OpenCQA
GT Graph aug. human avg. BLEU

Pix2Struct [9] × × 81.60 30.50 56.00 -
Matcha3 [13] × × 90.20 38.20 64.20 -
Matcha4 × × 86.64 36.96 61.80 -
Matcha5 × × 81.28 28.16 54.72 -

UniChart3 [14] × × 88.56 43.92 66.24 14.88
UniChart4 × × 82.32 34.48 58.40 8.76
UniChart5 × × 82.00 30.80 56.40 10.86
UniChart (Ours) × ✓ 85.36 37.44 61.4 11.97

VL-T5 [6, 15] ✓ × - - 59.12 14.73
VL-T5 (Ours) ✓ ✓ 92.4 38 64.8 17.14

Table 1: Overall Performance on ChartQA (GT: Golden Table)

4 Results
4.1 Overall Performance
We present the results of our models compared with previous base-
lines in Table 1. Note that the performance of UniChart differs from
the results reported in the original paper. The publicly available
code or the given huggingface checkpoint3 provided by [14] are un-
able to reproduce the same performance, which yields an accuracy
of 58.4 instead of the reported 66.24. This discrepancy may be due
to differences in the environment, such as GPU configuration and
3Result from original paper
4Result from checkpoint in huggingface
5Result from model fine-tuned by ourselves
3https://huggingface.co/ahmed-masry/unichart-base-960

https://huggingface.co/ahmed-masry/unichart-base-960
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random seed. For a fair comparison, we fine-tuned the model in our
environment, which resulted in a 56.4 overall accuracy. Similarly,
for UniChart on OpenCQA, the result from the provided checkpoint
is 8.76 rather than the reported 14.88 from the paper, and the result
fine-tuned by ourselves is 10.86. Under the same training environ-
ment, our proposed graph module enhances the performance of
both UniChart and VL-T5 on both datasets. Specifically, UniChart
demonstrates at least a 3% improvement in accuracy on ChartQA
and a 1.1-point increase in BLEU score on OpenCQA. For VL-T5,
the accuracy on ChartQA increases by 5.68%, and the BLEU score
on OpenCQA rises by 2.41 points. The trend of the produced result
shows that integrating our components with any state-of-the-art
chartQA framework is feasible. It also proves the superiority of
our proposed graph model, which consistently improves overall
performance in diverse types of chartQA tasks.

4.2 Ablation Studies

ChartQA OpenCQA
VG TG aug. human avg. BLEU

UniChart

✓ ✓ 85.36 37.44 61.4 11.97
✓ × 84.88 35.84 60.36 11.42
× ✓ 82.8 34.56 58.68 11.76
× × 82.32 34.48 58.40 8.76

VL-T5

✓ ✓ 92.4 38 64.8 17.14
✓ × 91.12 36.08 63.6 16.99
× ✓ 90.56 37.36 63.96 18.14
× × - - 59.12 14.73

Table 2: Performance comparison w.r.t. different graph set-
ting (VG: Visual Graph, TG: Textual Graph)

Effect of the VG and TG: We conducted ablation studies with
different graph settings. As shown in Table 2, performances are
consistently better when both graphs are employed. For UniChart
and VL-T5, omitting the visual graph leads to the most significant
performance drop on the augmented test set of ChartQA, with de-
creases of 2.56% for UniChart and 1.84% for VL-T5. This aligns with
the findings of [13] that the augmented set contains more extractive
questions, while the human set includes more complex reasoning
questions. This demonstrates that our visual graph enhances the
models’ structural understanding of charts. When only the visual
graph is used, the performance on the human set increases by 1.36%
for UniChart. However, when both the visual and textual graphs are
utilised, the performance on the human set improves by 2.96%, in-
dicating that the textual graph significantly enhances the semantic
understanding of charts. However, since complex math reasoning
questions also require sophisticated structural understanding, using
textual graphs alone doesn’t necessarily result in the second-best
performance (results with underlining) on the human set, as seen
with VL-T5. Nonetheless, when both graphs are used, the perfor-
mance on the human set is consistently the best for both models.

Effect of the proposed relation-based graphs: To evaluate
whether the proposed relation in graphs can effectively capture
semantic information in charts, we replaced the proposed edges in

ChartQA OpenCQA
TG Relation aug. human avg. BLEU

UniChart designed rules 85.36 37.44 61.4 11.97
fully connected 84.24 33.44 58.84 11.40

VL-T5 designed rules 92.4 38 64.8 17.14
fully connected 91.68 34.8 63.24 17.92

Table 3: Performance comparison w.r.t. designed semantic
relations and fully connected graph (TG: Textual Graph)

ChartQA OpenCQA
G Text aug. human avg. BLEU

UniChart

✓ label+OCR 85.36 37.44 61.4 11.97
× × 82.32 34.48 58.4 8.76
× label 83.52 35.04 59.28 11.46
× OCR 84 33.68 58.84 11.15

VL-T5

✓ label+OCR 92.4 38 64.8 17.14
× × - - 59.12 14.73
× label 92.32 36.08 64.2 15.05
× OCR 90.56 36.08 63.32 17.78

Table 4: Performance comparison with the presence of graph
and textual feature only (G: Graph)

textual graphs with fully connected edges. The results in Table 3 re-
veal that fully connected graphs significantly decrease performance
on the human set of ChartQA, with a 4% drop for UniChart and
a 3.2% drop for VL-T5. This difference in the human test set indi-
cates that a carefully designed scene graph enhances the backbone
model’s ability to understand the semantics of charts. OpenCQA
does not have a significant gap between those with diverse edge
types, and it is expected because OpenCQA includes more explana-
tory and descriptive text to answer questions.
Effect of textual featuresWe conducted an experiment where the
graphs were removed, and the textual features were directly fused
into the model. We fused either the object’s label or the OCR textual
feature with the visual features from the encoder. The results are
shown in Table 4. The performances with the presence of the graphs
are better compared to solely injecting textual features. Depending
on the different textual features, the improvement gained from
using graphs is at least 2.12% for UniChart and 0.6% for VL-T5 on
ChartQA. Notably, fusing the label feature yields higher accuracy
than the OCR feature, likely due to the noisy text introduced by
the OCR error during text detection.

5 Conclusion
This research proposes a novel multimodal scene graph, including
a visual graph and a textual graph, to capture the structure and
semantic information from charts. The graph module can be easily
integrated into different types of chartQA frameworks. Through
experiments, we show that the graph module can improve the un-
derstanding of charts and consequently perform better on ChartQA
tasks. We hope that this multimodal chart-based scene graph can
be a useful stepstone to improve the performance of chart under-
standing and retrieval.
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