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Abstract

Content analysis breaks down complex and un-001
structured texts into theory-informed numeri-002
cal categories. Particularly, in social science,003
this process usually relies on multiple rounds004
of manual annotation, domain expert discus-005
sion, and rule-based refinement. In this pa-006
per, we introduce SCALE, a novel multi-agent007
framework that effectively Simulates Content008
Analysis via Large language model (LLM)009
agEnts. SCALE imitates key phases of con-010
tent analysis, including text coding1, collabo-011
rative discussion, and dynamic codebook evo-012
lution, capturing the reflective depth and adap-013
tive discussions of human researchers. Further-014
more, by integrating diverse modes of human015
intervention, SCALE is augmented with ex-016
pert input to further enhance its performance.017
Extensive evaluations on real-world datasets018
demonstrate that SCALE achieves human-019
approximated performance across various com-020
plex content analysis tasks, offering an innova-021
tive potential for future social science research.022

1 Introduction023

Content analysis is a critical research method in024

various disciplines (Benoit, 2014; Dart, 2014; Mac-025

namara, 2005; Hara et al., 2000). It breaks down026

complex and unstructured text into numeric cate-027

gories based on theory-driven rules (Krippendorff,028

2018; Weber, 1990), offering a systematic and029

quantitative approach to interpreting sophisticated030

information (Holsti, 1969; Neuendorf, 2017; Riffe031

et al., 2023). Particularly, in social science, con-032

tent analysis is usually labor-intensive and time-033

consuming (Hopkins and King, 2010; Zhao and034

Wong, 2024). It often requires a team of researchers035

to manually annotate sizable datasets, conduct com-036

prehensive discussion, and iteratively refine coding037

rules (a.k.a. codebook) in multiple rounds to ensure038

1Coding refers to the process of converting text entries into
categories (Weber, 1990), similar to text classification tasks.

Domain Knowledge

Codebook Expert Discussion

Text Category

Refine

Annotate

Guide

Figure 1: Illustration of content analysis. Social scien-
tists convert text into categories based on a codebook,
discuss discrepancies, and refine the codebook.

reliability and validity of findings (Cohen, 1960; 039

Krippendorff, 2018; Riffe et al., 2023), as illus- 040

trated in Figure 1. This artificial process, while 041

rigorous, presents two challenges: First, it relies 042

heavily on domain-specific knowledge and individ- 043

ual scientists, potentially introducing subjectivity 044

and limiting generalizability. Second, the substan- 045

tial human resources demanded by content analysis 046

tasks make it difficult to scale, especially as the 047

volume of digital data expands exponentially. 048

Recent years have witnessed significant progress 049

in artificial intelligence (AI), especially with the 050

advent of large language models (LLMs) (Team 051

et al., 2023; Zhao et al., 2024; Xia et al., 2023; 052

Zhao et al., 2023; Jiang et al., 2024). LLM agents 053

emerge as a versatile tool across a wide range of 054

domain-specific tasks (Guo et al., 2024; Wang et al., 055

2024; Xi et al., 2025; Park et al., 2023; Li et al., 056

2024b; Wu et al., 2024). However, content analysis 057

tasks present unique challenges, requiring a fine- 058

grained understanding of social science principles, 059

human-like collaborative interaction, and rule-base 060

iterative refinement, which limits the effectiveness 061

of agent systems derived from other tasks. 062

In this paper, we propose a novel multi-agent 063
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framework to Simulate Content Analysis via LLM064

agEnts (SCALE), as shown in Figure 1. SCALE065

imitates key phases of content analysis, including066

text coding, collaborative discussions, and dynamic067

codebook evolution, while capturing the reflective068

depth and adaptive discussions of diverse human069

researchers, thereby reducing subjectivity and im-070

proving scalability. Moreover, by incorporating071

different human-AI collaboration modes inspired072

by social influence theories (Cialdini and Cialdini,073

2007; French, 1959) and human-computer interac-074

tion theories (Suchman, 1987; Sundar, 2020), our075

framework extends multi-agent interactions with076

human expert intervention. This potentially miti-077

gates algorithmic bias and strengthens contextual078

sensitivity, making it suitable for a wide range of079

social science content analysis tasks.080

Comprehensive experiments on multiple real-081

world datasets demonstrate that SCALE is ver-082

satile across diverse social science contexts and083

has the ability to approximate human judgment in084

complex content analysis tasks. Developed in col-085

laboration with social scientists, we demonstrate086

the potential of our framework to transform con-087

tent analysis in the social sciences and humanities,088

inspiring the integration of AI into other domain-089

expert-dependent research methodologies. We sum-090

marize our contributions as follows.091

⋆ Scalability Enabler. By harnessing the genera-092

tive power of LLM, our proposed SCALE signif-093

icantly reduces the time, human resources, and094

costs traditionally required for content analysis095

tasks, enabling large-scale and high-quality an-096

notation. To the best of our knowledge, this is097

the first work to capture and simulate the rigor-098

ous and dynamic process of quantitative content099

analysis for social science via LLMs.100

⋆ Praxis-Informed Design. SCALE’s design in-101

corporates the domain knowledge of social sci-102

ence through the deep involvement of social sci-103

entists. Its key phases—independent text coding,104

collaborative discussions, and dynamic codebook105

evolution—faithfully reflect the principles and106

standards of manual content analysis while being107

implemented within a computing framework.108

⋆ Human Intervention. Our framework provides109

a portal for domain experts to intervene with cus-110

tom scopes (i.e., targeted or extensive interven-111

tion) and roles (i.e., collaborative or directive112

intervention). Incorporating expert input aug-113

ments AI decision-making by mitigating LLM 114

bias and aligning with expert oversight. 115

⋆ Extensive Validation. SCALE demonstrates ef- 116

fectiveness across content analysis tasks involv- 117

ing diverse topics (e.g., analysis of emotion, per- 118

spective, and dialogue). Our comprehensive ex- 119

perimental evaluations and analyses by domain 120

experts confirm that SCALE can closely mimic 121

human judgment in content analysis, delivering 122

automated, valid, and reliable results invaluable 123

for large-scale social science research. 124

2 Related Work 125

Content Analysis. Content analysis has long been 126

a foundational method in the social sciences and 127

humanities, providing a structured approach to 128

converting qualitative text into quantitative data 129

(Krippendorff, 2018; Neuendorf, 2017; Riffe et al., 130

2023). Recently, content analysis has significantly 131

advanced the understanding of complex social is- 132

sues, ranging from political polarization (Conover 133

et al., 2011) to emotional contagion (Kramer et al., 134

2014) and group dynamics (Holsti, 1969). These 135

traditional methods rely on manual annotation by 136

human coders, who use predefined rules in the 137

codebook to categorize text, often iteratively re- 138

fining their coding schemes in multiple rounds of 139

discussions (Riffe et al., 2023). Although man- 140

ual content analysis provides robust and theory- 141

driven insights, it remains labor-intensive, time- 142

consuming, and prone to subjectivity (Hopkins and 143

King, 2010). Furthermore, as the volume of dig- 144

ital text increases, scaling traditional methods to 145

accommodate larger datasets has become increas- 146

ingly challenging (Zhao and Wong, 2024). The 147

advent of powerful AI and LLM offers an auto- 148

mated and more scalable solution (Eloundou et al., 149

2023; Achiam et al., 2023; Li et al., 2024a). 150

Multi-agent Systems for Social Science. Multi- 151

agent systems (MAS) have become increasingly 152

prevalent in computational social science, model- 153

ing social phenomena through agent individuals 154

or groups with predefined behaviors or decision- 155

making rules (Van der Hoek and Wooldridge, 2008; 156

Chen et al., 2021; Chmura and Pitz, 2007; Macal, 157

2016; Lee et al., 2018; Chen et al., 2018; Dehkordi 158

et al., 2023; Uhrmacher and Weyns, 2018). Recent 159

MAS explore to simulate human-like deliberation 160

for more nuanced decision-making such as data 161

interpretation (Gürcan, 2024; Turgut and Bozdag, 162

2023). However, existing systems often lack dy- 163
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namic revolution of decision rules, collaborative164

interactions, and a systematic comprehension of so-165

cial science principles (Gheyle and Jacobs, 2017),166

which cannot reflect the sophisticated and theory-167

informed process of content analysis.168

Human Intervention. Human intervention re-169

mains essential for the reliable deployment of170

AI-driven systems (Renner, 2020; Shoshitaishvili171

et al., 2017). As a general framework, Human-172

in-the-loop (HITL) systems allow experts to re-173

fine AI outputs, ensuring alignment with domain-174

specific knowledge and mitigating algorithmic175

bias (Mosqueira-Rey et al., 2023; Ghai and Mueller,176

2022; Xu et al., 2023; Jolfaei et al., 2022; Wu et al.,177

2022; Zanzotto, 2019). This is particularly impor-178

tant in social sciences and humanities, where inter-179

pretative depth and contextual sensitivity are crit-180

ical (Dautenhahn, 1998; Goodsell, 2013). Recent181

approaches (Arambepola and Munasinghe, 2021)182

integrate expert feedback to adjust categories or183

schemes iteratively. Our framework significantly184

extends this line of work by designing different185

modes of human-AI collaboration informed by so-186

cial influence theories (Cialdini and Cialdini, 2007;187

French, 1959) and human-computer interaction the-188

ories (Suchman, 1987; Sundar, 2020).189

3 Traditional Content Analysis in Social190

Science: A Preliminary191

Social scientists conduct content analysis by man-192

ually annotating textual data to uncover potential193

patterns and insights. A group of (two or more) so-194

cial scientists S first develop a codebook C that195

contains a set of coding rules grounded in rel-196

evant social science theories and contextualized197

within the given text corpus. Guided by the code-198

book, each social scientist then independently la-199

bels a small set (e.g., 10–20) of text entries T :200

Y = Scode(T , C), where Y ∈ {0, 1, 2, ...} are la-201

bels. Later, they meet to discuss and resolve in-202

consistencies Y(i+1) = SDiscuss(C(i),Y(i)), where203

an updated codebook with well-refined and more204

specific coding rules may be proposed for better an-205

notation: C(j+1) = SRefine(C(j),Y(j)). This whole206

process iterates for multiple (e.g., 3–5) rounds until207

the discussion converges. The finalized codebook208

is applied by each social scientist to code all text209

entries in the corpus D. In general, content analy-210

sis in social science centers on two objectives: (I)211

precisely annotating all text entries and (II) crafting212

a well-honed codebook with distinct coding rules.213

4 The Proposed Framework: SCALE 214

4.1 Content Analysis Simulation 215

We introduce SCALE as a framework that mir- 216

rors the key phases of real-world content analysis— 217

text coding, collaborative discussions, and dynamic 218

codebook evolution. The method unfolds in four 219

primary steps summarized in Figure 2. A detailed 220

version of illustration can be found in Figure 5. 221

Coder Simulation. Prior to the content analysis 222

task, we set up both the LLM agents and the corre- 223

sponding codebook. As illustrated in Figure 2a, we 224

begin by configuring N LLM agents A = {ai}Ni=1, 225

each emulating a seasoned social scientist through 226

a system prompt that incorporates N distinct per- 227

sonas, P = {pi}Ni=1. These personas—derived 228

from real-world social scientists aside from their 229

names—ensure authentic role-playing. Depending 230

on the specific content analysis task (detailed in 231

Section 5.1), we initialize a corresponding code- 232

book C that either starts with N ′ human-expert 233

predefined rules (shown in red) C = {ri}N
′

i=1 or as 234

an empty set ∅ prompting agents to propose and 235

iteratively refine the codebook from scratch. For 236

simplicity, each rule is tailored to cover a single 237

scenario, enabling the categorization of text into 238

a discrete class. The personas for diverse social 239

scientists are provided in Appendix D.1 240

Bot Annotation. LLM agents convert text en- 241

tries into numerical categories by applying theory- 242

informed rules from the codebook. Figure 2b elab- 243

orates this process. Each agent is assigned an iden- 244

tical batch of B text entries (highlighted in blue) 245

from the text dataset and works autonomously to 246

classify each entry into a discrete category (marked 247

in purple). Mimicking the independent coding ap- 248

proach of human researchers, these LLM agents 249

adhere strictly to the codebook guidelines, which 250

is facilitated by a prompt (see Appendix D.2). 251

Agent Discussion. In this phase, agents engage 252

in collaborative discussions to resolve discrepan- 253

cies in their coding outputs, as presented in Fig- 254

ure 2c. Due to the initial ambiguity of the evolving 255

codebook and the distinct personas embodied by 256

each agent, it is not uncommon for agents to gener- 257

ate differing annotations for the same text, which 258

actually mirrors the subjective nature of real-world 259

content analysis. Whenever an agent’s coding di- 260

verges from the consensus, the agents initiate a 261

structured and up-to-K-round discussion. During 262

each round, they update their annotations along 263

with explanations based on peer opinions until they 264
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(a) Coder Simulation
[Persona]
A brief description of the character's name, age,
gender, race, education, occupation, experience, 
values, beliefs, interests, personality, etc.

Codebook

Agent

[Codebook]
Descriptions of the content analysis task followed
by predefined rules:
1. Rule 1;
2. Rule 2;
3. Rule 3.
...

(c) Agent Discussion
[Discussion]
Round 1
Agent #1: Text, coding results, and explanations;
Agent #2: Comment for Agent #1;
Coding results and explanations.
Agent #3: Comment for Agent #1 and Agent #2;
Coding results and explanations.
...
<Human Intervention Mode> Human Expert: 
Human feedback and instructions.
-------------------------------------------------------------------
Round 2
...

Inter-agent
Disussion

Human
Intervention

Task
Loop(d) Codebook Evolution

[Codebook Evolution]
Agent #1: Analyses of original codebook rules;
Analyses of coding results
Analyses of discussion;
Updated rules & codebook.
Agent #2: Comment for Agent #1;
Updated rules & codebook.
Agent #3: Comment for Agent #1 and Agent #2;
Updated rules & codebook.
...
-------------------------------------------------------------------
Agent #1: ...
...

Codebook
Update

(b) Bot Annotation

Content

[Content]
Text 1: content;
Text 2: content.
...

[Coding]
Agent #1: Analyses of text 1;
Reasons and explanations for applying rules;
Coding results.
-------------------------------------------------------------------
Analysis of text 2;
...

Indenpent
Coding

Figure 2: Proposed SCALE framework. (a) Coder Simulation. Initialize LLM agents with real-world personas and
set up the codebook using predefined rules. (b) Bot Annotation. Each LLM agent independently annotates a batch
of text entries into theory-informed categories based on the codebook. (c) Agent Discussion. Agents participate
in multi-round discussions to resolve any inconsistencies in their annotations. Optional human interventions can
be integrated to provide feedback and additional instructions. (d) Codebook Evolution. Leveraging the outcomes
from the annotation and discussion phases, agents collaboratively and iteratively update the codebook. The refined
codebook is then employed in subsequent iterations of the workflow. Data flows are tracked using color-coded text:
Red text: codebook and rules; Blue text: text entries; Purple text: coding results; Orange text: codebook evolution.
A comprehensive illustration of SCALE framework can be found in Figure 5 and Appendix A.

converge on a unanimous decision or reach the265

maximum number of discussion rounds. Once a266

text entry is finalized, the agents will move to the267

next entry. The prompt used for the discussion268

phase is detailed in Appendix D.3.269

Codebook Evolution. In this stage, agents re-270

fine the codebook by incorporating insights from271

their discussions (shown in Figure 2d). As noted272

earlier, the initial rules can be ambiguous, over-273

lapping, or insufficiently detailed to cover all cat-274

egories. To address these issues, we introduce an275

iterative codebook evolution process grounded in276

domain expertise. Specifically, the evolution ap-277

proach offers two strategies: one enriches existing278

rules by adding clarifying examples and explana-279

tions, while the other allows for adding, removing,280

or modifying rules to dynamically adjust the set281

of categories. In practice, agents first propose an282

updated codebook, then engage in multiple rounds283

of discussion to refine it until consensus is reached284

(indicated in orange). The finalized codebook sub-285

sequently guides the next task cycle. Importantly,286

agents may also retain the current codebook if no287

changes are warranted. The delicate prompt for the 288

codebook evolution is listed in Appendix D.4. 289

4.2 Human Intervention 290

We further augment SCALE framework by inte- 291

grating diverse human intervention modes that em- 292

power domain experts to provide targeted feedback 293

and instructions, as shown in Figure 2c. Depending 294

on the scope that human experts can control, hu- 295

man intervention can categorized as targeted and 296

extensive intervention. Further, human intervention 297

can be formulated as collaborative or directive in- 298

tervention based on the role the human experts play. 299

Different interventions are detailed as follows: 300

• Targeted intervention. The scope of interven- 301

tion is limited to the agent discussion phase. The 302

process while with less human oversight. 303

• Extensive intervention. Human intervention can 304

be applied to both discussion and codebook eval- 305

uation. It may slow automation and raise costs, 306

but it ensures that AI discussion and workflow 307

remain closely aligned with expert insights. 308

4



Table 1: List of used datasets and evaluated content analysis tasks.

Dataset Content Analysis # Text Classification Type # Class

Brand Consumer Dialogue (BCD)
Primary Topic (PT)

92
Multi-Class∗ 10

Dialogue (D) Multi-Label† 7

Cancer Emotional Support (CES) Emotional Support (ES) 40 Multi-Class 3

Cancer Narratives (CN)
Narrative Event Sequence (NES)

60
Multi-Label 5

Narrator Perspective (NP) Multi-Class 5

Flint Water Poisoning Emotion (FWPE) Emotion (E) 100 Multi-Label 13

Product Incidents Sentiment (PIS) Sentiment (S) 200 Multi-Class 3
⋆ Multi-Class: each sample is assigned exactly one label from a set of mutually exclusive categories;
† Multi-Label: each sample can be assigned multiple labels from a set of non-exclusive categories.

• Collaborative intervention. Human experts are309

involved as collaborators. LLM agents may ei-310

ther accept or reject feedback and suggestions311

from human experts, which fosters an interactive312

and cooperative discussion loop.313

• Directive intervention. Under this mode, hu-314

man experts serve as absolute authority. LLM315

agents must adhere to every instruction provided,316

thereby establishing a highly prescriptive and un-317

equivocally top-down approach.318

It is noted that, in practice, we can combine var-319

ious scopes and roles of expert control to enable320

custom interventions (e.g., targeted-collaborative321

and extensive-directive intervention). Different hu-322

man interventions are implemented by delicately323

crafted prompts elaborated in Appendix D.5.324

5 Experiments325

5.1 Datasets and Tasks326

Our experiments leverage five real-world datasets,327

each meticulously annotated and validated by so-328

cial science experts. These datasets are organized329

into seven distinct tasks that encompass both multi-330

class and multi-label classification challenges. Ta-331

ble 1 summarizes their key characteristics, with332

further details provided in Appendix B.1.333

5.2 Experiment Settings & Metrics334

Experiment Settings. Our multi-agent system is335

built on GPT-4O and GPT-4O-mini. While al-336

ternative backbones (e.g., Gemini, Claude) are337

available, our focus is on assessing whether338

LLM agents can simulate sophisticated social sci-339

ence tasks rather than comparing various models.340

For each backbone, we explore four prompting341

strategies: vanilla, chain-of-thought (COT) (Wei342

et al., 2022), tree-of-thought (TOT) (Yao et al.,343

2024), and self-consistency (Wang et al., 2023) 344

The prompts for CoT and ToT can be found 345

in Appendix D.6. The identifiers for GPT-4O 346

and GPT-4O-mini are gpt-4o-2024-05-13 and 347

gpt-4o-mini-2024-07-18, separately. We simu- 348

late a real-world scenario in content analysis by set- 349

ting agent number N = 2, text batch size B = 20, 350

and discussion rounds K = 3. We consider and 351

discuss more hyper-parameters in Section 5.4.1. 352

Metrics. We define the following evaluation met- 353

rics for our content analysis tasks. For various 354

classification tasks, we employ standard multi- 355

class classification accuracy and define the multi- 356

label classification accuracy as ACC = 1 − 357

Hamming Loss. Furthermore, we use the agree- 358

ment rate—defined as the proportion of text entries 359

where all agents concur—to assess the level of con- 360

sensus during discussions. All experiments were 361

conducted over 10 independent runs, with the aver- 362

age results reported to ensure robustness. Further 363

metric details are provided in Appendix B.2. 364

5.3 Superior Performance of SCALE 365

5.3.1 Automatic Content Analysis 366

We first assess the performance of automatic con- 367

tent analysis without human intervention. (I) As 368

presented in Table 2, SCALE achieves satisfactory 369

results with an average accuracy of 0.701 across a 370

diverse range of tasks and models. (II) Notably, dif- 371

ferent prompting techniques offer distinct benefits: 372

compared to the vanilla model, self-consistency 373

and tree-of-thought (TOT) prompts boost label- 374

ing accuracy by 2.31% and 6.51%, respectively. 375

However, in certain cases (e.g., CN-NP), chain-of- 376

thought (COT) prompts lead to a significant per- 377

formance drop. We attribute this decline to the 378

challenging nature of tasks with ambiguous coding 379

rules that introduce greater subjectivity, where the 380
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Table 2: Coding accuracy across various tasks and backbones using automatic framework.

Backbone (w/o intervention) BCD-PT BCD-D CES CN-NES CN-NP FWPE PIS

GPT-4O 0.51 0.54 0.63 0.79 0.77 0.91 0.88
GPT-4O w/ COT 0.54 0.61 0.58 0.71 0.52 0.90 0.85
GPT-4O w/ TOT 0.57⋆ 0.63 0.53 0.73 0.70 0.88 0.87
GPT-4O w/ self-consistency 0.51 0.57 0.65 0.80 0.83 0.92 0.91

GPT-4O-mini 0.38 0.47 0.58 0.73 0.55 0.79 0.82
GPT-4O-mini w/ COT 0.19 0.47 0.53 0.72 0.43 0.81 0.71
GPT-4O-mini w/ TOT 0.35 0.48 0.58 0.83 0.70 0.84 0.84
GPT-4O-mini w/ self-consistency 0.43 0.50 0.58 0.79 0.72 0.85 0.87

⋆ Bold values indicate the best performance in each model category.

step-by-step thinking induced by COT can inadver-381

tently undermine performance. (III) Furthermore,382

GPT-4O outperforms its distilled version, GPT-4O-383

mini, by an average margin of 10.89%, as expected.384

(VI) Additionally, we evaluate the impact of inter-385

agent discussion on coding accuracy. As detailed386

in Table 4 and Appendix C.1, omitting the collabo-387

rative discussion phase results in a 14.3% reduction388

in terms of average annotation accuracy. A com-389

prehensive analysis of collaborative inter-agent dis-390

cussion is elaborated in Section 5.4.2.391

5.3.2 Human-Intervened Content Analysis392

Further, SCALE can be augmented with four types393

of human interventions, as detailed in Table 3.394

(I) The labeling results with human intervention395

achieve an average accuracy of 0.872, demonstrat-396

ing superior performance. When compared to auto-397

matic content analysis performance, the model with398

human intervention shows an average improvement399

of 12.6%, validating the effectiveness of our pro-400

posed human intervention method. (II) Moreover,401

interventions in the directive mode prove more ef-402

fective than those in the collaborative mode, lead-403

ing to a 13.1% increase in coding accuracy. Sim-404

ilarly, models with extensive interventions gener-405

ally outperform ones with targeted interventions,406

yielding a 15% average improvement. This aligns407

with intuition, as more domain knowledge from hu-408

man experts can be involved by intervening in the409

large scope (i.e., extensive intervention) of agent410

behaviors in a mandatory manner (i.e., directive411

mode). (III) The benefits of human intervention412

also vary by task. For example, the CSE task sees413

a 20% improvement, while the PIS task shows a414

5.4% relative gain—likely because the CSE task415

is more domain-specific and subjective, thus more416

responsive to expert insights. Additional results417

of SCALE framework before the agent discussion 418

phase are provided in Table 5 and Appendix C.2. 419

Table 3: Coding accuracy across various tasks using the
human-intervened framework.

Intervention Mode CES CN-NES CN-NP FWPE

No Intervention⋆ 0.63 0.79 0.77 0.91

Targeted
Collaborative 0.73 0.89 0.87 0.95

Directive 0.73 0.85 0.87 0.95

Extensive
Collaborative 0.77 0.89 0.90 0.96

Directive 0.77 0.91 0.97 0.96
⋆ Automatic mode, same as in the first row of Table 2.

5.4 Extra Investigations and Case Studies2 420

5.4.1 Q1: What designs can promote content 421

analysis performance of SCALE? 422

To answer Q1, we analyze how SCALE enhances 423

content analysis tasks by considering the number 424

of texts, discussion rounds, and agents. 425

Number of texts. We first evaluate the influence 426

of the number of texts B (as shown in Figure 3a). 427

Our findings indicate that a moderate B (e.g., 10 428

and 20) produces the best accuracy. When B is 429

small (e.g., 1), agents frequently refine the code- 430

book, resulting in unstable coding outcomes. How- 431

ever, when B is large (e.g., 40), results become 432

more stable, but the overall performance decreases 433

due to less frequent codebook evolution. 434

Number of discussion rounds. Next, we exam- 435

ine the effect of the number of discussion rounds 436

K, as illustrated in Figure 3b. We observe that 437

SCALE achieves better performance with higher 438

rounds (e.g., 3, 4, or 5), as more rounds of dis- 439

cussion enhance the consensus between agents, 440

thereby improving coding accuracy. Importantly, 441

setting K to 0 (i.e., no discussion phase) results in 442

2Automatic framework is used for extra experiments.
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Figure 3: Parameter sensitivity. SCALE shows versatility under different parameter settings.

a significant drop in accuracy for several tasks (e.g.,443

BCD-D and CN-NP in Appendx C.3), highlighting444

the importance of inter-agent discussions.445

Number of agents. Finally, we assess the im-446

pact of the number of agents N , as depicted in Fig-447

ure 3c. Generally, increasing the number of agents448

improves coding accuracy, as more agents bring di-449

verse perspectives, fostering more comprehensive450

discussions. When N is set to 1, SCALE degrades451

as a single-agent system, where a single agent per-452

forms the coding task without collaboration. As453

expected, this setup yields the worst performance,454

verifying the effectiveness of multi-agent design in455

the proposed SCALE framework.456

5.4.2 Q2: How does the discussion between457

LLM agents impact coding results?458

To answer Q2, we conducted a discussion analysis459

using both qualitative statistics and illustrative ex-460

amples. Our findings reveal that inter-agent discus-461

sions substantially boost consensus—improving462

the average agreement rate by 41.1% across all463

seven tasks and enhancing overall content analysis464

accuracy by 15.4%, as shown in Figure 4a. Similar465

trends were observed for GPT-4O-mini agents, as466

illustrated in Figure 7 and Appendix C.4.467

A practice example of sentimental analysis468

(multi-class classification task) can be found in469

the PIS dataset: a tweet such as “Hey @Sam-470

sungMobileUS, bf has a recalled #GalaxyNote7.471

Can’t find a replacement S7 Edge in Orlando, FL472

area. Any ideas or help please?" initially resulted473

in conflicting sentiment annotations (neutral ver-474

sus negative). After three rounds of collaborative475

discussion, both LLM agents agreed on a neutral476

sentiment—aligning with the ground truth. The477

complete example is showcased in Appendix E.1.478

However, the benefits of discussion can be479

marginal when agents remain firmly entrenched480

in their views. In some datasets (e.g., FWPE and481

PIS), the increase in agreement was less than 3%. 482

For example, in one CES (multi-class classifica- 483

tion) task, a Facebook comment (“This is so sad :( 484

she was beautiful inside and out! Loved watching 485

her perform <3”) sparks a debate: one agent rates 486

the emotional support as moderate (i.e., category 487

2), while another deems it high (i.e., category 3), 488

and despite extended discussion, their judgments 489

do not converge, as shown Appendix E.2. 490

The aforementioned instances show that even 491

with discussion, task performance gain can be lim- 492

ited when agents are entrenched in their stances, 493

which might be an innate characteristic of LLMs 494

and influenced by the customized agent persona 495

and background. A moderate level of agent dif- 496

ference in terms of personas, compared to low or 497

high levels, may be most productive in revealing 498

diverse viewpoints and fostering discussion that 499

more likely leads to the “truth” through meaningful 500

exchanges instead of impasse or blind agreement. 501

5.4.3 Q3: How reliable are the codebooks 502

proposed by LLM social scientists? 503

One of the key objectives of our method is to refine 504

the codebook for annotating large-scale text. To 505

answer Q3, we analyze the codebook evolution in 506

SCALE. We observe that LLM agents can enhance 507

codebooks in non-structural ways by adding clar- 508

ifying details and examples. For example, during 509

the PIS codebook update (shown in Appendix E.3), 510

Agent #1 proposed incorporating examples for each 511

sentiment category (positive, neutral, negative) to 512

ensure consistent interpretation, while Agent #2 513

initially preferred the original version. After dis- 514

cussion, the final codebook merged Agent #1’s de- 515

tailed examples with Agent #2’s simplicity, achiev- 516

ing a balance of clarity and reliability. This iterative 517

process mirrors core content analysis practices by 518

fostering convergence in agent judgments. 519

However, the agents were less adept at adjusting 520
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Figure 4: Discussion analysis. Agreement rate (a) and accuracy (b) are evaluated before and after the agent
discussion phase. The inter-agent discussion can promote consensus and further improve coding accuracy.

codebook categories. For example, in all rounds of521

FWPE (multi-label classification task) codebook522

evolutions, both agents maintained that the cate-523

gorization of twelve discrete emotions (e.g., anger,524

sadness, and hope) was appropriate, diverging from525

human experts who ultimately dropped two cat-526

egories due to overlapping semantic boundaries.527

This limitation might stem from the reliance on528

predefined rules and patterns in their training data.529

LLMs may lack additional domain knowledge apart530

from content analysis tasks to detect subtle con-531

ceptual overlaps (e.g., between anger and disap-532

pointment or between happiness and pride), lead-533

ing to rigid adherence to existing category struc-534

tures and conceptual boundaries. Human experts,535

on the other hand, can apply more domain knowl-536

edge (e.g., the appraisal theory) and theory-based,537

contextualized reasoning to recognize subtle dis-538

tinctions between categories, identify overlap, and539

even add or drop new categories when necessary.540

5.4.4 Q4: To what extent can LLM agents541

simulate content analysis?542

To answer Q4, we examine the complete workflow543

of SCALE on the NES (multi-label classification)544

task. Here, two agents mimic social scientists to545

classify cancer narrative events into multiple cate-546

gories (e.g., prevention, detection, treatment, sur-547

vivorship), which is reported in Appendix E.4.548

Text coding. Both agents independently applied549

the codebook rules to annotate the presence of one550

or more cancer narratives. For example, when an-551

notating the text “When I hear that some women552

feel too afraid to go for a mammogram. . . ”, both553

agents agreed on labeling it as detection. In con-554

trast, for the text “...After that I will have 25 days555

of radiation... But through it all, I have had great556

support from my family and friends,” Agent #1557

focused solely on treatment, while Agent #2 identi-558

fied both treatment and survivorship. Overall, the 559

initial coding yielded a 66.7% agreement rate. 560

Collaborative discussion. Following indepen- 561

dent coding, the agents discussed their differing 562

annotations. In the example, after three rounds of 563

collaborative discussion, they converged on two 564

narrative events—treatment (chemotherapy, radi- 565

ation) and survivorship (support from family and 566

friends). Across tasks, such discussions resolved 567

21.7% of initial disagreements, underscoring the 568

value of shared interpretation. 569

Dynamic codebook evolution. After each dis- 570

cussion round, agents reviewed and refined the 571

codebook to enhance clarity. For instance, in the 572

first round they enriched the “survivorship” cate- 573

gory by adding examples that distinguished post- 574

treatment narratives from ongoing medical inter- 575

ventions. These refinements, which aligned with 576

human expert updates, reduced ambiguity and im- 577

proved subsequent coding accuracy. 578

This case study generally demonstrates that our 579

algorithm not only mirrors the iterative and theory- 580

driven process of traditional content analysis but 581

also produces human-approximated performance. 582

6 Conclusion 583

In this paper, we propose SCALE, a novel multi- 584

agent framework to simulate the rigorous practice 585

of content analysis in social science via LLMs. 586

Guided by domain knowledge and social science 587

theory, SCALE is delicately crafted and aug- 588

mented with human interventions. Comprehen- 589

sive experiments demonstrate that SCALE enables 590

large-scale and high-quality annotations while pro- 591

ducing rational codebooks, offering an innovative 592

potential for future social science research. Fu- 593

ture work will explore methods to inject domain 594

knowledge into off-the-shelf LLM frameworks. 595
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Limitations596

While SCALE demonstrates strong potential in au-597

tomating content analysis, there are several limita-598

tions that present opportunities for future research.599

Algorithmic Bias and Fairness. Despite incor-600

porating human intervention, which may help to601

mitigate bias, LLMs remain prone to perpetuat-602

ing biases present in the training data. This may603

compromise content analysis outcomes and raise604

ethical concerns in social science applications. Fu-605

ture work could explore advanced bias mitigation606

strategies—such as fairness-aware training or the607

integration of demographic and behavioral data—608

to potentially enhance model impartiality.609

Inter-agent Discussion Overhead. The collabo-610

rative discussions among LLM agents, while effec-611

tive in harmonizing divergent outputs, incur consid-612

erable computational overhead. This inefficiency613

becomes especially problematic when agents fail614

to reach consensus after the maximum number of615

discussion rounds. Streamlining the process by616

reducing the number of agents involved or limit-617

ing discussion rounds might alleviate the computa-618

tional burden with the sacrifice of performance.619

Human Expertise Bottleneck. Although di-620

verse human interventions boost overall perfor-621

mance, reliance on human experts, particularly un-622

der extensive intervention mode, creates a scalabil-623

ity bottleneck. A promising direction is to enable624

LLM agents to learn from human behavior and625

logic underlying the interventions, thereby reduc-626

ing the dependency on expert input over time.627

Ethical Statement628

Our research involves the use of large language629

models (LLMs) to simulate social scientist role-630

play. We are acutely aware of the ethical challenges631

inherent in AI systems, particularly regarding bias,632

data privacy, and transparency. To address these633

concerns, we have taken the following actions: (I)634

Bias mitigation. We acknowledge that LLMs can635

inadvertently reproduce or amplify biases present636

in their own training data. To counteract this, we637

incorporate structured inter-agent discussions and638

human oversight, ensuring that diverse expert per-639

spectives inform the refinement of our outputs. (II)640

Data privacy. Demographic information used to641

create the role-playing personas was derived from642

real-world data but was fully anonymized. All643

personally identifiable details—including names,644

addresses, and workplace information—were re-645

moved or replaced to protect individual privacy. 646

(III)Transparency and accountability. Our work 647

adheres to established ethical guidelines, empha- 648

sizing the responsible use of AI. We ensure that all 649

datasets are publicly available or de-identified, and 650

we provide comprehensive documentation of our 651

methods to facilitate critical review and replication. 652

We stress that this system is designed as an as- 653

sistive tool intended to complement and help, not 654

replace, traditional human-driven analysis. By im- 655

plementing robust measures to mitigate bias and 656

safeguard privacy, we aim to uphold the highest 657

ethical standards in our research. 658
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A Detailed Illustration of Proposed Framework912

(c) Agent Discussion 

[Discussion]
Round 1
Emily: ... {Response} ...
Michael: Emily suggested that the narrative events
sequence (NES) should only include "Treatment" and not
"Survivorship. However, ... {Analysis} ... Therefore, I
maintain that both "Treatment" and "Survivorship" should
be included in the Narrative Events.
Sarah: ... {Response} ...
... {Discussion} ...
<Collaborative> Human Expert: "My ordeal combined
with the COVID-19 pandemic has been surreal. But
through it all, I have had great support from my family
and friends." This is survivorship ... {Feedback} ...
Round 2
Emily: ... {Response} ...
... {Discussion} ...

Inter-agent
Disussion

Human
Intervention

(b) Bot Annotation

Content

[Content]
TEXT1: “I started chemotherapy on February 10, 2020…
{thought} ... My ordeal combined with the COVID-19
pandemic has been surreal. But through it all, I have had
great support from my family and friends.”... {Comment}
... Show Darlene some love in comments 👇
TEXT2: ... {Text} ...

[Coding]
Emily: To analyze the provided text using the guidelines
in the CODEBOOK, I will carefully examine the narrative
elements and the narrator perspective.
Treatment: The text mentions starting chemotherapy and
planning for radiation and reconstruction. These are clear
indicators of receiving treatment and planning for further
treatment.
 - "I started chemotherapy on February 10, 2020…"
 - "My ordeal combined ... {Evidence} ...
Thus, the appropriate code for Narrative Event(s) is "3".

Individual
Coding

(d) Codebook Evolution

Codebook
Update

[Codebook Evolution]
Emily: Based on the coding and discussion results, ...
{Analysis}... I will make a few minor adjustments for
clarity and precision.
Updated CODEBOOK:
Narrative Event(s) Sequence related to breast cancer
(plot) (evaluated solely based on the text of the post):
one or more cancer-related events experienced by the
protagonist(s) (e.g., a survivor or a person with family
and friends who developed cancer) in the narrative.
[Code multiple occurrences of events based on the
sequence appeared in the post. Code both number and
alphabet such as “3a”, “2, 3a”, or “4, 2”. Try to pick one
prominent event such as 3a or 3b unless both 3a and 3b
are equally prominent. Only code 3 for a,b]
1.  Prevention
2.  Detection and/or diagnosis (first cancer) ... {Rules} ...

(a) Coder Simulation

Codebook

Agent

[Persona]
You are Dr. Emily Carter, a 45-year-old Caucasian
female social scientist with a Ph.D. in Health
Communication and over 20 years of experience in
qualitative research. ... {Background} ... Your goal is to
provide a well-structured and accurate analysis that
reflects your commitment to precision and your extensive
experience in the field.

[Codebook]
Narrative Event(s) related to breast cancer (plot)
[Code the occurrences of all events in the post, such as
“3”, “2,4”, or “2,4,5”]
1.  Prevention
2.  Detection and/or diagnosis
3.  Treatment 
     o  Receiving treatment (e.g., getting the IV chemo,    
          lying in the hospital bed) ... {Rules} ...

Task
Loop

Figure 5: Deatiled illustration of proposed SCALE framework.

In the main section, we provide a brief version of the framework aiming to grasp the general pipeline913

and information flow. Here, we provide detailed examples of the narrative event sequence (NES) task.914

Coder simulation. As illustrated in Figure 5a, one agent adopts the persona of Emily Carter, a social915

scientist with 20 years of qualitative research experience. For brevity, we omit detailed descriptions of916

other agents, such as Michael and Sarah, though they are also included in the setup. In this instance, the917

codebook comprises specific rules for classifying narrative events, effectively guiding the categorization918

of text into distinct events (essentially a multi-label classification task).919

Bot nnotation. Figure 5b illustrates the process: Emily, a social scientist agent, is tasked with a text920

entry that captures the thoughts of a breast cancer survivor undergoing radiation (shown in blue). Guided921

by the codebook’s rules (highlighted in red), Emily classifies the narrative events as “3-Treatment.”922

Agent Discussion. It is clearly shown in Figure 5c that Michael—another experienced social scientist923

agent—disagrees with Emily’s initial coding result and steadfastly maintains his original assessment924

(i.e., "Treatment" and "Survivorship") during the first round of discussion (as marked in purple), thereby925

underscoring the diversity of analytical perspectives among our agents.926

Codebook Evolution. As demonstrated in Figure 5d, Emily enhances the existing rules by incorporating927

detailed explanations and examples drawn from the discussion and coding sessions (stressed in orange).928

Human Intervention. An example of a human intervention is depicted in Figure 5c, where a human929

expert supplements the agents’ efforts by providing additional facts and detailed explanations that were930

previously overlooked in the collaborative mode, thereby significantly enriching the overall analytic931

process. This enriched input can substantially influence the resulting codes (as indicated in blue).932

12



B Experiment & Implementation Details 933

B.1 Dataset Details 934

Here, we provide thorough descriptions of the dataset and tasks used in the experiment. 935

Brand Consumer Dialogue (BCD). This dataset features popular consumer brand communities on 936

Facebook, containing a random sample of posts from these brands along with associated consumer 937

comments and replies. It supports two classification tasks: identifying post topics (BCD-PT) and 938

classifying different indicators of brand-consumer dialogue (BCD-D). 939

Cancer Narratives (CN). The dataset examines Facebook posts by major breast cancer non-profit 940

organizations worldwide. The tasks include the identification of one or more cancer narrative event 941

sequences (NES) e.g., prevention, detection, and treatment, and the narrator’s perspective (NP). 942

Cancer Emotional Support (CES). This dataset comprises user comments on Facebook posts from 943

major breast cancer non-profit organizations worldwide, providing a comprehensive basis for detecting 944

and classifying emotional support into three distinct levels (i.e., low, moderate, and high). 945

Flint Water Poisoning Emotion (FWPE). This dataset includes tweets about Flint water poisoning, 946

a public health crisis that started in 2014 after the drinking water for the city of Flint, Michigan was 947

contaminated with lead. The task is to detect the presence of one or more of the following ten discrete 948

emotions: anger, sadness, fear, worry, happiness, hope, gratitude, sympathy, surprise, and sarcasm. 949

Product Incidents Sentiment (PIS). This dataset consists of tweets related to various product re- 950

calls—such as the Samsung Galaxy explosion and the Volkswagen emissions scandal—and is designed to 951

capture and detect user sentiment, classifying opinions as positive, neutral, or negative. 952

B.2 Metric Settings 953

In the main content, we introduce the agreement rate (AR). Formal, given the B texts, we define Bbefore as 954

the number of texts that agents reach agreements with the same coding result before the discussion. After 955

the discussions, agents reach an agreement on Bafter texts. We define the pre-discussion agreement rate as 956

PreAR = Bbefore/B. Similarly, we define the post-discussion agreement rate as PostAR = Bafter/B. The 957

increase in the agreement rate is defined as ∆AR = PostAR − PreAR. 958

C Additional Experimental Results & Analysis 959

C.1 Additional Automatic Content Analysis Results 960

We also conducted experiments using GPT-4O and GPT-4O-mini across seven tasks, recording label 961

accuracy before inter-agent discussions as detailed in Table 4. Overall, GPT-4O consistently outperforms 962

GPT-4O-mini on most tasks. For instance, GPT-4O attains an accuracy of 0.41 on the BCD-PT task, 963

0.79 on CN-NES, and 0.92 on FWPE, thereby underscoring its superior capability in managing complex 964

content analysis challenges and emphasizing its stability in practical applications. 965

Additionally, both self-consistency and Tree-of-Thought prompt techniques yield significant perfor- 966

mance improvements over the Chain-of-Thought approach. For example, in the GPT-4O model, the 967

self-consistency technique achieves peak accuracies in tasks such as CES, with an accuracy of 0.63, and 968

FWPE, with an accuracy of 0.92, while the Tree-of-Thought approach demonstrates notable strength 969

in tasks like BCD-PT, reaching an accuracy of 0.41, and CN-NES, with an accuracy of 0.72. These 970

findings suggest that these techniques more effectively stabilize and refine the coding process than the 971

Chain-of-Thought method, particularly in tasks that demand deeper, nuanced reasoning. 972

Furthermore, when comparing the coding results after inter-agent discussions (as detailed in Table 2), 973

we observe significant improvements in labeling accuracy across different backbones and datasets. This 974

underscores the pivotal role of inter-agent discussion in facilitating the content analysis process, as it 975

allows agents to collaboratively adjust their coding decisions, leading to more reliable and accurate results. 976

C.2 Additional Content Analysis Results w/ Human Intervention 977

We also explored the impact of different levels of human intervention on coding accuracy for content 978

analysis tasks using the CES, CN-NES, CN-NP, and FWPE datasets, revealing notable performance 979
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Table 4: Coding accuracy across various tasks and backbones using automatic framework before the agent discussion.

Backbone (w/o intervention) BCD-PT BCD-D CES CN-NES CN-NP FWPE PIS

GPT-4O 0.41⋆ 0.36 0.58 0.79 0.58 0.91 0.87
GPT-4O w/ COT 0.24 0.32 0.55 0.71 0.23 0.91 0.82
GPT-4O w/ TOT 0.41 0.38 0.50 0.72 0.35 0.91 0.87
GPT-4O w/ self-consistency 0.41 0.38 0.63 0.78 0.60 0.92 0.90

GPT-4O-mini 0.27 0.37 0.53 0.73 0.32 0.87 0.81
GPT-4O-mini w/ COT 0.11 0.36 0.53 0.69 0.42 0.85 0.66
GPT-4O-mini w/ TOT 0.24 0.32 0.55 0.78 0.47 0.89 0.81
GPT-4O-mini w/ self-consistency 0.32 0.39 0.55 0.76 0.37 0.88 0.84

⋆ Bold values indicate the best performance in each model category.

variations. The results obtained prior to inter-agent discussions are reported in Table 5. In comparison,980

performance generally drops significantly relative to the scenario after inter-agent discussions, as shown981

in Table 3, thereby emphasizing the critical role of multi-round discussions in enhancing coding accuracy.982

The table shows that a higher degree of human intervention (e.g., extensive-directive) consistently983

improves coding accuracy across all tasks, with the highest performance observed for the FWPE task984

with an accuracy of 0.93. This pattern underscores the effectiveness of integrating human oversight,985

especially in complex tasks that require nuanced decision-making. However, without any intervention, the986

performance tends to degrade, demonstrating the limitations of automated systems when lacking human987

involvement. These findings indicate that, while multi-agent discussions are essential for improving988

outcomes, the integration of human intervention at varying levels provides additional value, particularly989

in tasks where domain expertise and context sensitivity are critical.990

Table 5: Coding accuracy across various tasks using the human-intervened framework before the agent discussion.

Intervention Mode CES CN-NES CN-NP FWPE

No Intervention⋆ 0.58 0.79 0.58 0.91

Targeted
Collaborative 0.50 0.75 0.53 0.91

Directive 0.53 0.79 0.57 0.92

Extensive
Collaborative 0.60 0.75 0.53 0.92

Directive 0.60 0.81 0.60 0.93
⋆ Automatic mode, same as in the first row of Table 4.

C.3 Additional Parameter Sensitivity991

We also evaluate the parameter sensitivity across three different tasks by varying one parameter (i.e.,992

number of texts, discussion rounds, and number of agents) while keeping the remaining parameters fixed,993

as shown in Figure 6. Notably, similar results and trends are observed in Figure 3.994
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Figure 6: Parameter sensitivity. SCALE shows versatility under different parameter settings.
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C.4 Additional Discussion Analysis 995

We visualize the coding performance of GPT-4O-mini across seven tasks, as shown in Figure 7. Notably, 996

the post-discussion agreement rate (PostAR) increases to varying extents across datasets. For tasks 997

requiring detailed illustration and explanation (e.g., CN-NES, CN-NP, and FWPE), PostAR shows a 998

significant boost, whereas for more straightforward tasks (e.g., PIS), the improvement is only marginal. 999
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Figure 7: Additional discussion analysis. Agreement rates are evaluated before and after the agent discussion phase.
In general, the discussion between different LLM agents can promote coding consensus.

D Illustrate of Prompt 1000

In this section, we provide all the prompts used in our proposed method. 1001

D.1 Persona Prompt 1002

In the coder simulation phase, each LLM agent role-plays one real-world social scientist. In this experi- 1003

ment, we consider six (maximum) agents to corporately conduct content analysis tasks. The persona for 1004

each character includes name, age, gender, race, occupation, experience, etc, which is listed below. 1005

Emily Carter

You are Dr. Emily Carter, a 45-year-old Caucasian female social scientist with a Ph.D. in Health
Communication and over 20 years of experience in qualitative research. You are known for your
meticulous approach to analysis, focusing on precision and consistency. As you analyze the
data, ensure that each element is carefully examined and categorized. Pay close attention to the
details, and make decisions based on thorough reasoning. Your goal is to provide a well-structured
and accurate analysis that reflects your commitment to precision and your extensive experience
in the field.

1006

Michael Rodriguez

You are Dr. Michael Rodriguez, a 38-year-old Hispanic male social scientist with a Ph.D. in
Sociology and 15 years of experience in analyzing social dynamics and health narratives. You
are known for your intuitive and empathetic approach to research, focusing on the emotional
tone and social context. As you analyze the data, consider the broader implications and the
underlying human experiences. Your goal is to capture the nuances and emotional depth of the
data, reflecting your understanding of the social dynamics and your commitment to empathy and
insight.

1007

Sarah Johnson

You are Dr. Sarah Johnson, a 25-year-old White female doctoral student in media and communication.
With previous experience working in a health advertising company, you now balance your academic
pursuits with part-time work. Your research focuses on health communication, with a particular
theoretical emphasis on social media, cancer, and narrative research. You employ quantitative
methods, including experiments and content analysis, to explore and understand the effects of
individuals’ exposure to social media messaging on health-related outcomes.

1008
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Amina Thompson

You are Dr. Amina Thompson, a 30-year-old Black feminist in sociology. Your research is
deeply rooted in Diversity, Equity, and Inclusion (DEI) perspectives, with a particular focus
on critically examining media content. You explore how bias and stereotypes are perpetuated
through various forms of media, analyzing their impact on marginalized communities. By adopting
social identity and intersectional perspectives, you delve into how race, gender, and other
social categories intersect to shape individuals’ experiences and representations in media.
Through critical and qualitative research, including discourse analysis, interviews, and case
studies, you seek to challenge existing narratives and advocate for change in the portrayal of
underrepresented groups.

1009

Kenji Tanaka

You are Dr. Kenji Tanaka, a 28-year-old, Asian, male graduate student in computer science.
You specialize in machine learning with a focus on natural language processing. Your research
involves developing algorithms and models that enhance human-computer interactions. You have
strong expertise in both theoretical aspects and practical applications of deep learning. You
employ a variety of research methods including algorithm and data structures, optimization,
statistics, and database to improve the generalizability of neural networks. Your work aims to
push the boundaries of machine learning capabilities, making this technology more effective and
accessible for a broader range of users.

1010

D.2 Coding Prompt1011

In the bot annotation phase, each agent independently codes text entries into numerical categories as1012

defined by the codebook. The prompt employed for this process is illustrated below.1013

Coding Prompt

[PERSONA]
...
[CODEBOOK]
...
[INSTRUCTION]
1. Process each TEXT using the guidelines in the CODEBOOK.
2. Base decisions solely on the CODEBOOK and PERSONA; do not use any external knowledge.
3. Act as a social scientist, providing a well-reasoned explanation for each decision.
4. Make sure to state your answer at the end of the response.

1014

D.3 Discussion Prompt1015

In the agent discussion phase, agents engage in dialogue to resolve discrepancies and inconsistencies in1016

their coding results. The prompt employed to guide this discussion is provided below.1017

Discussion Prompt

For some TEXTs, other social scientists have provided different coding results and reasons. You
are now conducting a discussion. Below are the responses from other social scientists. Use
these responses carefully as additional guidance. You may accept or reject their opinions when
updating your answer. Make sure to state your answer at the end of the response.

1018

D.4 Codebook Evolution Prompt1019

In the codebook evolution phase, agents iteratively update the original codebook by incorporating insights1020

from both coding outcomes and discussions. The prompt facilitating this process is presented below.1021

Codebook Update Prompt

Based on the coding and discussion results, please provide an updated CODEBOOK. You may revise
the CODEBOOK or keep it unchanged. Do not change the CODEBOOK if it adequately fits the current
examples. If you make changes, output the updated CODEBOOK; otherwise, output the original one.
You don’t have to respond in the JSON format until further instruction.

1022
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Criteria for a good CODEBOOK:
1. The CODEBOOK should cover all cases and patterns in the examples.
2. Each rule in the CODEBOOK should be applied at least once.
3. Each rule in the CODEBOOK should be unique, with minimal or no overlap with other rules.
4. This version simplifies the language while maintaining clarity and precision.

Guidelines for changes:
1. You may add, remove, or modify the rules in the CODEBOOK.
2. You may merge or divide rules.
3. You may add examples or clarifications for existing rules.

1023

D.5 Human Intervention Prompt 1024

SCALE is augmented by four human intervention methods, which allows the proposed method to benefit 1025

from human oversight. Different human interventions are implemented using the prompts listed. 1026

Collaborative Intervention Prompt

Another social scientist has provided advice on your response. Consider this advice carefully
as additional guidance. You may accept or reject it when updating your answer. Make sure the
output is following the previous format.

1027

Directive Intervention Prompt

A human social scientist expert has issued instructions regarding your response. You MUST follow
these instructions when updating your answer. Make sure the output is following the previous
format.

1028

D.6 COT & TOT Prompt 1029

We explore various backbone architectures for our LLM agents, including chain-of-thought (COT) and 1030

tree-of-thought (TOT) approaches. The corresponding prompts are provided below. 1031

COT Prompt

Please explain step by step how you arrive at the solution for the problem. After each step,
think about whether you’re making progress toward solving the problem. If not, reconsider your
approach before continuing. discussion

1032

TOT Prompt

5. Please generate multiple possible approaches to solve this problem. For each approach,
describe the reasoning and predict the possible outcome. Then, choose the best approach and
explain why.

1033

E Case Study and Additional Examples 1034

E.1 Discussion Example with Agreement 1035

In the main section, we find that the discussion between LLM agents plays a crucial role in addressing 1036

inconsistencies and significantly improving agreement rate and labeling accuracy. An example of agents 1037

reaching an agreement on a product incidents sentiment (PIS) task is illustrated below. 1038

TEXT: 48. Hey SamsungMobileUS, bf has a recalled #GalaxyNote7. Can’t find a replacement S7 Edge
in Orlando, FL area. Any ideas or help please?

<Round 1>

Agent 1: ### Analysis
Step 1: Identify the Sentiment Category

1039
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• Positive: The text does not express any positive sentiment towards Samsung or its products.
• Neutral: The text is primarily seeking assistance and information. It does not explicitly
express a positive or negative sentiment but rather states a fact and asks for help.

• Negative: The text mentions a recalled product, which could imply a negative experience.
However, the tone of the message is more focused on seeking help rather than expressing
disappointment or frustration.

Step 2: Apply the CODEBOOK Guidelines

• The text mentions a recalled product, which is generally a negative situation.
• The user is seeking help, indicating a problem that needs resolution.
• The tone of the message is more factual and focused on seeking assistance rather than
expressing dissatisfaction or frustration.

Step 3: Reasoning
The other social scientist’s analysis suggests that the text is more of a neutral request for
assistance rather than an expression of sentiment. Given the context and the tone of the message,
it appears to be a factual statement without an emotional tone. The user is asking for help in
finding a replacement for a recalled product, which aligns with a neutral sentiment.
Conclusion
Based on the CODEBOOK and the analysis, the sentiment of the text is neutral.

{
"S": "neutral"

}

Agent 2: ### Analysis: 1. Positive: The text does not express any positive sentiment towards
Samsung or the situation. 2. Neutral: The text is primarily seeking assistance and information.
It does not explicitly express a positive or negative sentiment but rather states a fact and
asks for help. 3. Negative: The text mentions a recalled product, which could imply a negative
experience. However, the tone of the message is more focused on seeking help rather than
expressing disappointment or frustration.
Consideration of Other Social Scientist’s Opinion:
The other social scientist argues that the mention of a recalled product and the difficulty in
finding a replacement indicate dissatisfaction or frustration, which fits the criteria for a
negative sentiment. This perspective is valid as it highlights the underlying frustration that
may not be overtly expressed but is implied by the context of the message.
Re-evaluation:
Given the additional perspective, it is important to consider the implied frustration due to
the recall and the difficulty in finding a replacement. While the tone is polite and focused on
seeking help, the underlying issue of a recalled product and the inconvenience it causes can be
seen as a negative experience.
Conclusion:
Taking into account the additional analysis, the sentiment of the text leans more towards negative
due to the implied frustration and inconvenience caused by the recall and the difficulty in
finding a replacement.

{
"S": "negative"

}

Judge: Different Agreement: False

<Round 2>

Agent 1: ### Analysis
Step 1: Identify the Sentiment Category

• Positive: The text does not express any positive sentiment towards Samsung or its products.
• Neutral: The text is primarily seeking assistance and information. It does not explicitly
express a positive or negative sentiment but rather states a fact and asks for help.

• Negative: The text mentions a recalled product, which could imply a negative experience.
However, the tone of the message is more focused on seeking help rather than expressing
disappointment or frustration.

Step 2: Apply the CODEBOOK Guidelines

• The text mentions a recalled product, which is generally a negative situation.
• The user is seeking help, indicating a problem that needs resolution.
• The tone of the message is more factual and focused on seeking assistance rather than
expressing dissatisfaction or frustration.
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Step 3: Consideration of Other Social Scientist’s Opinion
The other social scientist argues that the mention of a recalled product and the difficulty in
finding a replacement indicate dissatisfaction or frustration, which fits the criteria for a
negative sentiment. This perspective is valid as it highlights the underlying frustration that
may not be overtly expressed but is implied by the context of the message.
Step 4: Re-evaluation
Given the additional perspective, it is important to consider the implied frustration due to
the recall and the difficulty in finding a replacement. While the tone is polite and focused on
seeking help, the underlying issue of a recalled product and the inconvenience it causes can be
seen as a negative experience.
Conclusion
Taking into account the additional analysis, the sentiment of the text leans more towards negative
due to the implied frustration and inconvenience caused by the recall and the difficulty in
finding a replacement.

{
"S": "negative"

}

Agent 2: ### Analysis: 1. Positive: The text does not express any positive sentiment towards
Samsung or the situation. 2. Neutral: The text is primarily seeking assistance and information.
It does not explicitly express a positive or negative sentiment but rather states a fact and
asks for help. 3. Negative: The text mentions a recalled product, which could imply a negative
experience. However, the tone of the message is more focused on seeking help rather than
expressing disappointment or frustration.
Consideration of Other Social Scientists’ Opinions:

• One social scientist argues that the mention of a recalled product and the difficulty in
finding a replacement indicate dissatisfaction or frustration, which fits the criteria for
a negative sentiment.

• Another social scientist suggests that the text is more of a neutral request for assistance
rather than an expression of sentiment, given the factual and polite tone of the message.

Re-evaluation:
The text does mention a recalled product, which is generally a negative situation. However,
the primary focus of the message is on seeking help and information, rather than expressing
dissatisfaction or frustration. The tone is polite and factual, which aligns more with a neutral
sentiment.
Conclusion:
Given the balanced perspectives and the primary focus on seeking assistance, the sentiment of
the text is neutral.

{
"S": "neutral"

}

Judge: Different Agreement: False

<Round 3>

Agent 1: ### Analysis
Step 1: Identify the Sentiment Category

• Positive: The text does not express any positive sentiment towards Samsung or its products.
• Neutral: The text is primarily seeking assistance and information. It does not explicitly
express a positive or negative sentiment but rather states a fact and asks for help.

• Negative: The text mentions a recalled product, which could imply a negative experience.
However, the tone of the message is more focused on seeking help rather than expressing
disappointment or frustration.

Step 2: Apply the CODEBOOK Guidelines

• The text mentions a recalled product, which is generally a negative situation.
• The user is seeking help, indicating a problem that needs resolution.
• The tone of the message is more factual and focused on seeking assistance rather than
expressing dissatisfaction or frustration.

Step 3: Consideration of Other Social Scientists’ Opinions

• One social scientist argues that the mention of a recalled product and the difficulty in
finding a replacement indicate dissatisfaction or frustration, which fits the criteria for
a negative sentiment.
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• Another social scientist suggests that the text is more of a neutral request for assistance
rather than an expression of sentiment, given the factual and polite tone of the message.

Step 4: Re-evaluation
The text does mention a recalled product, which is generally a negative situation. However,
the primary focus of the message is on seeking help and information, rather than expressing
dissatisfaction or frustration. The tone is polite and factual, which aligns more with a neutral
sentiment.
Conclusion
Given the balanced perspectives and the primary focus on seeking assistance, the sentiment of
the text is neutral.

{
"S": "neutral"

}

Agent 2: ### Analysis: 1. Positive: The text does not express any positive sentiment towards
Samsung or the situation. 2. Neutral: The text is primarily seeking assistance and information.
It does not explicitly express a positive or negative sentiment but rather states a fact and
asks for help. 3. Negative: The text mentions a recalled product, which could imply a negative
experience. However, the tone of the message is more focused on seeking help rather than
expressing disappointment or frustration.
Consideration of Other Social Scientists’ Opinions:

• One social scientist argues that the mention of a recalled product and the difficulty in
finding a replacement indicate dissatisfaction or frustration, which fits the criteria for
a negative sentiment.

• Another social scientist suggests that the text is more of a neutral request for assistance
rather than an expression of sentiment, given the factual and polite tone of the message.

Re-evaluation:
The text does mention a recalled product, which is generally a negative situation. However,
the primary focus of the message is on seeking help and information, rather than expressing
dissatisfaction or frustration. The tone is polite and factual, which aligns more with a neutral
sentiment.
Conclusion:
Given the balanced perspectives and the primary focus on seeking assistance, the sentiment of
the text is neutral.

{
"S": "neutral"

}

Judge: Same Agreement: True

1042

E.2 Discussion Example with Disagreement1043

Agents do not always reach a consensus after the multi-round discussions. For instance, one illustrative1044

disagreement in the cancer emotional support (CES) task is presented below.1045

TEXT: 21. This is so sad :( she was beautiful inside and out! Loved watching her perform <3

<Round 1>

Agent 1: ### Analysis
Step 1: Identify Emotional Support Elements

• Sadness and Sympathy: The text begins with “This is so sad,” indicating a sense of sorrow
and sympathy for the situation.

• Compliment and Admiration: The phrase “she was beautiful inside and out!” shows admiration
and respect for the person being referred to.

• Enjoyment and Appreciation: “Loved watching her perform” indicates a positive emotional
connection and appreciation for the person’s talents.

Step 2: Categorize Based on CODEBOOK

• High Level of Emotional Support (3): This level includes strong expressions of encouragement,
prayers, blessings, and deep concern or sympathy.

• Moderate Level of Emotional Support (2): This level includes moderate expressions of support,
such as simple prayers or well-wishes.
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• Low Level of Emotional Support (1): This level includes minimal expressions of support,
such as factual statements or general comments.

Step 3: Apply the CODEBOOK Criteria

• The text expresses a significant amount of sympathy (“This is so sad”) and admiration (“she
was beautiful inside and out!”), which aligns with the high level of emotional support.

• The appreciation for the person’s performance (“Loved watching her perform”) adds to the
emotional depth, showing a personal connection and respect.

Consideration of Dr. Michael Rodriguez’s Response
Dr. Rodriguez argues that while the text shows emotional support, it does not include explicit
encouraging words, prayers, blessings, or direct expressions of concern for cancer survivors.
He suggests that the emotional support here is more about expressing grief and admiration rather
than providing direct support to someone currently facing a challenge. Based on this reasoning,
he categorizes the text as showing a moderate level of emotional support (2).
Conclusion
Dr. Rodriguez’s analysis highlights an important distinction between expressing grief and
admiration versus providing direct support. Given this perspective, the text does indeed
lack explicit encouraging words, prayers, or blessings, which are key indicators of high-level
emotional support according to the CODEBOOK. Therefore, the text should be categorized as showing
a moderate level of emotional support.

{
"ES": "2"

}

Agent 2: Thank you for providing the additional analysis from another social scientist. Let’s
carefully consider their points and reassess the text in light of the CODEBOOK and our
understanding of emotional support.
Analysis
Step 1: Identify Emotional Support Elements - Sadness and Sympathy: The text begins with “This
is so sad,” indicating a sense of sorrow and sympathy for the situation. - Compliment and
Admiration: The phrase “she was beautiful inside and out!” shows admiration and respect for the
person being referred to. - Enjoyment and Appreciation: “Loved watching her perform” indicates
a positive emotional connection and appreciation for the person’s talents.
Step 2: Categorize Based on CODEBOOK - High Level of Emotional Support (3): This level includes
strong expressions of encouragement, prayers, blessings, and deep concern or sympathy. - Moderate
Level of Emotional Support (2): This level includes moderate expressions of support, such as
simple prayers or well-wishes. - Low Level of Emotional Support (1): This level includes minimal
expressions of support, such as factual statements or general comments.
Step 3: Apply the CODEBOOK Criteria - The text expresses a significant amount of sympathy (“This
is so sad”) and admiration (“she was beautiful inside and out!”), which aligns with the high
level of emotional support. - The appreciation for the person’s performance (“Loved watching
her perform”) adds to the emotional depth, showing a personal connection and respect.
Conclusion
The other social scientist’s analysis highlights the strong expressions of sympathy, admiration,
and personal connection in the text. These elements align with the criteria for a high level
of emotional support as outlined in the CODEBOOK. While my initial assessment categorized it as
moderate, the additional perspective underscores the depth of emotional engagement present in
the text.
Given this reassessment, I agree that the text demonstrates a high level of emotional support.

{
"ES": "3"

}

Judge: Different Agreement: False

<Round 2>

Agent 1: ### Analysis
Step 1: Identify Emotional Support Elements

• Sadness and Sympathy: The text begins with “This is so sad,” indicating a sense of sorrow
and sympathy for the situation.

• Compliment and Admiration: The phrase “she was beautiful inside and out!” shows admiration
and respect for the person being referred to.

• Enjoyment and Appreciation: “Loved watching her perform” indicates a positive emotional
connection and appreciation for the person’s talents.

Step 2: Categorize Based on CODEBOOK
1047
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• High Level of Emotional Support (3): This level includes strong expressions of encouragement,
prayers, blessings, and deep concern or sympathy.

• Moderate Level of Emotional Support (2): This level includes moderate expressions of support,
such as simple prayers or well-wishes.

• Low Level of Emotional Support (1): This level includes minimal expressions of support,
such as factual statements or general comments.

Step 3: Apply the CODEBOOK Criteria

• The text expresses a significant amount of sympathy (“This is so sad”) and admiration (“she
was beautiful inside and out!”), which aligns with the high level of emotional support.

• The appreciation for the person’s performance (“Loved watching her perform”) adds to the
emotional depth, showing a personal connection and respect.

Consideration of Dr. Michael Rodriguez’s Response
Dr. Rodriguez argues that while the text shows emotional support, it does not include explicit
encouraging words, prayers, blessings, or direct expressions of concern for cancer survivors.
He suggests that the emotional support here is more about expressing grief and admiration rather
than providing direct support to someone currently facing a challenge. Based on this reasoning,
he categorizes the text as showing a moderate level of emotional support (2).
Consideration of the Additional Social Scientist’s Response
The additional social scientist emphasizes the strong expressions of sympathy, admiration, and
personal connection in the text. They argue that these elements align with the criteria for a
high level of emotional support as outlined in the CODEBOOK. This perspective underscores the
depth of emotional engagement present in the text.
Conclusion
After carefully considering both perspectives, it is clear that the text contains strong
expressions of sympathy, admiration, and personal connection. While Dr. Rodriguez’s point
about the lack of explicit encouraging words, prayers, or blessings is valid, the overall
emotional depth and engagement in the text align more closely with the criteria for a high level
of emotional support.
Given this reassessment, I agree that the text demonstrates a high level of emotional support.

{
"ES": "3"

}

Agent 2: Thank you for providing the additional analysis from another social scientist. Let’s
carefully consider their points and reassess the text in light of the CODEBOOK and our
understanding of emotional support.
Analysis
Step 1: Identify Emotional Support Elements - Sadness and Sympathy: The text begins with “This
is so sad,” indicating a sense of sorrow and sympathy for the situation. - Compliment and
Admiration: The phrase “she was beautiful inside and out!” shows admiration and respect for the
person being referred to. - Enjoyment and Appreciation: “Loved watching her perform” indicates
a positive emotional connection and appreciation for the person’s talents.
Step 2: Categorize Based on CODEBOOK - High Level of Emotional Support (3): This level includes
strong expressions of encouragement, prayers, blessings, and deep concern or sympathy. - Moderate
Level of Emotional Support (2): This level includes moderate expressions of support, such as
simple prayers or well-wishes. - Low Level of Emotional Support (1): This level includes minimal
expressions of support, such as factual statements or general comments.
Step 3: Apply the CODEBOOK Criteria - The text expresses a significant amount of sympathy (“This
is so sad”) and admiration (“she was beautiful inside and out!”), which aligns with the high
level of emotional support. - The appreciation for the person’s performance (“Loved watching
her perform”) adds to the emotional depth, showing a personal connection and respect.
Consideration of Dr. Michael Rodriguez’s Response
Dr. Rodriguez argues that while the text shows emotional support, it does not include explicit
encouraging words, prayers, blessings, or direct expressions of concern for cancer survivors.
He suggests that the emotional support here is more about expressing grief and admiration rather
than providing direct support to someone currently facing a challenge. Based on this reasoning,
he categorizes the text as showing a moderate level of emotional support (2).
Conclusion
The other social scientist’s analysis highlights the strong expressions of sympathy, admiration,
and personal connection in the text. However, Dr. Rodriguez’s perspective emphasizes the lack
of explicit encouraging words, prayers, or blessings, which are key indicators of high-level
emotional support according to the CODEBOOK.
Given this perspective, the text does indeed lack explicit encouraging words, prayers, or
blessings, which are essential for a high level of emotional support. Therefore, the text should
be categorized as showing a moderate level of emotional support.
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{
"ES": "2"

}

Judge: Different Agreement: False

<Round 3>

Agent 1: ### Analysis
Step 1: Identify Emotional Support Elements

• Sadness and Sympathy: The text begins with “This is so sad,” indicating a sense of sorrow
and sympathy for the situation.

• Compliment and Admiration: The phrase “she was beautiful inside and out!” shows admiration
and respect for the person being referred to.

• Enjoyment and Appreciation: “Loved watching her perform” indicates a positive emotional
connection and appreciation for the person’s talents.

Step 2: Categorize Based on CODEBOOK

• High Level of Emotional Support (3): This level includes strong expressions of encouragement,
prayers, blessings, and deep concern or sympathy.

• Moderate Level of Emotional Support (2): This level includes moderate expressions of support,
such as simple prayers or well-wishes.

• Low Level of Emotional Support (1): This level includes minimal expressions of support,
such as factual statements or general comments.

Step 3: Apply the CODEBOOK Criteria

• The text expresses a significant amount of sympathy (“This is so sad”) and admiration (“she
was beautiful inside and out!”), which aligns with the high level of emotional support.

• The appreciation for the person’s performance (“Loved watching her perform”) adds to the
emotional depth, showing a personal connection and respect.

Consideration of Dr. Michael Rodriguez’s Response
Dr. Rodriguez argues that while the text shows emotional support, it does not include explicit
encouraging words, prayers, blessings, or direct expressions of concern for cancer survivors.
He suggests that the emotional support here is more about expressing grief and admiration rather
than providing direct support to someone currently facing a challenge. Based on this reasoning,
he categorizes the text as showing a moderate level of emotional support (2).
Consideration of the Additional Social Scientist’s Response
The additional social scientist emphasizes the strong expressions of sympathy, admiration, and
personal connection in the text. They argue that these elements align with the criteria for a
high level of emotional support as outlined in the CODEBOOK. This perspective underscores the
depth of emotional engagement present in the text.
Conclusion
After carefully considering both perspectives, it is clear that the text contains strong
expressions of sympathy, admiration, and personal connection. However, Dr. Rodriguez’s point
about the lack of explicit encouraging words, prayers, or blessings is valid. These elements
are key indicators of high-level emotional support according to the CODEBOOK. Therefore, the
text should be categorized as showing a moderate level of emotional support.

{
"ES": "2"

}

Agent 2: Thank you for providing the additional analysis from another social scientist. Let’s
carefully consider their points and reassess the text in light of the CODEBOOK and our
understanding of emotional support.
Analysis
Step 1: Identify Emotional Support Elements - Sadness and Sympathy: The text begins with “This
is so sad,” indicating a sense of sorrow and sympathy for the situation. - Compliment and
Admiration: The phrase “she was beautiful inside and out!” shows admiration and respect for the
person being referred to. - Enjoyment and Appreciation: “Loved watching her perform” indicates
a positive emotional connection and appreciation for the person’s talents.
Step 2: Categorize Based on CODEBOOK - High Level of Emotional Support (3): This level includes
strong expressions of encouragement, prayers, blessings, and deep concern or sympathy. - Moderate
Level of Emotional Support (2): This level includes moderate expressions of support, such as
simple prayers or well-wishes. - Low Level of Emotional Support (1): This level includes minimal
expressions of support, such as factual statements or general comments.
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Step 3: Apply the CODEBOOK Criteria - The text expresses a significant amount of sympathy (“This
is so sad”) and admiration (“she was beautiful inside and out!”), which aligns with the high
level of emotional support. - The appreciation for the person’s performance (“Loved watching
her perform”) adds to the emotional depth, showing a personal connection and respect.
Consideration of Dr. Michael Rodriguez’s Response
Dr. Rodriguez argues that while the text shows emotional support, it does not include explicit
encouraging words, prayers, blessings, or direct expressions of concern for cancer survivors.
He suggests that the emotional support here is more about expressing grief and admiration rather
than providing direct support to someone currently facing a challenge. Based on this reasoning,
he categorizes the text as showing a moderate level of emotional support (2).
Consideration of the Additional Social Scientist’s Response
The additional social scientist emphasizes the strong expressions of sympathy, admiration, and
personal connection in the text. They argue that these elements align with the criteria for a
high level of emotional support as outlined in the CODEBOOK. This perspective underscores the
depth of emotional engagement present in the text.
Conclusion
After carefully considering both perspectives, it is clear that the text contains strong
expressions of sympathy, admiration, and personal connection. While Dr. Rodriguez’s point
about the lack of explicit encouraging words, prayers, or blessings is valid, the overall
emotional depth and engagement in the text align more closely with the criteria for a high level
of emotional support.
Given this reassessment, I agree that the text demonstrates a high level of emotional support.

{
"ES": "3"

}

Judge: Different Agreement: False

1050

E.3 Codebook Example1051

One criterion for evaluation of our proposed method is to examine if it produces a good codebook with1052

clear rules for text annotations. Here, we provide an example of codebook evolution on the PIS task.1053

Agent 1: Given the task of sentiment annotation and the criteria for a good CODEBOOK, I will
review the original CODEBOOK and determine if any modifications are necessary to ensure it covers
all cases and patterns, is unique, and is clear and precise.
Original CODEBOOK: - Positive: Positive sentiment of users toward the issue/company. - Neutral:
Neutral sentiment of users toward the issue/company. - Negative: Negative sentiment of users
toward the issue/company.
Criteria for a good CODEBOOK: 1. The CODEBOOK should cover all cases and patterns in the examples.
2. Each rule in the CODEBOOK should be applied at least once. 3. Each rule in the CODEBOOK
should be unique, with minimal or no overlap with other rules. 4. This version simplifies the
language while maintaining clarity and precision.
Review and Analysis: 1. Coverage of Cases and Patterns: - The original CODEBOOK is broad and
general, which allows it to cover a wide range of sentiments expressed in texts. However, it
may benefit from additional examples or clarifications to ensure consistent application.

2. Application of Rules:

• The rules are straightforward and can be applied to any text expressing sentiment.
However, without examples, it may be challenging to ensure consistent interpretation
across different coders.

3. Uniqueness and Minimal Overlap:

• The rules are distinct and do not overlap, as they categorize sentiment into three
clear categories: positive, neutral, and negative.

4. Clarity and Precision:

• The language is clear, but adding examples would enhance precision and help coders
apply the rules more consistently.

Proposed Modifications: To improve the CODEBOOK, I will add examples for each sentiment category
to provide clarity and ensure consistent application.
Updated CODEBOOK: - Positive: Positive sentiment of users toward the issue/company. - Example:
“I love this company’s new policy! It’s so beneficial for everyone.” - Example: “Great job on
the recent project! Keep up the good work.”

• Neutral: Neutral sentiment of users toward the issue/company.
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– Example: “The company announced a new policy today.”
– Example: “I heard about the recent changes, but I don’t have an opinion yet.”

• Negative: Negative sentiment of users toward the issue/company.

– Example: “I’m really disappointed with the company’s new policy.”
– Example: “This is the worst service I’ve ever experienced.”

By adding these examples, the CODEBOOK now provides clear guidance on how to categorize different
sentiments, ensuring that each rule is applied consistently and accurately.
Final Version: - Positive: Positive sentiment of users toward the issue/company. - Example: “I
love this company’s new policy! It’s so beneficial for everyone.” - Example: “Great job on the
recent project! Keep up the good work.”

• Neutral: Neutral sentiment of users toward the issue/company.

– Example: “The company announced a new policy today.”
– Example: “I heard about the recent changes, but I don’t have an opinion yet.”

• Negative: Negative sentiment of users toward the issue/company.

– Example: “I’m really disappointed with the company’s new policy.”
– Example: “This is the worst service I’ve ever experienced.”

This updated CODEBOOK maintains the original structure while providing additional clarity and
examples to ensure precise and consistent application.

Agent 2: Given the task at hand and the criteria for a good CODEBOOK, I will review the original
CODEBOOK and determine if any modifications are necessary to better fit the examples and ensure
clarity and precision.
Original CODEBOOK: 1. Positive: Positive sentiment of users toward the issue/company. 2. Neutral:
Neutral sentiment of users toward the issue/company. 3. Negative: Negative sentiment of users
toward the issue/company.
Criteria for a good CODEBOOK: 1. The CODEBOOK should cover all cases and patterns in the examples.
2. Each rule in the CODEBOOK should be applied at least once. 3. Each rule in the CODEBOOK
should be unique, with minimal or no overlap with other rules. 4. This version simplifies the
language while maintaining clarity and precision.
Review and Analysis: - The original CODEBOOK is straightforward and covers the basic sentiment
categories: positive, neutral, and negative. - Each rule is distinct and does not overlap with
others. - The language is simple and clear, making it easy to apply to various texts.
Decision: The original CODEBOOK appears to be adequate for the task. It is simple, clear, and
covers the necessary sentiment categories without overlap. Therefore, I will keep the CODEBOOK
unchanged.
Original CODEBOOK: 1. Positive: Positive sentiment of users toward the issue/company. 2. Neutral:
Neutral sentiment of users toward the issue/company. 3. Negative: Negative sentiment of users
toward the issue/company.
This version of the CODEBOOK meets the criteria for a good CODEBOOK and does not require any
modifications.

Mediator: ### Summary of Opinions

Agent 1: - Review and Analysis: - The original CODEBOOK is broad and general, covering a wide
range of sentiments. - Rules are straightforward but may benefit from examples for consistent
interpretation. - The rules are distinct and do not overlap. - Language is clear, but examples
would enhance precision.

• Proposed Modifications:

– Add examples for each sentiment category to provide clarity and ensure consistent
application.

• Updated CODEBOOK:

– Positive: Positive sentiment of users toward the issue/company.

* Example: “I love this company’s new policy! It’s so beneficial for everyone.”

* Example: “Great job on the recent project! Keep up the good work.”

– Neutral: Neutral sentiment of users toward the issue/company.

* Example: “The company announced a new policy today.”

* Example: “I heard about the recent changes, but I don’t have an opinion yet.”

– Negative: Negative sentiment of users toward the issue/company.

* Example: “I’m really disappointed with the company’s new policy.”

* Example: “This is the worst service I’ve ever experienced.”
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Agent 2: - Review and Analysis: - The original CODEBOOK is straightforward and covers the basic
sentiment categories: positive, neutral, and negative. - Each rule is distinct and does not
overlap with others. - The language is simple and clear, making it easy to apply to various
texts.

• Decision:

– The original CODEBOOK is adequate for the task and does not require any modifications.

Proposed Updated CODEBOOK
Based on the feedback from both agents, the following updated CODEBOOK incorporates the clarity
and simplicity emphasized by Agent 2 while adding the examples suggested by Agent 1 to ensure
consistent application:
Updated CODEBOOK: - Positive: Positive sentiment of users toward the issue/company. - Example:
“I love this company’s new policy! It’s so beneficial for everyone.” - Example: “Great job on
the recent project! Keep up the good work.”

• Neutral: Neutral sentiment of users toward the issue/company.

– Example: “The company announced a new policy today.”
– Example: “I heard about the recent changes, but I don’t have an opinion yet.”

• Negative: Negative sentiment of users toward the issue/company.

– Example: “I’m really disappointed with the company’s new policy.”
– Example: “This is the worst service I’ve ever experienced.”

Request for Agreement
Dear Social Scientists,
Please review the proposed updated CODEBOOK below and let me know if you agree with the
modifications. If there are any further suggestions or concerns, please feel free to share them.
Updated CODEBOOK: - Positive: Positive sentiment of users toward the issue/company. - Example:
“I love this company’s new policy! It’s so beneficial for everyone.” - Example: “Great job on
the recent project! Keep up the good work.”

• Neutral: Neutral sentiment of users toward the issue/company.

– Example: “The company announced a new policy today.”
– Example: “I heard about the recent changes, but I don’t have an opinion yet.”

• Negative: Negative sentiment of users toward the issue/company.

– Example: “I’m really disappointed with the company’s new policy.”
– Example: “This is the worst service I’ve ever experienced.”

Looking forward to your feedback.
Best regards, [Your Name]

Agent 1: Dear Social Scientists,
Thank you for your thoughtful feedback and analysis. Based on the summary of opinions and
the proposed modifications, I have reviewed the updated CODEBOOK and agree that it effectively
balances clarity, simplicity, and the need for examples to ensure consistent application.
Final Updated CODEBOOK
Positive: Positive sentiment of users toward the issue/company. - Example: “I love this company’s
new policy! It’s so beneficial for everyone.” - Example: “Great job on the recent project! Keep
up the good work.”
Neutral: Neutral sentiment of users toward the issue/company. - Example: “The company announced
a new policy today.” - Example: “I heard about the recent changes, but I don’t have an opinion
yet.”
Negative: Negative sentiment of users toward the issue/company. - Example: “I’m really
disappointed with the company’s new policy.” - Example: “This is the worst service I’ve
ever experienced.”
This updated CODEBOOK maintains the original structure while providing additional clarity and
examples to ensure precise and consistent application. It covers all cases and patterns, each
rule is applied at least once, and the rules are unique with minimal overlap.
I believe this version will serve us well in our sentiment annotation task. If there are no
further suggestions or concerns, we can proceed with this updated CODEBOOK.
Best regards, Dr. Emily Carter

Agent 2: The feedback from both agents provides valuable insights into refining the CODEBOOK.
Agent 1’s suggestion to include examples for each sentiment category is particularly useful
for ensuring consistent application, while Agent 2’s affirmation of the original CODEBOOK’s
clarity and simplicity is also important. Combining these perspectives, the updated CODEBOOK
will maintain the original categories but include examples to enhance clarity and precision.
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Updated CODEBOOK: - Positive: Positive sentiment of users toward the issue/company. - Example:
“I love this company’s new policy! It’s so beneficial for everyone.” - Example: “Great job on
the recent project! Keep up the good work.”

• Neutral: Neutral sentiment of users toward the issue/company.

– Example: “The company announced a new policy today.”
– Example: “I heard about the recent changes, but I don’t have an opinion yet.”

• Negative: Negative sentiment of users toward the issue/company.

– Example: “I’m really disappointed with the company’s new policy.”
– Example: “This is the worst service I’ve ever experienced.”

This updated CODEBOOK should cover all cases and patterns in the examples, ensure each rule is
applied at least once, and maintain unique, non-overlapping rules. The added examples will help
in consistently interpreting and applying the sentiment categories.
I agree with the proposed updated CODEBOOK and believe it meets the criteria for a good CODEBOOK.
If there are no further suggestions or concerns, we can proceed with this version.
Judge: Same Agreement: True

1057

E.4 Content Analysis Simulation Example 1058

The ultimate question is whether SCALE can mimic human experts in social science content analysis. 1059

We provide a complete example of CES tasks here. 1060

**********Coding phase beginning **********

TEXT: 1. “I started chemotherapy on February 10, 2020. . . After that I will have 25 days of
radiation. Reconstruction will begin six months after that. So, 2020 has not been the year I
hoped it would be. My ordeal combined with the COVID-19 pandemic has been surreal. But through
it all, I have had great support from my family and friends.”- Darlene Langley, breast cancer
survivor. <url> We love your positive attitude! Show Darlene some love in comments

Agent 1: To analyze the provided text using the guidelines in the CODEBOOK, I will carefully
examine the narrative elements and the narrator perspective.
Narrative Event(s) related to breast cancer (plot)

1. Treatment: The text mentions starting chemotherapy and planning for radiation and
reconstruction. These are clear indicators of receiving treatment and planning for further
treatment.

• “I started chemotherapy on February 10, 2020. . . ”
• “After that I will have 25 days of radiation.”
• “Reconstruction will begin six months after that.”

Narrator perspective (narrator_perspective)
The narrator is Darlene Langley, who is explicitly identified as a breast cancer survivor. The
perspective is clearly from the survivor’s point of view. - “I started chemotherapy. . . ” - “My
ordeal combined with the COVID-19 pandemic has been surreal.” - “I have had great support from
my family and friends.”
Based on the analysis, the narrative events sequence (NES) includes receiving treatment and
planning for further treatment, and the narrator perspective (NP) is that of a breast cancer
survivor.
JSON Output

{
"NES": "3",
"NP": "1"

}

Agent 2: In analyzing this Facebook post by a breast cancer organization, we need to identify
the narrative events and the narrator’s perspective based on the provided codebook.
Narrative Event(s) Sequence (NES)
The post describes several key events in Darlene Langley’s breast cancer journey: 1. Treatment:
The post mentions the start of chemotherapy on February 10, 2020, and the upcoming 25 days of
radiation. This falls under “Receiving treatment” and “Treatment milestone or completion.” 2.
Survivorship: The post also touches on the emotional and social aspects of her journey, including
the support from family and friends, which is part of the survivorship experience.
Thus, the narrative events sequence includes: - Treatment (Receiving treatment, Treatment
milestone or completion) - Survivorship
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Narrator Perspective (NP)
The narrator in this post is Darlene Langley, a breast cancer survivor, as indicated by the
direct quote and the attribution at the end of the post.
JSON Output
Based on the analysis, the JSON output would be:

{
"NES": "3,4",
"NP": "1"

}

This captures the narrative events related to treatment and survivorship, and identifies the
narrator as the breast cancer survivor herself.
Judge: Different Agreement: False

TEXT: 2. ... (Text 2 - Text 20)

**********Discussion phase beginning **********

TEXT: 1. “I started chemotherapy on February 10, 2020. . . After that I will have 25 days of
radiation. Reconstruction will begin six months after that. So, 2020 has not been the year I
hoped it would be. My ordeal combined with the COVID-19 pandemic has been surreal. But through
it all, I have had great support from my family and friends.”- Darlene Langley, breast cancer
survivor. http://sgk.mn/2zSTQh5:=:https://www.komen.org/share-your-story/darlene-langley/ We
love your positive attitude! Show Darlene some love in comments

<Round 1>

Agent 1: ### Analysis of the Provided Text
Narrative Event(s) related to breast cancer (plot)

1. Treatment: The text mentions starting chemotherapy, planning for radiation, and future
reconstruction. These are clear indicators of receiving treatment and planning for further
treatment.

• “I started chemotherapy on February 10, 2020. . . ”
• “After that I will have 25 days of radiation.”
• “Reconstruction will begin six months after that.”

2. Survivorship: The text also touches on the emotional and social aspects of her journey,
including the support from family and friends, which is part of the survivorship experience.

• “My ordeal combined with the COVID-19 pandemic has been surreal.”
• “But through it all, I have had great support from my family and friends.”

Narrator perspective (narrator_perspective)
The narrator is Darlene Langley, who is explicitly identified as a breast cancer survivor. The
perspective is clearly from the survivor’s point of view. - “I started chemotherapy. . . ” - “My
ordeal combined with the COVID-19 pandemic has been surreal.” - “I have had great support from
my family and friends.”
Conclusion
Based on the analysis, the narrative events sequence (NES) includes receiving treatment and
survivorship, and the narrator perspective (NP) is that of a breast cancer survivor.
JSON Output

{
"NES": "3,4",
"NP": "1"

}

This output captures the narrative events related to treatment and survivorship, and identifies
the narrator as the breast cancer survivor herself.

Agent 2: ### Analysis of the Provided Text
Narrative Event(s) Sequence (NES)
The text describes several key events in Darlene Langley’s breast cancer journey: 1. Treatment:
The text mentions the start of chemotherapy on February 10, 2020, and the upcoming 25 days of
radiation. This falls under “Receiving treatment” and “Treatment milestone or completion.” - “I
started chemotherapy on February 10, 2020. . . ” - “After that I will have 25 days of radiation.”
- “Reconstruction will begin six months after that.”

2. Survivorship: The text also touches on the emotional and social aspects of her journey,
including the support from family and friends, which is part of the survivorship experience.
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• “My ordeal combined with the COVID-19 pandemic has been surreal.”
• “But through it all, I have had great support from my family and friends.”

Thus, the narrative events sequence includes: - Treatment (Receiving treatment, Treatment
milestone or completion) - Survivorship
Narrator Perspective (NP)
The narrator in this post is Darlene Langley, a breast cancer survivor, as indicated by the
direct quote and the attribution at the end of the post. - “I started chemotherapy. . . ” - “My
ordeal combined with the COVID-19 pandemic has been surreal.” - “I have had great support from
my family and friends.”
Discussion of Other Social Scientists’ Responses
One social scientist suggested that the narrative events sequence (NES) should only include
“Treatment” and not “Survivorship.” However, the emotional and social aspects of Darlene’s
journey, including the support from family and friends, are significant elements of survivorship.
Therefore, I maintain that both “Treatment” and “Survivorship” should be included in the NES.
Conclusion
Based on the analysis and the discussion, the JSON output would be:

{
"NES": "3,4",
"NP": "1"

}

This captures the narrative events related to treatment and survivorship and identifies the
narrator as the breast cancer survivor herself.
Judge: Same Agreement: True

TEXT: 4. ... (other disagreement text)

**********Update codebook phase beginning **********

Agent 1: Based on the coding and discussion results, the original CODEBOOK appears to adequately
fit the current examples. Each rule in the CODEBOOK has been applied at least once, and the
rules are unique with minimal overlap. Therefore, there is no need to revise the CODEBOOK. Here
is the original CODEBOOK for reference:

CODEBOOK:
Codebook for Coders (July 1, 2021)
Narrative Elements in Facebook Posts by Breast Cancer Organizations
Narrative Event(s) related to breast cancer (plot) [Code the occurrences of all events in the
post, such as “3”, “2,4”, or “2,4,5”] 1. Prevention 2. Detection and/or diagnosis 3. Treatment -
Receiving treatment (e.g., getting the IV chemo, lying in the hospital bed) - Treatment effects
(e.g., bald head, flat chest, wearing a head wrap) - Treatment milestone or completion (e.g.,
ringing the chemo bell, showing radiation therapy completion certificate). 4. Survivorship -
includes complete remission/cancer free; recurrence; a second cancer; and death. 5. Fundraising,
any prosocial or philanthropic activities
Narrator perspective (narrator_perspective) (evaluated based on the original post; choose one)
[Narrator is the person telling the story. When coding, prioritize a perspective that is NOT
the breast cancer organization.] 1. Breast cancer survivor 2. Breast cancer survivor’s family
or friends 3. Mixed (i.e., survivor + family or friends) 4. Journalists/news media 5. Breast
cancer organization

This CODEBOOK has been applied consistently across the examples, and it covers all the necessary
narrative elements and perspectives without redundancy. Therefore, no changes are needed.

Agent 2: Based on the coding and discussion results, the original CODEBOOK appears to adequately
fit the current examples. Each rule in the CODEBOOK has been applied at least once, and the
rules are unique with minimal overlap. Therefore, there is no need to revise the CODEBOOK. Here
is the original CODEBOOK:
CODEBOOK:
Codebook for Coders (July 1, 2021)
Narrative Elements in Facebook Posts by Breast Cancer Organizations

• Narrative Event(s) related to breast cancer (plot)

– [Code the occurrences of all events in the post, such as “3”, “2,4”, or “2,4,5”]

1. Prevention
2. Detection and/or diagnosis
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3. Treatment
– Receiving treatment (e.g., getting the IV chemo, lying in the hospital bed)
– Treatment effects (e.g., bald head, flat chest, wearing a head wrap)
– Treatment milestone or completion (e.g., ringing the chemo bell, showing radiation

therapy completion certificate).
4. Survivorship - includes complete remission/cancer free; recurrence; a second cancer;

and death.
5. Fundraising, any prosocial or philanthropic activities

• Narrator perspective (narrator_perspective) (evaluated based on the original post; choose
one)

– [Narrator is the person telling the story. When coding, prioritize a perspective that
is NOT the breast cancer organization.]

1. Breast cancer survivor
2. Breast cancer survivor’s family or friends
3. Mixed (i.e., survivor + family or friends)
4. Journalists/news media
5. Breast cancer organization

This version of the CODEBOOK covers all cases and patterns in the examples provided, and each
rule has been applied appropriately. Therefore, no changes are necessary.
Mediator: ### Summary of Opinions
Both social scientists agree that the original CODEBOOK is adequate and does not require any
revisions. They both emphasize that:

1. The original CODEBOOK has been applied consistently across the examples.
2. Each rule in the CODEBOOK has been applied at least once.
3. The rules are unique with minimal overlap.
4. The CODEBOOK covers all necessary narrative elements and perspectives without redundancy.

Updated CODEBOOK
Based on the consensus that no changes are needed, here is the original CODEBOOK for reference:

CODEBOOK:
Codebook for Coders (July 1, 2021)
Narrative Elements in Facebook Posts by Breast Cancer Organizations
Narrative Event(s) related to breast cancer (plot) [Code the occurrences of all events in the
post, such as “3”, “2,4”, or “2,4,5”] 1. Prevention 2. Detection and/or diagnosis 3. Treatment -
Receiving treatment (e.g., getting the IV chemo, lying in the hospital bed) - Treatment effects
(e.g., bald head, flat chest, wearing a head wrap) - Treatment milestone or completion (e.g.,
ringing the chemo bell, showing radiation therapy completion certificate). 4. Survivorship -
includes complete remission/cancer free; recurrence; a second cancer; and death. 5. Fundraising,
any prosocial or philanthropic activities
Narrator perspective (narrator_perspective) (evaluated based on the original post; choose one)
[Narrator is the person telling the story. When coding, prioritize a perspective that is NOT
the breast cancer organization.] 1. Breast cancer survivor 2. Breast cancer survivor’s family
or friends 3. Mixed (i.e., survivor + family or friends) 4. Journalists/news media 5. Breast
cancer organization

Confirmation
Dear Social Scientists,
Based on your feedback, the consensus is that the original CODEBOOK is adequate and does not
require any revisions. Here is the original CODEBOOK for your reference.
Please confirm if you agree with this conclusion and the provided CODEBOOK. If there are any
further suggestions or concerns, kindly let me know.
Thank you for your collaboration.
Best regards, [Your Name]

Agent 1: ### Confirmation
Dear Social Scientists,
Based on your feedback, the consensus is that the original CODEBOOK is adequate and does not
require any revisions. Here is the original CODEBOOK for your reference:

CODEBOOK:
Codebook for Coders (July 1, 2021)
Narrative Elements in Facebook Posts by Breast Cancer Organizations
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Narrative Event(s) related to breast cancer (plot) [Code the occurrences of all events in the
post, such as “3”, “2,4”, or “2,4,5”] 1. Prevention 2. Detection and/or diagnosis 3. Treatment -
Receiving treatment (e.g., getting the IV chemo, lying in the hospital bed) - Treatment effects
(e.g., bald head, flat chest, wearing a head wrap) - Treatment milestone or completion (e.g.,
ringing the chemo bell, showing radiation therapy completion certificate). 4. Survivorship -
includes complete remission/cancer free; recurrence; a second cancer; and death. 5. Fundraising,
any prosocial or philanthropic activities
Narrator perspective (narrator_perspective) (evaluated based on the original post; choose one)
[Narrator is the person telling the story. When coding, prioritize a perspective that is NOT
the breast cancer organization.] 1. Breast cancer survivor 2. Breast cancer survivor’s family
or friends 3. Mixed (i.e., survivor + family or friends) 4. Journalists/news media 5. Breast
cancer organization

Please confirm if you agree with this conclusion and the provided CODEBOOK. If there are any
further suggestions or concerns, kindly let me know.
Thank you for your collaboration.
Best regards, [Your Name]

Agent 2: ### Confirmation
Dear Social Scientists,
Thank you for your thorough analysis and feedback. Based on our discussions and the consistent
application of the original CODEBOOK across various examples, we have concluded that the original
CODEBOOK is adequate and does not require any revisions. Here is the original CODEBOOK for your
reference:

CODEBOOK:
Codebook for Coders (July 1, 2021)
Narrative Elements in Facebook Posts by Breast Cancer Organizations
Narrative Event(s) related to breast cancer (plot) [Code the occurrences of all events in the
post, such as “3”, “2,4”, or “2,4,5”] 1. Prevention 2. Detection and/or diagnosis 3. Treatment -
Receiving treatment (e.g., getting the IV chemo, lying in the hospital bed) - Treatment effects
(e.g., bald head, flat chest, wearing a head wrap) - Treatment milestone or completion (e.g.,
ringing the chemo bell, showing radiation therapy completion certificate). 4. Survivorship -
includes complete remission/cancer free; recurrence; a second cancer; and death. 5. Fundraising,
any prosocial or philanthropic activities
Narrator perspective (narrator_perspective) (evaluated based on the original post; choose one)
[Narrator is the person telling the story. When coding, prioritize a perspective that is NOT
the breast cancer organization.] 1. Breast cancer survivor 2. Breast cancer survivor’s family
or friends 3. Mixed (i.e., survivor + family or friends) 4. Journalists/news media 5. Breast
cancer organization

Please confirm if you agree with this conclusion and the provided CODEBOOK. If there are any
further suggestions or concerns, kindly let me know.
Thank you for your collaboration.
Best regards, [Your Name]
Judge: Same Agreement: True

1065

F Use of Generative AI 1066

To enhance clarity and readability, we utilize OpenAI o1 exclusively as a language polishing tool. Its 1067

role is confined to proofreading, grammatical correction, and stylistic refinement—functions analogous 1068

to those provided by traditional grammar checkers and dictionaries. This tool does not contribute to the 1069

generation of new scientific content or ideas, which follows standard practices for manuscript preparation. 1070
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