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ABSTRACT
In the era of big data, the use of formal models and techniques
to represent and manage information is a necessary task to im-
plement efficient intelligent information systems. These models
and techniques are basic components of such kind of systems and
they should be used to analyze data and create useful informative
contents. In this paper we propose a general and formal ontology
model to represent knowledge using multimedia data and linguistic
properties to bridging the gap between the target semantic classes
and the available low-level multimedia descriptors. The multime-
dia features are automatically extracted using algorithms based on
MPEG-7 descriptors.

1. INTRODUCTION
Every day, gigabytes of new multimedia information is being

generated, stored, and transmitted and it is difficult to access this
information unless it is organized and represented in a suitable way
to allow efficient browsing, searching, and retrieval. In this con-
text, representing and manage knowledge is one most important
tasks in the information management process. In the literature there
are a lot of algorithms designed to describe color, shape, and tex-
ture features, but they are far to adequately model image semantics
and have many limitations when dealing with broad content image
databases [11]. On the other hand, humans tend to use high-level
features (concepts), such as keywords and text descriptors, to in-
terpret and analyze multimedia object. More specifically, the dis-
crepancy between the limited descriptive power of low-level multi-
media features and the richness of user semantics, is referred to as
the semantic gap [15]. An interesting survey on low-level features
and high-level semantics for multimedia analysis and retrieval is in
[7]. However, bridging the gap between the target semantic classes
and the available low-level multimedia descriptors is an unsolved
problem. Hence it is crucial to select an appropriate set of mul-
timedia descriptors and to combine them in such a way that the
results obtained with individual descriptors are improved together
with high level concepts annotation. New techniques have been
developed to solve those problems. Some of them are based on
ontologies to delete or at least smooth conceptual or terminologi-
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cal mess and to have a common view of the same information [1,
13, 6, 9, 16]. In this paper we propose a general and formal ontol-
ogy model to represent knowledge and build a general multimedia
knowledge base. We argue that the main novelties of our model are
that it is independent from the particular domain of interest; that our
linguistic approach provides a simple and general way to represent
knowledge; that the use of low-level multimedia features enables
the representation of multimedia information; that the strong for-
malization of our model is useful to integrate and enrich general
knowledge bases; and that the use of a standard language to repre-
sent our ontologies facilitates knowledge sharing and reusing.

2. THE PROPOSED ONTOLOGY MODEL
In this section the proposed model is presented with a descrip-

tion of all its single components and properties. This discussion
starts with some notions about ontologies and the way to build
them. Starting from some definitions of ontology [4, 12] we ex-
tend them using also visual data to denote a concept; these data
are represented using visual low-level features defined in MPEG-
7 standard. Thus an ontology can be seen as a set of “signs” and
“relations” among them, denoting the concepts that are used in a
knowledge domain. The proposed model is composed of a triple
〈S,P,C〉 where:

S is a set of signs;

P is a set of properties used to link the signs inS;

C is a set of constraints onP.

In this context signs are words and visual data. The properties
are linguistic relations, and the constraints are validity rules applied
to linguistic properties with respect to the multimedia category con-
sidered. In the proposed approach, knowledge is represented by an
ontology implemented with respect to a semantic network (SN). A
semantic network can be seen as a graph where the nodes are con-
cepts and the arcs are relations among concepts. A concept is a
set of multimedia data which represent an abstract idea. In recent
years, several languages have been proposed to represent ontolo-
gies and we choose to use OWL [2] due to its expressive power
useful for our purposes and its extensive use in knowledge based
systems. In our approach we use the DL version of OWL, be-
cause it is sufficiently effective to describe our model and its im-
plementation. The DL version allows the declaration of disjoint
classes, which may be used to assert that a word belongs to a syn-
tactic category. Moreover, it allows the declaration of union classes
used to specify domains and property ranges used to relate con-
cepts and words belonging to different lexical categories. The on-
tology schema and corresponding semantic network representation
is formally described using OWL. Every node (both concept and



multimedia) is an OWL individual. The connecting edges in the
semantic network are represented asObjectProperties. The con-
sidered linguistic properties are shown in table 1.

Table 1: Linguistic properties
Lexical synonym, antonym, pertainym, nominalization,
properties derived from adjective, participle of verb
Semantic hypernyms,hyponyms, coordinate terms, holonym,
properties meronym, hypernym, troponym, entailment,

related nouns, similar to, coordinate terms,
articiple of verb, root adjectives

These properties have constraints that depend on the syntactic
category (noun, verb, adjective, adverb) or kind of semantic or lexi-
cal properties. For example, the hyponymy property can only relate
nouns to nouns or verbs to verbs. In contrast, a semantic property
links concepts to concepts, and a syntactic property relates word
forms to word forms. Concept and multimedia are considered with
DatatypeProperties, which relate individuals to pre-defined data
types. Each multimedia is related to the concept it represents by the
ObjectPropertyhasConcept, whereas a concept is related to multi-
media that represent it using the ObjectPropertyhasMM. These are
the only properties that can relate words to multimedia and vice
versa; all of the other properties relate multimedia to multimedia
and concepts to concepts. Concepts, multimedia and properties are
arranged in a class hierarchy, resulting from the syntactic category
for concepts and words, data type for visual descriptors and from
the semantic or lexical for the properties. From a logical point of
view, a visual representation can be related to all kind of concept.
The two main classes areConcepts, in which all objects are de-
fined as individuals, andMM, which represents all the “signs” in
the ontology. These classes are not supposed to have common el-
ements; therefore they are defined as disjoint. The classMM de-
fines the logical model of the multimedia forms used to express a
concept. On the other hand, the class Concept represents the mean-
ing related to a multimedia form; the subclasses have been derived
from related categories. There are some union classes that are use-
ful for defining the properties of domain and codomain. Attributes
have been defied forConcept andMM respectively;Concept has:
Namethat represents the concept name;Descriptionthat gives a
short description of concept. On the other handMM hasNameas
attribute that is the MM name and a set of features described in
Table 2.

Table 2: Visual features
Data Type Features
Visual Dominant Color, Color Structure, Color Layout,

Homogeneous Texture, Edge Histogram,
Region-based Shape, Contour-based Shape

All elements have anID within a unique identification number.
The visual features are the low-level descriptors in MPEG-7 stan-
dard. Table 3 shows some of the properties considered and their
domains and ranges of definition.

The use of domain and codomain reduces the property range ap-
plication; however, the model as described so far does not exhibit
perfect behavior in some cases. For example, the model does not
know that a hyponymy property defined on sets of nouns and verbs
would have 1) a range of nouns when applied to a set of nouns and
2) a range of verbs when applied to a set of verbs. Therefore, it is
necessary to define severalconstraintsto express the ways that the

Table 3: Property features
Property Domain Range
hasMM Concept MM
hasConcept MM Concept
hypernym NounsAnd NounsAnd

VerbsConcept VerbsConcept
holonym NounConcept NounConcept
entailment VerbWord VerbWord
similar AdjectiveConcept AdjectiveConcept

linguistic properties are used to relate concepts and/orMM. Table
4 shows some of the defined constraints specifying the classes to
which they have been applied with respect to the properties consid-
ered. The table also shows the matching range.

Table 4: Model constraints
Costraint Class Property Constraint range
AllValuesFrom NounConcept hyponym NounConcept
AllValuesFrom AdjectiveConcept attribute NounConcept
AllValuesFrom NounWord synonym NounWord
AllValuesFrom VerbWord also_see VerbWord

Sometimes, the existence of a property between two or more in-
dividuals entails the existence of other properties. For example,
since the concept “dog” is a hyponym of “animal”, animal is a hy-
pernym of dog. These characteristics are represented in OWL by
means of property features. Table 5 shows several of those proper-
ties and their features.

Table 5: Property features
Property Features
hasMM inverseof hasConcept
hasConcept inverseof hasMM
hyponym inverseof hypernym;transitivity
hypernym inverseof hyponym;transitivity
cause transitivity
verbGroup symmetryandtransitivity

The use of a linguistic approach allows an extension of linguis-
tic properties also to visual data; e.g. different visual information
related to the same concept are synonyms and in the same way
hyperonym/hyponym or meronym properties entail a semantic re-
lation among the multimedia representation of concepts.
The proposed model allows a high-level conceptual matching using
different type of low-level representations. Moreover, an ontology
built using this model can be used to infer information by means
of formal representation of properties among multimedia data and
concepts.

3. ONTOLOGY POPULATION STRATEGY
AND EVALUATION

The proposed model has been implemented in a tool for create
and manage ontologies. We useWordNet [10] as general knowl-
edge base and an appropriate algorithm to extract from it a domain
ontology (i.e. a semantic network) is defined and implemented; the
semantic network provides a general representation of user domain
of interest. Many information systems use a knowledge base to
represent data in order to satisfy information requests and in the
author’s vision it is a good choice for having a common view of



Figure 1: Editor Interface

the same general and specific knowledge domains. Moreover in
the proposed frameworkWordNet can be a “starting point” for
users because they can extract an initial general ontology from
this knowledge base and expand it to have a specialized one. The
semantic network is dynamically built using an ad hoc algorithm
which takes into account theWordNet structure. WordNet or-
ganizes the several terms using their linguistic properties. More-
over, every domain keyword may have various meanings (senses)
due the proprieties of polysemy, so a user can choose its proper
sense of interest using the tool interface. Beyond the synonymy,
other linguistic proprieties are considered and they are applied to
the typology of the considered terms in order to have a strongly
connected network. The network is built starting from a domain
keyword that represents the context of interest for the user. After
this step all the componentsynsets are considered to construct a
hierarchy, only based on the hyponymy property; the last level of
this hierarchy corresponds to the last level ofWordNet one. After-
wards the hierarchy is enriched considering all the other kinds of
relationships inWordNet (see Table 3). Based on these relations
other terms are added in the hierarchy obtaining a highly connected
semantic network. The algorithm to extract the semantic network
from WordNet is described in pseudocode in Figure 2.

//---------------------------------------------------
// Semantic network extraction algorithm
//
// INPUT: Main_Synset: represents the synset chosen by user
//
// OUTPUT: Synset_List: the list returned from the function.
// It contains all SN synsets
//---------------------------------------------------
Synset_List CreateSN (Main_Synset)
{
Add Main_Synset to a Synset_List
Load from Wordnet the Category_terms of Main_Synset
Add founded synsets to Synset_List
While (Synset_List is not_empty)
Do {
Load from Wordnet all hyponyms of all synsets in Synset_List
Add founded synsets to Synset_List
}
Start from head_list
While(Synset_List is not_empty)
Do {
Load from Wordnet all synsets linked to all synsets in Synset_List using
all other linguistic properties (count outhyponimy and hyperonimy)

}
return Synset_List

}

Figure 2: The semantic network extraction algorithm

At present we have implemented low-level image features ex-

traction with the related multimedia ontology management tool.
The images are fetched using an image search engine (i.e. google
image) by means of a query with thesynset name inWordNet.
In addiction, the user can use words fromWordNet synset de-
scription or other ones manually added to refine her search. Once
images have been fetched, they are automatically added to the con-
sider concept; the user can also verify manually the accuracy of
fetching and manage ontologies by ad hoc interfaces. All the on-
tologies can be exported in OWL following a schema model de-
scribed in section 2. Multimedia features are extracted in according
to MPEG-7 standard descriptions defined in the proposed model
and the visual descriptor values are in the OWL file together with
the linguistic properties among concepts. Clearly, even if a knowl-
edge base could be large and detailed, it will never give us a high
level of specialization for every existing knowledge domains; the
proposed approach tries to give a solution to this problem. In fact
users can interact with the system in order to create a first onto-
logical knowledge representation or they can expand it or create a
new one. In addiction a user can associate multimedia represen-
tations to concepts. A user can modify the ontology structure as
a whole adding newMM and Concepts in the network, linking
MM andConcepts using arrows (lexical and semantic properties),
deleting nodes and arcs. The interaction with the semantic network
is archived by means of Java 3D libraries. We also present sev-
eral experimental results to show the accuracy of our model and
techniques in the population of multimedia ontology. The experi-
ments are conducted on visual MPEG-7 descriptors introduced so
far and implemented in well-known similarity metrics which use
single descriptors, their combination or some variations with im-
proved features; these implementations are based on [8]. In order
to have a reliable evaluation of our system and methods, we use
Caltech 101 [3], a dataset of digital images developed by the Cal-
ifornia Institute of Technology. To evaluate the accuracy of the
ontology population process, the outputs must be compared with a
ground truth. The ground truth is determined by humans and, in
our strategy, it is the categories set of the Caltech 101 dataset. The
whole Caltech 101 dataset has been used during the experiments.
We highlight that some categories are different from a conceptual
point of view but they can be similar using low level visual features
(e.g orange, sun, mars). We calculate what we call “local preci-
sion” simply considering the precision in the ontology population
using each category. In this case, recall is the same of precision,
because we consider each single category. The correspondence be-
tween the ground truth and association of images withsynsets has
been obtained by human manual inspection. Different classes of
precision have been defined for the system analysis output. The
Right Classificationclass is referred to the annotations fitting with
the relevance assessment given to the Caltech 101 categories; in
theWrong Classificationclass are all the images with an erroneous
analysis; with the labelGeneral Classificationwe suggest a too low
accuracy to satisfy the user needs but with a right beginning root
path;None Classificationis the tag for those images with none as-
sociation. The similarity has been calculated using images fetched
by Google search image API following the strategy previously dis-
cussed and the Caltech 101 dataset. The following graphs show the
results of our experimentation strategy. In Figure 3 is shown the
precision of each metrics in the multimedia ontology population
process calculated on all the Caltech categories. The best metric
is JCD followed closely by FCTH; both these metrics combined
some color and texture descriptors. We want also measure the pre-
cision in multimedia ontology population process using a combi-
nation of all MPEG-7 descriptors types. For this reason, we choose
JCD (color and texture descriptors) and MSER (shape descriptors)



Figure 3: Multimedia Ontology Population Accuracy

combined by means of sum [5], OWA [17] and CombMNZ [14]
functions. Figure 4 shows that OWA has the best performance.
This combining function is based on a wighted average of the used

Figure 4: Combined Metrics Accuracy

classifiers. The wights are chosen by experimental results of each
metric on the Caltech 101 dataset. We highlight that the overall
precision using a combination of all MPEG-7 descriptors has an
improvement of 10% with respect to the best single metric (JCD).

4. CONCLUSIONS AND FUTURE WORKS
The design, implementation, and reuse of existing ontologies is

a non-trivial task. Moreover, the complexity of multimedia data
must be taken into account to have a complete representation of
knowledge expressed using different “signs”. In this paper, a global
approach to define and develop multimedia ontologies has been
presented. Our framework is based on a simple and general for-
mal model for multimedia knowledge representation taking into
account a linguistic approach considered as the natural communi-
cation way between human agents. The ontologies are represented
using OWL. The evaluation in the process of multimedia ontology
creation and show the efficiency of our approach and the expres-
sive power of our model. The current research effort is based on
the use of the proposed model together with integrated multimedia
similarity metrics (i.e. textual and visual information) for docu-
ment content based analysis. Moreover, we are implementing an
extension of our system integrating peer-to-peer functionalities and
web services to share ontologies in the web. Extensive experiments
will carry on to show the effectiveness and the efficiency of the
proposed framework compared with similar approach.
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