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In recent years, graph neural networks (GNNs) have been successfully applied in many fields due
to their characteristics of neighborhood aggregation and have achieved state-of-the-art performance.
While most GNNs process graph data, the original graph data is frequently noisy or incomplete,
resulting in suboptimal GNN performance. In order to solve this problem, a Graph Structure Learning
(GSL) method has recently emerged to improve the performance of graph neural networks by learning
a graph structure that conforms to the ground truth. However, the current strategy of GSL is to
iteratively optimize the optimal graph structure and a single GNN, which will encounter several
problems in training, namely vulnerability and overfitting. A novel GSL approach called evolutionary
graph neural network (EGNN) has been introduced in this work in order to improve defense against
adversarial attacks and enhance GNN performance. Unlike the existing GSL method, which optimizes
the graph structure and enhances the parameters of a single GNN model through alternating training
methods, evolutionary theory has been applied to graph structure learning for the first time in this
work. Specifically, different graph structures generated by mutation operations are used to evolve
a set of model parameters in order to adapt to the environment (i.e., to improve the classification
performance of unlabeled nodes). An evaluation mechanism is then used to measure the quality of the
generated samples in order to retain only the model parameters (progeny) with good performance.
Finally, the progeny that adapt to the environment are retained and used for further optimization.
Through this process, EGNN overcomes the instability of graph structure learning and always evolves
the best progeny, providing new solutions for the advancement and development of GSL. Extensive
experiments on various benchmark datasets demonstrate the effectiveness of EGNN and the benefits
of evolutionary computation-based graph structure learning.

© 2023 Published by Elsevier B.V.
1. Introduction

Deep learning [1] has produced significant advancements in
atural language processing [2], computer vision [3], and other
ritical domains [4] in recent years, and it is mostly applied
o data in Euclidean space. In addition, the real world contains
substantial amount of non-Euclidean graph data, such as so-
ial networks, citation networks, chemical molecular interaction
etworks, and knowledge graphs. Deep learning has found signif-
cant success with data in Euclidean spaces, but it performs poorly
ith graph data. Recent GNNs [5] aggregate feature information

rom local neighborhoods in each convolution layer by success-
ully applying the rules of neighborhood message passing [6] to
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graph data. Existing GNNs have done the best at a wide range
of graph analysis tasks, such as classifying nodes [7,8], predicting
links [9–11], and many others [12–14].

Existing GNNs have been used effectively for numerous sce-
narios, but they rely on the assumption that the original graph
structure is real. Notably, this assumption is frequently invalid,
and the quality of the original graph structure is frequently un-
trustworthy. To begin with, the original graph is not always
owned. For instance, in computer vision [15,16], it is typically
generated using subjective prior knowledge. For another, the
original graph is typically noisy, and data loss is an unavoid-
able issue. In the chemical molecular interaction network, for
instance, the edges connecting nodes are primarily derived from
experimental data collected in the laboratory, and experimental
errors tend to distort the reality of the network. A crucial step in
GNNs is the aggregation of features. The neighborhood’s feature
information is aggregated and given to the neighborhood, and
then the learned node embeddings are implanted for downstream
tasks. It has been demonstrated that the performance of GNNs
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Fig. 1. A common framework for graph structure learning (GSL).
on untrustworthy graphs is far from optimal [17–19]. The per-
formance of the same GNN on graphs with varied homogeneity
(i.e., the adjacency of nodes typically belongs to the same cat-
egory) is typically rather distinct. In brief, the original graph is
rife with nonsensical and erroneous edges, which violates the
neighborhood aggregation condition of GNNs and degrades their
performance.

Graph structure learning (GSL) has received considerable at-
tention in order to construct the ideal graph structure. As shown
in Fig. 1, the goal of GSL is to learn the best graph structure and
the parameters of the GNN by going through a series of steps
until a predetermined stopping condition is met. Existing GSL
approaches can be split mostly into two types. One is based on
a single view, and the original graph is forced to be changed
into an optimal structure by imposing specific constraints. Among
these are: [20] promotes the training of graph neural networks
by relocating the influence of labeled nodes through neighbor
consistency scores; [17] generates new graph structures by learn-
ing the discrete probability distribution of connected edges on
the graph; [21] enhances the model’s generalization capability by
removing redundant and task-independent edges from the graph;
Pro-GNN [22] adds constraints, such as low rank and feature
smoothness, to obtain an ideal graph structure; [23] proposes
a memory-based message passing method that decouples the
messages of each node into self-embedded parts for identification
and memory parts for propagation and proves its effectiveness
in data sets with different homogeneity ratios. The second is to
reduce bias by fusing information from multiple perspectives and
comprehensively estimating the optimal graph structure based
on information from multiple perspectives, such as [24] based on
Bayesian reasoning and incorporating various observational data
into Bayesian models to reduce bias. [25] pulls out multiple basic
views from the original structure and uses different information
to decide on the best graph structure. [26] proposes a structure-
bootstrapping contrastive learning framework that optimizes the
topology of the graph through the data itself, without any la-
bels. [27] proposes to quantify the neighborhood identity with
Von Neumann enterprise and proposes the CAGNNs framework,
which enhances the performance of GNNs on heterophily datasets
by learning the neighbor effect of each node. However, exist-
ing methods still face the following challenges in reality: (1)
Learning GNN model parameters from one information source
will inevitably lead to bias. If the GNN model parameters are
learned separately under multiple measurement conditions, the
optimal solution is chosen based on principle, which makes the
results more stable. (2) The judgment of each view in multiple
views mainly depends on the discriminator and hyperparameter
settings. If the view that is most beneficial to the GNN model
can be determined without introducing additional mechanisms,
this can reduce the complexity of the model, thereby reducing

the problem of overfitting.

2

In order to solve these problems, this work studies a new
graph structure learning paradigm, i.e., the graph structure esti-
mator uses globally optimal node embedding feature to estimate
the graph structure. In the proposed learning paradigm, the GNN
model is copied into multiple models that are trained under
different graph structures, and then the optimal GNN model is
selected. In this case, a very natural question arises: How do we
choose the optimal GNN model in a principled way in this graph
structure learning paradigm? In order to solve these problems,
this work creates a graph embedding model (EGNN) based on
an evolutionary framework and treats the learning process of the
optimal model parameters as an evolutionary problem in order
to search for the best model parameters to improve the quality
of the node embedding feature. Specifically, the performance
metrics of GNNs serve as the environment (i.e., enhance the
classification performance on unlabeled nodes), and the graph
structure estimator evolves the population of GNN model pa-
rameters to adapt to the environment. Different graph structures
can guide the parameters of the GNN model to produce different
variations because varied graph structure estimators try to de-
scribe optimal graph structures from multiple perspectives, and
various graph structures enable GNN models to create differ-
ent model parameters to capture corresponding local structure
information. As producers in the proposed model, the popula-
tion of model parameters generates several variations depending
on different graph structures in order to produce environmen-
tally adapted offspring. Using the best classification performance
of the present GNN, the quality of every mutant offspring is
then evaluated. According to the ‘‘survival of the fittest’’ prin-
ciple, the underperforming offspring are eliminated, while the
well-performing offspring (i.e., producers) are maintained and
employed for further optimization.

Based on evolutionary algorithms to optimize model parame-
ters, the proposed EGNN overcomes the limitation of instability
of model parameters trained in multiple views and always retains
the optimal offspring (model parameters) generated by different
graph structure generators (i.e., mutations) by way of mutations.
Thus, we contribute to the development of GSL techniques.

To sum up, the contributions of this work are summarized in
three aspects:

(1) A GNN model parameter evolution problem is studied
within an evolutionary framework. The goal is to improve
the quality of node embeddings by optimizing model pa-
rameters. The evolution process adheres to the principle of
survival of the fittest and steadily improves the quality of
node embedding through ‘‘mutation-evaluation’’ of model
parameters.

(2) It is the first time that a new GSL framework based on
evolution theory has been proposed. The graph structure
estimator estimates the graph structure from the features
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of the nodes, uses different graph structure estimators as
mutation operations to create model parameter popula-
tions, and evaluates the best individual from the mutation
progeny to fit the environment.

(3) By conducting extensive tests on multiple challenging
datasets, EGNN’s ability to achieve a desirable performance
is demonstrated. In addition, several significant character-
istics of EGNN are investigated.

The remainder of this paper is organized as follows. In Sec-
ion 2, some related works are reviewed. In Section 3, prelim-
naries are introduced. In Section 4, the proposed EGNN model
s qualitatively analyzed. In Section 5, the proposed model is
uantitatively analyzed through experiments, and the work is
oncluded in Section 6.

. Related work

According to the research topic of this work, this section
rovides a quick overview of the most pertinent studies on graph
eural networks and graph topology learning, followed by a dis-
ussion of evolutionary algorithms for deep learning.

.1. Graph neural networks

Graph neural networks [28,29] fall into two broad categories:
raph convolution based on spectral decomposition and spatial
raph convolution based on spatial transformation. The approach
ased on spectral decomposition can be understood as a node
epresentation learning method based on graph spectral theory,
ith [30] first proposing a graph convolution network based on
he Laplacian spectrum of graphs. [31] uses Chebyshev polynomi-
ls to calculate the feature matrix in order to improve computing
erformance. [5] introduces a semi-supervised GCN node classifi-
ation model and enhances its accuracy and learning capacity by
ncreasing the network’s depth and decreasing the neighborhood
idth. Spatial graph convolution aggregates node neighborhood

eatures extracted from the spatial topology of graphs; [32] per-
orms inductive graph convolution by aggregating the neighbor
eatures generated from multiple iterations. When aggregating
eighbor nodes, [33] assigns a weight factor to each neighbor
ased on its characteristics. [34] presents a graph attention model
or multi-label learning to improve multi-label classification per-
ormance and interpretability. [35] offers an attention-based tem-
oral graph neural network and a spatial graph neural network,
hich adaptively assign the interaction weights of graph nodes in
he spatial and temporal dimensions using the attention mecha-
ism. We direct the reader to the most recent reviews [36,37] for
more exhaustive overview of graph neural networks. However,
he vast majority of these graph neural networks treat the original
raph structure as information that corresponds to the ground
ruth, severely limiting their ability to communicate uncertainty
n the graph structure.

.2. Graph structure learning

GNNs are constrained by the quality of the input graph struc-
ure, and efforts have been made to circumvent this limita-
ion [19,21,24]. In addition to these efforts, [25] suggests a mini-
um sufficient graph structure. By including requirements such
s low rank and feature smoothness, [38] achieves an ideal graph
tructure. In [10], a framework for optimum graph structure
earning on heterophily networks is proposed for different graph
ypes. [39] proposes a framework for learning the best graph
tructure on heterogeneous graphs. [40] describes a GaN-based
pproach for generating directed graphs that creates source and
arget nodes of nodes through joint learning.
3

This paper’s objective is not to examine a single GNN model
parameter but rather to study the evolutionary model parameter
population based on graph structure learning, to identify the
individuals who adapt to the environment as the parent, and the
parent continues to evolve new populations. In this manner, it
is possible to develop the model parameters and optimize the
graph structure estimator until the ideal combination is formed,
resulting in the best model.

2.3. Evolutionary algorithms for GNNs

In past research, evolutionary computing-related methods
have been widely used for computational tasks such as network
modeling, parameter optimization, and component design [41–
44]. An evolutionary algorithm is a mature global optimiza-
tion method with great robustness and broad applicability that
is inspired by natural evolution. It has self-organization, self-
adaptation, and self-learning properties. Individuals in a popula-
tion produce offspring via mutation and choose optimal solutions
based on fitness [45].

Recently, evolutionary algorithms have been developed to
overcome challenges in deep learning. Numerous attempts have
been made to optimize deep learning hyperparameters and con-
struct deep network topologies [46–48] via evolutionary search
in order to minimize human participation in designing deep
algorithms and automatically uncover optimal configurations.
Evolutionary algorithms have also been shown to be capable of
optimizing deep neural networks [49–51]. In addition, Genetic-
GNN [18] combines evolutionary learning with the selection of
model structures and hyperparameters to dynamically approach
each other’s optimal fit for deep learning on graph data. [52]
offers an approach to dissect changes in information flow in net-
works by employing evolutionary graphs to explain variations in
GNN predictions. [53] presents a new GNN component automated
learning framework based on evolutionary computation in order
to dynamically match the optimal combination of GNN structure
and model parameters.

This work is the first to explore the application of evolu-
tionary algorithms to graph-structured learning and consider the
learning process of optimal model parameters as an evolutionary
problem. In addition, unlike existing methods that merely op-
timize the parameters of a single GNN model, graph structure
learning is proposed to generate a population of GNN model
parameters, with the population predicted to gradually adapt to
its environment.

3. Preliminary knowledge

To support the proposed EGNN model, this section provides a
brief overview of the relevant prior knowledge.

3.1. Graph embedding

The target graph can be written as G = (A, X), where A ∈ Rn×n

is a symmetric adjacency matrix consisting of n unique nodes
and expressing a sequence of edges between nodes; Aij = 1 if
there is an edge between node i and node j, otherwise Aij =

0. X =
[
x1, x2, . . . , xN

]
∈ RN×D is the d-dimensional feature

matrix of n distinct nodes, so xi is the feature vector of node
i. The objective of graph embedding is to learn a mapping f :
G → {h1, h2, . . . , hn} from the input graph, where hi ∈ Rdl

is the low-dimensional vector representation of nodes, dl ≪
d is the dimension of the embedding vector, and f can be a
feature aggregation model whose parameters can be learned. In
this work, the mapping f is accomplished by means of semi-
supervised learning, i.e., in a given graph, only a small proportion
of nodes VL =

{
v1, v2, . . . , vl

}
are associated with the matching

labels Y =
{
y , y , . . . , y

}
, where the label of v is y .
L 1 2 l i i
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.2. Homogeneity of graphs

Common graph data (citation networks and knowledge graphs)
onform to the property of homogeneity, i.e., nodes usually have
dges with nodes of the same category, and their features are
imilar. However, in the real world, a considerable amount of
raph data contains noise. For example, two people with different
references in a social network may communicate, which shows
hat the nodes connected to each other do not belong to the
ame category of preferences, which can be interpreted as low
omogeneity in the social network. It is worth noting that het-
rogeneous graphs do not necessarily have poor homogeneity of
raph structures, as they depict graphs with different types (more
han 2) of nodes and edges.

[18] offers the homogeneity ratio H(g) to assess the homo-
geneity index of the graph, taking into account the homogeneity
of the node’s i-order neighborhood and represented as:

H(g) =
1
|V|

∑
v∈V

⏐⏐⏐∑u∈Ni(v)
(yu = yv)

⏐⏐⏐
|Ni(v)|

. (1)

The larger the value of the homogeneity ratio H(g) ∈ [0, 1], the
greater the homogeneity of the graph structure, and the smaller
the value, the lower the homogeneity.

3.3. Traditional GNNs

The majority of GNNs adhere to the neighborhood aggregation
paradigm [5], in which node features are updated by the node
itself and its neighborhood features. The expression for neigh-
borhood aggregation in Layer-l graph convolutional networks is:

hl
v = f

(
ϕ
(
hl−1
u | u ∈ N(v)

))
, (2)

where hl
v represents the hidden feature of the ith graph convolu-

tional network, h0
v = X , f (·) is the conversion function between

two graph convolutional layers, describing the change of the node
between each layer, and ϕ(·) is the neighborhood aggregation
function of the node that describes how features are transferred
between nodes. A classic graph convolutional network aggregates
and updates nodes in the following ways:

hl
v = σ

⎛⎝W
∑

u∈N(v)

hl−1
u
√
dudv

⎞⎠ , (3)

here W is the weight matrix applied to each node’s linear trans-
ormation, d is the node’s degree determined from the adjacency
atrix A + I , 1

√
dudv

is the weight between nodes u and v, and σ

s the nonlinear activation function. In order to prevent overfit-
ing, the graph convolutional layer typically has two layers. Due
o the nature of neighborhood aggregation, graph convolutional
etwork tend to produce suboptimal solutions on graphs with
ow homogeneity.

Based on the attention graph convolutional network, the fol-
owing formula is used to define the weights between nodes:

uv = a (Whu ∥ Whv) , (4)

where a is the feedforward layer parameter vector and ∥ indicates
the concatenation operation. According to the attention score,
the significance of a node’s neighbors can be determined, hence
reducing graph noise to some extent.
4

3.4. Motivation of EGNN

Based on the issue that conventional GNNs perform poorly
on graphs with poor homogeneity, we present the EGNN model,
which is an evolutionary framework-based graph neural network.
GNNmodels variation in various graphs, approaching the learning
of optimal model parameters as an evolutionary problem and
obtaining superior performance. Following is a description of the
proposed model.

4. Model description

In this section, the problem is first defined. Then, feature
extraction modules and evolutionary algorithms are introduced.
The advantages of the suggested model are elaborated upon by
exhibiting the mutation mechanism and EGNN evaluation. Finally,
the entire EGNN training process is introduced.

4.1. Problem definition

This work focuses on the semi-supervised node classification
challenge, and its objective is to steadily increase the quality
of graph embeddings based on an evolutionary framework, sat-
isfying the requirements of GNNs to develop better and more
robust node embeddings. The task of ‘‘GNN parameter evolution
learning’’ is as follows.

For the GNN parameter evolution learning task of this work,
the GNN parameter space Θ =

{
Θ1, Θ2, . . . , ΘEp

}
∈

R|Θ1|×|Θ2|×···×
⏐⏐⏐ΘEP

⏐⏐⏐ mutates individuals with different characteris-
tics in various graph structures, where Ep is the number of model
parameters in the GNN parameter space, and Θi=1,2,...,Ep ∈ R|Θi|

is the candidate in the GNN parameter set and represents a
potential solution in the parameter space. The parental mutation
produces several children with varying traits, and the optimal
individual (i.e., Θbest ) is tested for environmental adaptation. In
conclusion, the best embedding performance is achieved by using
GNN parameter evolution learning to create a robust model f ={
Θbest

1 , Θbest
2 , . . . , Θbest

Ep

}
.

4.2. Feature extraction module

The feature extraction module is also known as the graph
embedding module, which may effectively apply the structure
knowledge of the original graph and the similarity information
between nodes to downstream tasks. In this research, the tra-
ditional GCN model [5] is employed as the basis for our fea-
ture extraction module, which captures feature information about
neighbors. Given the node’s feature X and the adjacency matrix
A, the feature of the lth layer can be represented as:

H l+1
= σ

(
GCN

(
H l, A

))
∈ Rn×d, (5)

where the GCN model in Eq. (3) is adopted as the feature aggrega-
tion rule for the proposed EGNN model, where σ is the nonlinear
activation function and Z ∈ Rn×dz represents the node features of
the final layer.

4.3. Evolutionary algorithms

Throughout the entire evolution procedure, multiple graph
structures are initially constructed based on the graph structure
estimator. Next, the module for feature extraction trains a model
parameter population Θ based on different graph topologies,
where each individual represents a potential optimal solution in
the parameter space Θ . Each individual is assigned a fitness value
that indicates how effectively it adapts to its environment. This
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Fig. 2. The proposed EGNN model, a group of GNN models, evolves in a dynamic environment.
tudy anticipates that the population can progressively adapt to
ts surroundings, which means that the optimal option in the
arameter space can create more accurate and robust features for
he EGNN model, reaching state-of-the-art performance. The total
ramework is depicted in Fig. 2. The process of evolution can be
escribed as follows:
1. Initialization (multiple graph structures)
2. Mutations (model parameter population)
3. Evaluation (model parameter population)
4. While (the optimal individual is incapable of environmental

adaptation):
(a) Estimate (multiple graph structures)
(b) Mutations (population of model parameters)
(c) Evaluation (population of model parameters)
(d) Selection (population of model parameters)

5. Return the top membership of the model parameter popu-
lation
where the initialization stage and the estimate stage try to es-
timate several graph structures using the graph structure esti-
mator, and where each graph structure expresses the genuine
adjacency connection from distinct perspectives. In the mutation
step, new model parameters are generated and trained based on
various graph structures. The goal is to adapt new offspring to
environmental conditions through evolution. The evaluation step
tries to evaluate the quality or personal attributes of each off-
spring based on an environment-dependent fitness function. The
goal of the selection stage is to choose based on how healthy the
offspring are. Only the good-quality offspring will live, become
parents, and be used in the next step, training.

After each evolutionary stage, superior individuals are able to
generate more reliable node embeddings, and the classification
performance (environment) of unlabeled nodes is therefore up-
dated. The environment is designed to enable individual EGNN
parameters to boost the recognition performance of unlabeled
nodes, expressed as:

min
Θ,Q

L (A, X, YL) =
∑
vi∈VL

ı (fΘ (X,Q )i, yi) , (6)

where Θ is the parameter learned by EGNN, fΘ (X,Q )i is used to
give the anticipated value of node i, and ı(·, ·) is used to determine
the gap between the expected value of the node and the actual
label. The cross-entropy loss function, for instance, is used to
5

update the model’s parameters. Therefore, the environment can
continuously impose new and more stringent constraints to drive
the evolution of the model parameter population, resulting in
improved solutions. Next, the proposed mutation operator and
assessment are elaborated upon.

4.4. Mutations

Various forms of asexual reproduction are utilized to generate
the next generation of individuals. In particular, these mutation
operators correspond to distinct graph structures, which are re-
estimated precisely by the graph structure estimator. These graph
topologies are independent of one another and have distinct
properties from varying perspectives, hence offering distinct in-
formation regarding the labels for the model parameters. This
section introduces the mutations utilized.

4.4.1. Basic graph structure
EGNN begins by extracting various graph structures from a

graph. This paper employs three widely studied fundamental
graph structures: (1) the diffusion matrix A1, which provides a
global perspective of the graph structure [31]. Here, the heat
kernel instance of generalized graph diffusion is used to and
recalculate the first h nodes of each node, whose closed solution
is S = exp(tAD−1−t), where t is the diffusion time parameter and
D is A’s degree matrix. (2) The cosine similarity-based kNN graph
A2, which depicts the similarity in the feature space, determines
the edges by selecting the top k similar node pairs. The cosine
value of the angle between the vectors xi and xj is calculated as
follows:

S =
xi · xj
|xi||xj|

, (7)

(3) Based on the kNN graph A3 of the heat core, the similarity is
determined using Eq. (8), where t is the time parameter in the
equation for heat conduction, and t is set to 2.

S = exp

(
−

xi − xj
2

t

)
, (8)

These three graph structures {A1, A2, A3} convey distinct features
from several vantage points and serve as input to the EGNN
model.
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.4.2. Graph structure estimator
After providing the three graph structures, the EGNN model

e-estimates them to yield flexible graph structures that corre-
pond to the ground truth. In this research, a graph structure
stimator is used to estimate three fundamental graph structures
A1, A2, A3}. First, for graph structure A1, the node embedding H1

s derived using Eq. (5):
1
= σ (GCN (X, A1)) . (9)

The connections between the node pairs in the graph structure
1 are then reestimated based on the node embedding H1 learned
rom the graph structure A1. Regarding node v, the embedded
eatures are concatenated between nodes v and u, and then feed
his information into the MLP layer to obtain the weight w1

vu
etween the nodes:
1
vu = W1 ·

[
H1

v ∥ H
1
u

]
+ b1, (10)

here W1 ∈ R2d×1 represents the mapping vector and b1 ∈ R2d×1

epresents the bias vector. Next, normalize all of the node weights
o determine the confidence Q 1

vu that there is an edge between
odes v and u, as follows:

1
vu =

exp
(
w1

vu

)∑
k∈s1 w1

vk
. (11)

In order to reduce the hardware overhead, the information Qvu
s only calculated within a specified range S1. For example, only
he first k neighbors of the node are examined. Finally, when the
raph structure A1 is joined with the estimated graph structure
1, the following is obtained:
1
= A1 + α1

· Q 1, (12)

here α1
∈ (0, 1) represents the combination factor. Other

stimated graphs {V 2, V 3
} are calculated similarly to V 1.

Given a trained classification model, the graph structure es-
imator’s parameters are continuously tuned to define the loss
unction shown below:

in
ω

L = −
∑

V∈{V1,V2,V3}

∑
vi∈VL

yi ln Zi, (13)

here Zi is the prediction of training node vi.

.5. Evaluation

In the entire neural network based on an evolutionary graph,
valuation is the process of measuring individual traits or qual-
ties. A fitness function is created to evaluate each offspring
nd then decide the evolutionary direction (select the optimal
ndividual).

This section addresses two attributes: (1) personal traits and
2) qualities. When measuring a person’s personal traits, the
ross-entropy loss function is used to find the difference be-
ween the EGNN model’s prediction Z and the true label Y . This
ifference is referred to as the personal traits score:

L = −
∑
vi∈VL

Yi ln Zi. (14)

Notably, during training, the classification performance of un-
abeled nodes is continuously enhanced to the highest score,
ndicating the quality of the EGNN model parameters with each
teration of evolution. If the EGNN model’s prediction Z has a high
core, it is highly congruent with the actual label Y .
In addition to measuring individual traits, the evaluation stage

ocuses on the quality of the prediction Z created by the model
arameters and strive to increase the confidence of model pre-
ictions. Recently, [25] propose the importance ranking of node
6

predictions to provide a new perspective on the ability of node
predictions and to facilitate the effective training of model pa-
rameters.

This study used a similar methodology to assess the qual-
ity and stability of the predicted Z generated by the EGNN
model after undergoing various mutations. There are two specific
cases. First, it is assumed that the EGNN model mutates on
the graph structure V 1 to generate the predicted value Z1

v of
node v. In the first scenario, if Z1

v exhibits a sharp distribution
(e.g., [0.1, 0.1, 0.7, 0.1] for a four-item classification), whereas
the other three predictors {Z2

v , Z3
v } exhibit a smoother distribution

(e.g., one of them behaves as [0.25, 0.3, 0.25, 0.2]), in instances
where it is difficult for the other three models to be optimal, Z1

v

is selected as the optimal value. In another instance in which all
predicted values have the same maximum value (for example,
anticipated values Z2

v and Z3
v appear as [0.5, 0.2, 0.15, 0.15] and

[0.5, 0.4, 0.05, 0.05]), it is evident that Z3
v is more timid than Z2

v .
In conclusion, if a predicted value has a high maximum value
Zv,m in its classification performance and is significantly different
from the next maximum value Zv,nm, the model generating the
predicted value is more likely to make confident judgments,
hence receiving a higher High Quality Score. Using the aforemen-
tioned evaluation criteria, we conduct a quality evaluation of the
predicted value Z learned by each EGNN model, and the quality
evaluation score of prediction Z1 is stated as follows:

SZ1 =
∑
v∈V

eγ1

(
γ2 log Z1v,m+(1−γ2) log

(
Z1v,m−Z

1
v,nm

))
, (15)

where Z1
v is the expected value of node v on graph structure

V 1, and γ1 and γ2 are hyperparameters. This calculation does
not need the introduction of extra learning parameters, which
mitigates the overfitting issue to some degree. Similarly, the
quality evaluation scores of the EGNN model following mutation
on the graph structures V 2 and V 3 are SZ2 and SZ3 . Lastly, we
standardize its quality assessment score using SZ1 as an example:

FZ1 =
SZ1

SZ1 + SZ2 + SZ3
. (16)

Based on the above two fitness scores, the final fitness function
can be derived:

F = FL + FZ , (17)

higher fitness ratings for EGNN model parameters often result in
more confident judgments and enhanced predictive ability.

4.6. EGNN

After describing the proposed evolutionary algorithm and its
accompanying mutations and assessment, Algorithm 1 describes
the EGNN’s training procedure. The parameters of the GNN model
are viewed as the evolutionary population, the classification per-
formance on unlabeled nodes as the environment, the estimated
different graph structures as mutation factors, and the proposed
fitness function as an evaluation of whether environmental adap-
tation indicators exist. In each repeated evolution step, the GNN
model adapts to the present environment by mutating accord-
ing to various graph configurations. The ‘‘survival of the fittest’’
principle dictates that only well-behaved offspring survive and
join future evolutionary groups. Unlike classic GNN’s tyranny of
learning model parameters, EGNN learns and trains many GNN
model parameters depending on the graph structure, then selects
the model with the greatest classification performance in order
to deliver the most competitive solution. Consequently, during
the training process, the evolutionary algorithm not only largely
circumvents the limitation that the poor homogeneity of the
original graph structure causes the GNN to be in a suboptimal
solution, but also exploits the benefits of graph structure learning

to seek out better solutions.



Z. Liu, D. Yang, Y. Wang et al. Applied Soft Computing 135 (2023) 110040

1

1

1

1

1

1

t
F
p
e
t
s
a

5

5

c
A
a
s

Table 1
The statistics of the datasets.
Datasets Nodes Edges Classes Features Train Val Test

Polblogs 1,222 33,428 2 1,490 121 123 978
Citeseer 3,327 9,228 6 3,703 120 500 1,000
Wiki-CS 11,701 291,039 10 300 200 500 1,000
MS Academic 18,333 163,788 15 6,805 300 500 1,000

Wine 178 3,560 3 13 10 20 148
Cancer 569 22,760 2 30 10 20 539
Digits 1,797 43,128 10 64 50 100 1,647
Algorithm 1: EGNN
Input: original graph A, feature matrix X , labels YL,

iterations I , epochs{EΘ , ES}, hyper-parameter
{γ1, γ2}, amount of parents EP

Output: model parameters {Θ1, Θ2, ..., ΘEP }

1 Initialization: initialize basic graphs {A1, A2, A3}, initialize
model parameters {Θ1

0 , Θ2
0 , Θ3

0 };
2 for i = 1 : I do
3 for k = 1 : ES do
4 % Training Mutation Factors
5 The new graph structures are estimated according

to equation (12);
6 end
7 for l = 1 : EP do
8 % Training Classification Models
9 for j = 1 : EΘ do

10 Mutation model parameter Θ
l,j
child according to

equation (5);
11 Score F l,j according to equation (17);
2 end
3 end
4 Sort{F l,j

};

5 Θ1, Θ2, .., ΘEP ← Θ
l1,j1
child , Θ

l2,j2
child , .., Θ

lEP ,jEP
child ;

6 end
7 return model parameters {Θ1, Θ2, .., ΘEP };

5. Experiments

Extensive experiments are conducted in this section to test
he performance of EGNN for semi-supervised node classification.
irst, baseline trials of EGNN and existing approaches are com-
ared on several datasets, followed by the visualization of node
mbeddings. The graph structure estimator is then examined, and
he EGNN’s robustness is analyzed. The model’s hyper-parameter
ituation is then analyzed. Finally, the complexity of the model is
nalyzed.

.1. Experimental setup

.1.1. Datasets
Evaluate seven publicly accessible benchmark datasets and

lassify them according to whether they are graph-type data.
s shown in Table 1, use typical semi-supervised learning while
ssigning a different number of labels to each class in the training
et.

• Non-graph datasets: There are three non-graph datasets
available from SciKit-Learn [54]: Wine, Cancer, and Dig-
its. Construct a preliminary adjacency matrix for non-graph
datasets based on the processing of [55].
7

• Academic Networks: Both Citeseer [5] and Wiki-CS [56]
are citation network datasets, with nodes representing pub-
lications and edges representing citation relationships. MS
Academic [56] edges signify co-authors.
• Polblogs [22] is a blog dataset. Nodes are blog pages, edges

are links from one page to another, and node labels show
how political a blog is.

5.1.2. Baselines
To determine the efficacy of EGNN, it is compared to two

representative GNNs, including three graph neural network al-
gorithms (GCN [5], GAT [33], GraphSAGE [32]), and six graph
structure learning methods (LDS [57], ProGNN [22], SUBLIME [26],
IDGL [55], GEN [24], and CoGSL [25]). In order to be fair, exper-
imental comparisons are based on the source code provided by
the author and the way the original paper was set up.

5.1.3. Implementation details
EGNN generates four distinct basic graph structures as in-

put for each training set. During training, the graph structure
estimator selects a learning rate from 0.1, 0.01, and 0.001; the
classification model uses 0.01 as the learning rate; and each layer
has a separate learning rate. There is a 50% dropout rate, and
the Adam optimizer is utilized. For combined coefficients, the
search range for α is 0.1, 0.5, and 1.0. For hyper-parameters
γ1 ∈ {0.1, 0.3, 0.5, 0.9}, γ2 ∈ {0.1, . . . , 0.9}. The number of
optimization iterations I is set to 200, and the parameter with the
highest validation accuracy is saved for testing. For each method,
five separate tests with different random seeds were done, and
the average F1-macro, F1-micro, and AUC indexes were given to
measure the model performance.

5.2. Node classification

The results of evaluating EGNN’s performance on the semi-
supervised node classification task are presented in Table 2. All
datasets are divided into training, validation, and test sets and
evaluated based on three standard evaluation measures. ‘‘-’’ in
Table 2 shows that insufficient memory is available for experi-
mental comparison. The following are our observations:

• The performance of the proposed EGNN on the seven data
sets is generally better than that of other baselines, which
shows the effectiveness of adding the natural evolution
framework to the graph structure learning method. This is
because in graph structure learning, by evolving a group
of GNN model populations and selecting the optimal so-
lution in principle, graph structure learning will be more
stable, and better graph structure is more conducive to the
evolution of GNN models.
• Compared with the traditional GCN, the performance of the

proposed EGNN has great advantages. This phenomenon
is in line with our expectation that meaningless and false
edges in the original graph will prevent GCN from aggregat-
ing the correct information. This means that the proposed
EGNN can estimate a more reliable graph structure to pro-
mote the learning of the GNNmodel to obtain more effective
information.
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Node classification results (%). (Bold: best.).
Datasets Metrics GCN GAT GraphSAGE LDS ProGNN SUBLIME IDGL GEN CoGSL EGNN

Polblogs
F1-macro 95.1 94.1 93.3 94.9 94.6 94.4 94.7 95.2 95.6 95.8
F1-micro 95.1 94.1 93.4 94.9 94.6 93.5 94.7 95.2 95.6 95.8
AUC 98.5 97.4 98.1 98.1 98.3 98.2 98.2 98.0 98.3 98.9

Citeseer
F1-macro 67.4 68.4 67.1 69.4 63.1 69.5 69.2 68.7 69.9 70.3
F1-micro 70.1 72.2 70.1 72.2 65.6 72.5 72.6 73.0 73.4 74.3
AUC 89.9 90.2 90.5 91.3 88.2 91.2 91.1 88.4 91.47 91.5

Wiki-CS
F1-macro 68.8 70.1 69.2 54.6 63.8 71.1 69.1 68.4 72.2 73.2
F1-micro 70.8 73.8 72.2 53.7 68.3 73.4 72.7 71.1 74.5 75.9
AUC 95.2 95.6 95.0 88.8 93.3 95.6 92.0 91.6 96.4 96.3

MS Academic
F1-macro 89.4 86.7 88.9 – – 89.3 89.6 89.8 90.3 90.7
F1-micro 91.9 89.0 91.1 – – 90.5 91.9 92.0 92.4 92.2
AUC 99.4 99.2 99.4 – – 98.6 99.6 98.8 99.4 99.5

Wine
F1-macro 94.1 93.6 96.3 93.4 97.3 96.1 96.3 96.4 98.0 98.1
F1-micro 93.9 93.7 96.2 93.4 97.2 95.9 96.2 96.3 97.8 98.0
AUC 99.6 97.8 99.4 99.0 99.5 99.1 99.6 99.3 99.7 99.8

Cancer
F1-macro 93.0 92.2 92.0 83.1 93.3 93.6 93.1 94.1 94.4 94.9
F1-micro 93.3 92.9 92.5 84.8 93.8 93.5 93.6 94.3 94.8 95.4
AUC 98.9 96.9 96.9 90.6 97.8 97.6 98.1 98.3 98.3 98.4

Digits
F1-macro 89.0 89.9 87.5 79.7 89.7 90.2 92.5 91.3 92.9 93.8
F1-micro 89.1 90.0 87.7 80.2 89.8 90.7 92.6 91.4 92.9 93.9
AUC 98.9 98.3 98.7 95.1 98.1 98.9 99.4 98.4 99.4 99.5
Fig. 3. A visualization of the Citeseer dataset’s learned node embeddings.
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• Compared with the existing graph structure learning meth-
ods, the proposed method also has good performance. This
shows that the proposed evolutionary framework is helpful
for learning better graph structure and GNN model param-
eters. Because the best GNN model and its corresponding
graph structure can be judged in the evaluation steps of the
proposed evolutionary framework, there is no need to intro-
duce an additional mechanism to judge the graph structure,
which reduces the problem of overfitting.

5.3. Visualization

A low-dimensional vector visualization task on the Citeseer
ataset, EGNN (or GCN, GEN, CoGSL), is used as a comparison
or a more intuitive comparison and to further highlight the
erformance of the proposed model. Specifically, the final layer
f the hidden layer is output, i.e., the node embedding vector on
he test set prior to the output layer, and the node embedding
ector is visualized using the t-SNE method [58], as depicted in

Fig. 3.
In Fig. 3, the findings of GCN, GEN and CoGSL are not always

satisfying due to the fact that the degree of discriminating be-
tween nodes belonging to various categories is not evident and
there are several coincidences. EGNN performs best in visualiza-
tion, where the learned embeddings have a clearer structure and
show that nodes from different classes are close to each other and
nodes from different classes have clear borders.
8

5.4. Graph structure estimator analysis

The proposed EGNN has three fundamental graph structures as
inputs, each of which will be re-estimated using the graph struc-
ture estimator. To test the effectiveness of the graph structure
estimator described in Section 4.4.2, the model is first trained,
followed by the selection of three estimated graph structures. The
performance of three original graph structures, three estimated
graph structures, and the final evolutionary fusion are afterwards
compared. The datasets Citeseer, Wine and Digits are chosen for
comparison. Fig. 4 depicts the outcomes. A_1, A_2, and A_3 are
the original graph structures, whereas V_1, V_2, and V_3 are the
estimated graph structures.

The following conclusions can be drawn from the experimen-
tal results: (1) All the estimated graph structures V are improved
ompared with the corresponding original graph structures A,
hich shows that the graph structures learned by the graph
tructure estimator are effective in helping GNN aggregate mean-
ngful information. (2) The value of graph A_2 in Wine dataset is
igher, while the value of graph A_3 in Digits dataset is higher,
hich indicates that using multiple graph structures is more
eaningful for dealing with datasets with different characteris-

ics. (3) EGNN is always better than the other six cases, which
erifies the effectiveness of adding a natural evolution framework
o the graph structure estimator. (4) Comparing the results in
ig. 4 and Table 2, it can be seen that although only a single
stimated graph V is used, it still has some performance ad-
antages over the traditional GCN model. This shows that the
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Fig. 4. Effectiveness testing of graph structure estimators.
Fig. 5. Results from various models in scenarios where random edges are added.
Fig. 6. Results from various models in scenarios where random edges are deleted.
m

raph structure estimator plays an important role in the proposed
ethod.

.5. Defense analysis

On the Citeseer, Wiki-CS and Cancer datasets, the defensive
erformance of many models is evaluated in this subsection.
ccording to the strategy described in [55], the edges of the
hree datasets are attacked and random additions and deletions
re made. Select the poison attack [59] option here. Construct
n attack network on each of the three datasets before using
t to train the model. GNNs that support structure learning are
ypically more robust than other GNNs due to their capacity to
earn graph structures based on ground-truth data. Consequently,
roGNN, GEN, IDGL, and CoGSL were chosen as controls.
For adding edges, randomly add 25%, 50%, and 75% of the

riginal number of edges to each of the three datasets (if no
uch edges exist). For deleting edges, 5%, 10%, and 15% of edges
re randomly removed from the three datasets, but no orphan
odes are introduced. In addition, as both CoGSL and the pro-
osed EGNN require numerous inputs at the start of training for
9

correct evaluation, multiple inputs are attacked with the same
percentage. All experiments are performed five times, and Figs. 5
and 6 display the test outcomes. In addition, EGNN-1, EGNN-
2, and EGNN-3 each signal that one of EGNN’s inputs is under
assault, whereas EGNN implies that all three inputs are under
attack.

In both instances of the three datasets, EGNN achieves supe-
rior outcomes compared to other models. The performance gap
grows more obvious as the graph structure is greatly perturbed,
indicating that EGNN is more robust. Also, when all of EGNN’s
graphs are attacked, it still does better than other GSL models.
This shows that the proposed model is still effective when sub-
jected to brute-force attacks. It can thus be concluded that the
proposed model is able to defend against edge attacks.

5.6. Sensitivity of hyper-parameters

In this section, the effects of the change of hyper-parameters
on the Citeseer and Digits datasets on the model performance
are discussed, including the first h-hop neighbor in the diffusion
atrix, the coefficient k in Cosine kNN, the coefficient k in Heat
1 2
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Fig. 7. Analyze the impact of the hyper-parameter range on the Citeseer dataset.
Fig. 8. Analyze the impact of the hyper-parameter range on the Digits dataset.
Table 3
The amount of time(s) that the models are run on the datasets.
Datasets Polblogs Citeseer Wiki-CS MS Academic Wine Cancer Digits

GCN 0.0077 0.0093 0.0186 0.0285 0.0068 0.0074 0.0076
CoGSL 4.0426 8.7512 3.3483 7.488 1.0002 1.817 11.6314
EGNN 6.8452 12.849 6.7338 10.0581 1.5705 0.5429 14.0387
core kNN, and the parameters γ1 and γ2 in . As shown in Figs. 7
and 8, the same is true for other datasets.

The first h-hop neighbors in the diffusion matrix. It can
e seen from the two data sets that when h is less than 100,
he model performance reaches its maximum, and the maximum
alue of the Citeseer data set is 40. It can be seen that the
easonable selection of the range has an impact on the correct
onnection of the graph structure.
Thresholds k1 and k2. The two coefficients in the two data sets

enerally show an upward trend first and then a downward trend.
he reason may be that when the value of k is small, information
ill be lost, and excessive k will introduce more noise edges.
Parameter γ1. Verify the influence of γ1 in . When the param-

ter γ1 = 0.1 or so, the model performance reaches its best, and
ther values will affect the model performance.
Parameter γ2. The effect of γ2 is also verified in , and it

s observed that with the increase of parameter γ2, the model
erformance first improves and then decreases. Basically, when
he parameter γ2 is about 0.5, the model performance is optimal,
nd other values will damage the model performance.

.7. Complexity

The computational complexity and execution time of the pro-
osed method are analyzed. The complexity of each iteration
ithin EGNN mainly involves the updating of Θ , the inference of
raph structure V , and evaluation steps. Concerning the learning
f parameter Θ , the optimization of all GNN models in the group
an be performed in parallel, so the computational complexity is
(EΘNd), where N is the number of nodes and d is the dimension
f hidden nodes. As for the learning of graph structure V , the
omputational complexity is O(Nd) since all graph structures can
e calculated in parallel. The complexity of the assessment is
(N logN). In conclusion, the complexity of iteration I is about
(IN(d(EΘ +1)+ logN)). The Table 3 depicts the average training
ime for each step of the proposed method and the baseline
ethod across all data sets. This shows that mutation operations
an ensure diversity in search, but the convergence speed is
10
slower than that of traditional GSL methods. Noteworthy is the
fact that the computational complexity of the proposed method
can be optimized using Ball Tree [60], which can be utilized in
our future work.

6. Conclusion and future work

In this paper, the application of natural evolution theory to
graph structure learning is investigated for the first time, and
its effectiveness is demonstrated. To implement this framework,
an evolutionary algorithm is designed to evolve a population of
GNN models to adapt to dynamic environments (i.e., the clas-
sification performance of unlabeled nodes). Compared with the
traditional GSL method, the evolutionary paradigm can select the
best offspring without introducing additional mechanisms and
parameters, which improves the robustness of EGNN. Extensive
experimental results confirm the effectiveness of the proposed
EGNN.

Future work will investigate the interaction between graph
structure learning and model parameter learning via evolution-
ary computation in greater depth. Intuitively, the optimal model
parameters can be developed through the construction of various
graph structure estimators and classification models. But figuring
out how to describe the search space is still hard, and this leads
to a more complicated evolutionary strategy.
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