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ABSTRACT

Deep clustering has made remarkable progress in recent years. However, most
existing deep clustering methods assume that distributions of different clusters are
balanced or roughly balanced, which are not consistent with the common long-
tailed distributions in reality. In nature, the datasets often follow long-tailed dis-
tributions, leading to biased models being trained with significant performance
drop. Despite the widespread proposal of many long-tailed learning approaches
with supervision information, research on long-tailed deep clustering remains al-
most uncharted. Unaware of the data distribution and sample labels, long-tailed
deep clustering is highly challenging. To tackle this problem, we propose a novel
contrastive mixup method for long-tailed deep clustering, named ConMix. The
proposed method makes innovations to mixup representations in contrastive learn-
ing to enhance deep clustering in long-tailed scenarios. Neural networks trained
with ConMix can learn more discriminative representations, thus achieve better
long-tailed deep clustering performance. We theoretically prove that ConMix
works through re-balancing loss for classes with different long-tailed degree. We
evaluate our method on widely used benchmark datasets with different imbalance
ratios, suggesting it outperforms many state-of-the-art deep clustering approaches.
The code is available at https://github.com/LZX-001/ConMix.

1 INTRODUCTION

Despite the rapid advancements in deep clustering in recent years, these methods often struggle to
be directly applied in real-world scenarios due to a lack of consideration for the long-tailed distribu-
tions. Unlike the commonly used uniform distributed datasets in labs, the datasets in nature usually
present Zipf long-tailed distributions over classes, where major classes (head classes) have more
samples compared to minor classes (tail classes) (Feldman, 2020). Training with class-imbalanced
datasets naturally leads to biased models with significant performance drop (Hou et al., 2023). Meth-
ods with supervision information have been continuously proposed to eliminate the negative impact
of long-tailed distributions on model training. Re-sampling (Ando and Huang, 2017; Han et al.,
2005; He and Garcia, 2009; Shi et al., 2023) balances the number of samples for each class partic-
ipating in model training. Re-weighting (Cui et al., 2019; Park et al., 2021; Lin et al., 2017; Ren
et al., 2020; Tan et al., 2020) aims to re-balance loss of different classes through different weights.
Logit adjustment (Menon et al., 2020; Tian et al., 2020; Wu et al., 2021) seeks to adjust prediction
logits to correct biased models. Although these methods and their sequels can alleviate the perfor-
mance drop caused by long-tailed distributions, they are all label-dependent and unable to directly
use for unsupervised learning. As without the supervision information, it will be difficult to ac-
curately distinguish between head class and tail class samples. Inspired by (Hooker et al., 2019),
SDCLR (Jiang et al., 2021) prunes network to identify difficult-to-memorize samples, usually atyp-
ical and rare samples. In long-tailed self-supervised learning, SDCLR achieves good performance,
but atypical and rare samples cannot be equated with tail class samples. Due to the large number
of samples, there are also many atypical samples in the head classes, and tail class samples may
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not necessarily be rare. Meanwhile, the common pseudo labeling in deep clustering is not accu-
rate under long-tailed distributions, as distance-based labeling methods like K-means (Hartigan and
Wong, 1979) generally lead to uniform distribution results. Therefore, difficulties in differentiating
head class and tail class samples pose challenges in extending label-dependent long-tailed learning
to long-tailed deep clustering.

In recent years, deep clustering has been witnessed sustained development due to the advancement
of self-supervised representation learning (Van Gansbeke et al., 2020; Niu et al., 2022; Huang et al.,
2023; Li et al., 2021b; 2022; Yu et al., 2023; Shen et al., 2021). But unlike self-supervised learning
that can be further fine-tuned with labels, deep clustering lacks supervision information, thus is more
severely affected by long-tailed distributions. Given long-tailed deep clustering is naturally more
challenging than deep clustering on uniform datasets, few methods propose solutions on long-tailed
deep clustering. We notice a very recent work P2OT (Zhang et al., 2024) makes contributions to
express pseudo labeling by progressive partial optimal transport for imbalance clustering. However,
the method is based on pre-trained DINO (Caron et al., 2021) and is to fine-tune the last block of
ViT-B16 (Dosovitskiy et al., 2020) instead of training from scratch. Hence, the bias affected by
the long-tailed distribution in the overall model is relatively weak. In contrast, the purpose of our
work is to propose a method that can train a model from scratch while alleviating the affect of the
long-tailed distributions.

The challenges in long-tailed deep clustering is primarily on three main points. (i) The lack of label
information renders us unable to directly differentiate between samples from head classes and tail
classes, as well as leading to lack evidence that are conducive to distinguishing samples of different
classes. (i) While experimental observations can identify difficult-to-memorize (e.g., SDCLR (Jiang
et al., 2021)) instances, these do not necessarily equate to tail class samples. (iii) Prior research
(Zhang et al., 2023) has highlighted the feature space occupied by samples from head classes is
often larger than that of tail classes, whereas existing clustering algorithms tend to produce clusters
that are balanced in sizes. Under such extremely constrained conditions, we only know that tail
class samples are scarce compared to the abundance of head class samples. The core of the problem
becomes whether we can implicitly leverage the inherent characteristics of long-tailed distributions
to enhance deep clustering.

Mixup (Zhang et al., 2018) always leads to robustness and generalization in supervised learning
(Zhang et al., 2021). In long-tailed supervised learning, mixup has been proved to benefit represen-
tation learning by improving complexity and diversity of datasets (Zhong et al., 2021). However,
in a unsupervised manner, input-level mixup may harm representation learning due to the inability
to learn semantically meaningful representations for clustering. Therefore, Manifold Mixup (Verma
et al., 2019), a supervised method which interpolates representations in the feature space for better
representations, is referable.

Inspired by Manifold Mixup (Verma et al., 2019), we propose to extend multi-sample mixup at
representation level to long-tailed deep clustering. In detail, we multi-sample in every batch and
interpolate representations learned in contrastive learning to synthesize new representations. Unlike
previous works (Kalantidis et al., 2020; Zhang et al., 2022) only using the synthesized represen-
tations to form negative pairs with the original representations, we directly use synthesized repre-
sentations for further learning. Neural networks learned in this manner can obtain discriminative
representations to benefit long-tailed deep clustering. We name the proposed method ConMix, a
shorthand for Contrastive Mixing.

In summary, our main contributions is as follows:

* We propose a contrastive mixup at representation level for long-tailed deep clustering. In this man-
ner, models can effectively alleviate the bias caused by long-tailed distributions and obtain compet-
itive clustering performance.

* Most existing mixup methods primarily focus on supervised learning and input-level mixing. We
have found an effective multi-sample representation-level mixup method that can be used for directly
training networks in unsupervised learning thus extend it to deep clustering.

* We provide theoretical proof of the proposed method. In unsupervised conditions, it is very difficult
to distinguish between head class and tail class samples and find a right antidote. But our method
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can implicitly re-balance the losses of head and tail classes, which is similar to many long-tailed
supervised learning approaches.

2 RELATED WORK

2.1 DATA IMBALANCE

In reality, data distributions always follow long-tailed distributions where head classes are dominate
and tail classes are minor. In long-tailed distributions, supervised learning methods tend to overfit
samples from head classes and underfit those from tail classes, leading to poor generalization perfor-
mance. To address this issue, numerous methods have been proposed, including re-sampling (Ando
and Huang, 2017; Han et al., 2005; He and Garcia, 2009; Shi et al., 2023), re-weighting (Cui et al.,
2019; Park et al., 2021; Lin et al., 2017; Ren et al., 2020; Tan et al., 2020), and logit adjustment
(Menon et al., 2020; Tian et al., 2020; Wu et al., 2021; Jia et al., 2024). Besides, methods (Kang
et al., 2020; Zhong et al., 2021; Hou et al., 2023; Chu et al., 2020) based on two-stage decoupled
training scheme, which decouple representation learning and classifier training, have achieved ex-
cellent performance in recent years. However, these methods rely on the prior provided by labels in
long-tailed datasets, which is absent in unsupervised scenarios. Very few self-supervised methods,
including (Jiang et al., 2021; Zhou et al., 2022; Liu et al., 2021), propose solutions for addressing
class imbalance specifically. Usually, they implicitly increase the weights for rare samples training.
These prove effective under self-supervised frameworks but do not readily translate to long-tailed
deep clustering, where the aim is to enhance discriminability for all samples, spreading out the dis-
tribution of different classes while those from the same class to cluster closely together, rather than
merely improving the learning of underrepresented ones. As for long-tailed clustering, the first work
is (Zhang et al., 2024), which trains and fine-tunes on pre-trained DINO (Caron et al., 2021). How-
ever, to our knowledge, no method trained on long-tailed datasets from scratch has been proposed.
Our objective is to delve deeper into the implications of long-tailed distributions on deep clustering
and figure out how to solve it. Therefore, it is necessary to train models from scratch on long-tailed
datasets that are specifically designed for this task.

2.2 DEEP CLUSTERING

Deep clustering aims to learn good representations and cluster samples in an unsupervised manner.
DEC (Xie et al., 2016) and its variants (Li et al., 2018; Yang et al., 2017; Peng et al., 2023; 2021)
train the model iteratively by autoencoder reconstruction loss. Although these methods can achieve
better performance than traditional clustering, deep clustering methods based on autoencoders find
it difficult to capture the complex structural features of input samples. Some methods based on sim-
ilarity between samples (Chang et al., 2017; Ji et al., 2019; Tao et al., 2020) are proposed for more
accurate partitions. Pseudo-labeling-based methods (Van Gansbeke et al., 2020; Tian et al., 2017;
Niu et al., 2022; Xu et al., 2023) employ pseudo labels in deep clustering to guide network training.
But how to obtain pseudo labels of both high quality and quantity is a problem that needs to be con-
sidered. Due to the advancement of contrastive learning framework, including SimCLR (Chen et al.,
2020), Moco (He et al., 2020), BYOL (Grill et al., 2020), etc, contrastive-based deep clustering has
been massive proposed, including (Van Gansbeke et al., 2020; Niu et al., 2022; Huang et al., 2023;
Li et al., 2021b; 2022; Yu et al., 2023; Shen et al., 2021). They either simply use contrastive learn-
ing as representation learning, then train pseudo-label-based classifiers on good features, or propose
contrastive-learning-based algorithms to make representations more discriminative, or directly out-
put clustering results based on contrastive learning. For example, SCAN (Van Gansbeke et al., 2020)
first trains a feature extraction network by SimCLR for subsequent pseudo-labeling; ProPos (Huang
et al., 2023) innovatively integrates prototype-level SImCLR and instance-level BYOL; CC (Li et al.,
2021b) is based on SimCLR and directly train a prediction network for clustering.

2.3 Mixup

Mixup (Zhang et al., 2018) has demonstrated its efficacy in improving model generalization in su-
pervised learning. Generally, Mixup regularizes the model by interpolations of the inputs and corre-
sponding labels. Its variants (Uddin et al., 2021; Yun et al., 2019; Yao et al., 2022) make advance-
ments on the form of interpolation or the strategy for sample selection. On the other hand, Mani-
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fold Mixup (Verma et al., 2019) interpolates in the feature space to guarantee a smoother decision
boundary. Interpolations in the feature space inspire some mixup-based methods in self-supervised
learning. In some methods (Kalantidis et al., 2020; Zhang et al., 2022), feature space mixups are
used to generate hard negative samples for contrastive learning.

3 METHOD

3.1 PRELIMINARIES

Contrastive Learning. Contrastive Learning, including SimCLR (Chen et al., 2020) and SDCLR
(Jiang et al., 2021) learns instance-level visual representations via pulling positive pairs close and
pushing negative pairs away. We assume an instance-level representation v;. v;" forms its positive
pairand v, € V are included in negative pairs, where V" is a set of negative samples for v;. Then
contrastive loss in SImCLR can be defined as:

N

1 s (vi, v, 7)
= — J— 7 1
Lor N ; log s (vi, v, 7) + 3 - ey s (vi, v, 7)) M

where T is a temperature parameter and s(u, v, 7) = exp(u ' v/7) when u and v are £5-normalized
representations. Usually, v; and 'vj' are different augmented versions of the same input sample and
v, are other representations in the batch, excluding v; and v;".

Manifold Mixup. Manifold Mixup (Verma et al., 2019) linearly interpolates feature in hidden layers
to encourage flatter class representations that possess better generalization. As a supervised method,
the mixup of feature z; and z; is defined as:

Zsyn:)\-zi—&-(l—)\)-zj
ygsyn :Ayzz +(1_)\) 'ija

where y, represents the label vector of a and mixing coefficient A ~ Beta(a, ).

2

We extend Manifold Mixup to contrastive-learning-based deep clustering to reduce model bias
caused by long-tailed distributions. Considering that mixup at the input level may mislead unsu-
pervised models, we instead sample semantic representations to synthesize new mixed ones. Mean-
while, to obtain more diverse synthetic features, we choose multi-sampling instead of pairwise sam-

pling.
3.2 MOTIVATION

In recent years, deep long-tailed learning has made great progress, for the purpose that deep learning
models can be better suited to real-world application scenarios (Zhang et al., 2023). However,
the majority of proposed methods focus on learning with supervision information. Without label
information, it becomes hugely challenging to perceive the long-tailed distributions. Hence, very
few works are dedicated to long-tailed unsupervised learning, especially long-tailed deep clustering,
as introduced in Section 1 and 2. As long-tailed self-supervised methods focus on training hard-to-
memorize samples, a method for deep clustering should aim at enhancing the handling of overall
long-tailed distributions therefore mitigating model bias. Inspired by Manifold Mixup (Verma et al.,
2019) in Eq. (2), as well as previous practice of mixup in long-tailed supervised learning (Zhong
etal., 2021), we propose a mixup-based method under the framework of contrastive learning, which
significantly enhances the model training on long-tailed distributions, even outperforms state-of-the-
art deep clustering methods.

3.3 CoNMIX

In our method, we follow the framework of SimCLR (Chen et al., 2020), including its network
structure, data augmentation, and loss function. Consider a unlabeled long-tailed dataset of size
N: {x1,x9,...,x£x}. In SimCLR framework, each input x; is data-augmented twice, and the two
augmented versions are fed into two different network branches in SimCLR. Given N inputs, the
network will output 2N representations {v1, va,...v2n}. Let us assume, for each ¢ € [1, N], v;
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and v;4y are positive pairs from the same input while others are negative pairs. In representa-
tions from distinct inputs {v1,vs,...vx}, we randomly generate M synthesized representations
{z1, 22, 23, ...z } in below manner:

z _ 1
Zm = H27m||’ where Zz,, = m Z Vg, 3)
™2 " keU,n
where || - ||2 is the £5-norm, enabling the synthesized representations available for contrastive learn-

ing, U,, is a set of indexes belonged to original representations which synthesize z,, and | - | denotes
the number of elements in the set. In each batch, we randomly assign tags within [1, M] to original
representations from the same network branch {v;, va, ...vx }. The generation of tags follows a uni-
form distribution with equal probabilities ﬁ and original representations with the same tag are used
to synthesize one particular representation in the manner of Eq. (3). This multi-sampling schedule
results in synthesized representations with different numbers of v;. Not only does it obtain more
diverse synthesized representations, but it also assigns different weights to different samples, simi-
lar to how mixup does. We use the exact same method to synthesize {214 a7, Zo4 A1, 23405 ---220M }
from {v14 N, V24N, V34N, -.-V2n }, including the same random tags, ensuring that z; and z; 5/ are
generated from the same samples of different augmentations. In above manner, we extend the origi-
nal positive and negative sample pairs to the synthesized positive and negative sample pairs: z; and
z;+r are the new positive pairs synthesized from the same input samples while others are negative.
For simplicity, z;~ represents the positive sample of z;. Then the contrastive loss in ConMix can be
formulated as below:

r 1 22]% 1 s (zi, z;r, T) @
CM = 577 —log oM )
2M i=1 k=1 1[k7£i]5 (Zuzkﬂ')

where 1(;,;) is an indicator function. It equals 1 when &k # i, otherwise 0. In the ConMix frame-
work, the loss contrast average features of multiple representations instead of individual representa-
tions. It can be seen as a augmented form of mixup at representation level.

4 THEORY

ConMix can improve the performance of long-tailed deep clustering without the need to distin-
guish between head and tail samples in advance because it can re-balance the loss between head
and tail classes. In the existing work on long-tailed supervised learning (Hou et al., 2023; Kang
et al., 2020; Menon et al., 2020), many approaches focus on balancing the loss across different
classes, that is, artificially reducing the loss for head class samples and increasing the loss for tail
class samples, in order to correct for biased models. These methods are relatively simple to im-
plement when supervised information is available, but it becomes much more challenging in an
unsupervised setting. As ConMix mixups representations from different classes, it can implicitly
achieve the loss-balance via improving the loss of tail class samples and reducing the loss of head
class samples. We have uncovered this perspective through theoretical analysis. The following is
our proof.

We first rewrite the L, in a form alike Lconmix and then simplify it (the detailed derivation is in
Appendix C.1) :

2N 2N
1
Lcr, = ﬁZlogz1[k¢i]exp(fCL(vi,'vk,'uj')/f), 5)
=1 k=1

where for, (v, vy, v)) = v, (v, — v}).

In Eq. (5), for(vi, vk, v;") calculates the similarity difference between each sample v; with its
particular negative sample v;, and with positive sample 'vj' . For a specific v;, its loss value depends
on the difference between the similarity of all negative sample pairs and the similarity of positive
pair. However, since fcr,(v;, vg, v;’ ) cannot measure the contribution of individual representation
to the total loss, so we propose a new function hcr, (v;):

2N 2N
hen(v;) = Z Lz foL(vi, v, v;) = Z Ljpziv; (v — v). (6)
k=1 k=1
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In the Eq. (6), the larger hcr, (v;) is, the larger the sum of fcr, (v;, , +)s associated with the specific
v; is, thus the greater the loss associated with v; is in L¢r,. In other word, hcr,(v;) indicates the
contribution of representation v; to the total Lcr,. From the Eq. (6), we can see that in a long-tailed
distribution, head class representations always have greater loss for more similar negative pairs from
the same class, leading to a biased model. On the contrary, samples from tail classes, due to their
scarcity of similar instances, tend to incur smaller loss and are consequently overlooked during
training.

As for ConMix, we also need to measure the impact of individual v;, but the situation is slightly
different. Loy can be similarly rewritten as a form of fom(z;, 2k, z;' ):

oM 2M
‘CCM - 2M Zlogzlk;é eXp(fCM(zZazk?a )/T)7
=1 k=1
(7)
where fom (24, 2z, 2 Z l[k#]z (21 — 2; ),

To measure the impact of an individual v; on Lcy, we assume that z,, is the synthesized represen-
tation corresponding to v;, and calculate the difference in all fonm (2, , zj )s when v; synthesizes
z, versus when it does not (the detailed derivation is described in Appendix C.2):

hCM U’l ZfCM zfmzya ZfCM z;pazy7 /+)
y=1
(8)

—Zv vk—Zv v — (2M + 1) Zv Vg,

keS; kES*

where 2! is synthesized from all representations composed of z, except v;. S; and Sj are the sets
contain indexes of original representations from z, and z; respectively, as v; synthesizes 2z, and v;r
synthesizes z;". := denotes the assignment operator. Note that we have made simplification to omit
the normalization of the synthesized representations and the proposed hcyy is adapted to align with
hct, for better comparison. hcy (v;) indicates the contribution of v; to Lcn, and larger Aoy (v;)
leads to larger L. Based on the distinction in similarity (inner product) of representations across
different classes, now we can propose a new theorem to explain how ConMix re-balances the loss
between head and tail class samples.

Theorem 1. Let the similarity between representations within the same class is roughly the same
Sw and the similarity between samples of different class is also roughly the same sp. Sy, > Sp.
And in ConMix, the number of original representations composing each synthesized representation
is roughly equal, and their class distribution aligns with the overall class distribution. Then in
the long-tailed distributions, for a head class representation vy, and a tail class representation v,
hem(vn) — hem(ve) < how(vn) — hew(ve).

The detailed proof of Theorem 1 is in the Appendix C.3. Given that hcm(vn) — hem(vy) <
hor(vn) — hew(ve), the loss of vy, is relatively lower in ConMix compared to contrastive learning,
and v, has larger loss in ConMix relatively compared to contrastive learning. That is, ConMix can
relatively lower the loss of head class samples and increase the loss of tail class samples, thus
achieve loss re-balance implicitly.

5 EXPERIMENTS

5.1 EXPERIMENTAL SETUP

5.1.1 DATASETS AND LONG-TAILED SETTINGS

We conduct experiments on three benchmark datasets, including CIFAR-10 (Krizhevsky et al.,
2009), CIFAR-20 (Krizhevsky et al., 2009) and STL-10 (Coates et al., 2011). Among them, CIFAR-
20 is a version of CIFAR-100 that uses 20 super-classes. Since these three datasets are all balanced
datasets, we manually generated a total of six long-tailed distributions using two imbalance ratios:
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5 and 10. The imbalance ratio, which is the ratio of the maximum and minimum classes, controls
the long-tailed degree of data distributions. We generate the sample number for each class following
the setting in (Tang et al., 2020; Zhou et al., 2020; Cao et al., 2019), where the number of each
class in long-tailed distributions exponentially decreases. We use the train dataset in CIFAR-10 and
CIFAR-20, both train and test dataset in STL-10 (due to its small train dataset) for long-tailed deep
clustering, following (Tao et al., 2020). Besides, we have also conducted experiments on CIFAR-
10 with an imbalance ratio of 100 and on Tiny ImageNet (Le and Yang, 2015) with an imbalance
ratio of 10, further demonstrating the effectiveness of ConMix in scenarios with more long-tailed
distributions and a greater number of classes. We also report clustering results on ImageNet-LT (Liu
et al., 2019) in Appendix F to demonstrate the effectiveness and generalization of ConMix.

5.1.2 IMPLEMENTATION DETAILS

We use ResNet-18 (He et al., 2016) as the backbone for all experiments, unless otherwise specified.
We train all methods for 1000 epochs and report results of the last epoch for fair comparisons. We
use a batch size of 512 for all methods unless otherwise specified. We hope to mixup semantically
meaningful representation, thus we train our model only using SDCLR (Jiang et al., 2021) for the
first 200 epochs. Then we train our model only with ConMix. We set synthesized representation
number M = 100 in all experiments, although applying diverse M on different datasets may lead
to performance improvements. Following compared methods (Huang et al., 2023; Yu et al., 2023;
Tao et al., 2020; Li et al., 2023), we use K-means for final representation clustering. Other specific
training settings can be found in the Appendix A.

5.2 MAIN RESULTS

In this section, we evaluate the proposed ConMix with both baseline and state-of-the-art deep clus-
tering methods on various benchmarks with different imbalance ratio, including 5 and 10. We com-
pare ConMix with nine methods. SimCLR (Chen et al., 2020), MoCo (He et al., 2020), and BYOL
(Grill et al., 2020) are self-supervised learning methods which can learn general representation.
SDCLR (Jiang et al., 2021) is a long-tailed self-learning method specially proposed for long-tailed
distributions. CC (Li et al., 2021b) is a deep clustering method based on contrastive learning, and
it outputs clustering assignment directly. IDFD (Tao et al., 2020), CoNR (Yu et al., 2023), ProPos
(Huang et al., 2023) and DMICC (Li et al., 2023) improve better representations for deep clustering.

We evaluate the effectiveness of long-tailed deep clustering using four distinct metrics, including
accuracy (ACC), class-averaged accuracy (CAA), normalized mutual information (NMI), adjusted
rand index (ARI). Aside from CAA, all are common metrics for evaluating clustering performance.
Due to the fact that in long-tailed deep clustering, the same distribution is used for training and test-
ing, accurate head class prediction may lead to undeservedly high ACC. Thus, We introduce CAA
(class-averaged accuracy), which is the average accuracy of each class, to compare the performance
of different methods fairly. The results of comparison of our method with diverse approaches are
shown in Table 1 and 2, and the best result are displayed in bold. In Table 1 and 2, we can observe

Table 1: Clustering results (in percent %) of various methods on three benchmark datasets with
imbalance ratio = 5.

Datasets CIFAR-10 CIFAR-20 STL-10
Metric | ACC CAA NMI ARI | ACC CAA NMI ARI | ACC CAA NMI ARI
SimCLR | 414 46.1 405 246 | 397 387 404 238 | 28.6 303 239 118
MoCo 388 42,1 36.1 238 | 268 257 245 121 | 384 389 349 222
BYOL 51.8 525 522 341 | 359 347 364 215|392 407 336 229
SDCLR | 44.1 505 434 38.0| 402 387 403 238 | 358 374 344 193
CC 252 209 183 147 | 160 12.0 180 000 | 415 300 462 224
IDFD 567 63.0 51.8 37.1 | 312 307 305 162 | 416 412 396 243
CoNR 414 435 349 233 | 238 234 216 12.1 | 324 313 29.0 182
ProPos 514 592 522 341 | 40.7 393 42,6 264 | 372 393 345 218
DMICC | 406 425 369 254 | 252 231 206 7.5 | 459 456 453 355
ConMix | 61.6 654 598 456 | 428 41.0 439 27.7 | 489 49.7 488 359

that ConMix achieves comprehensively superior performance compared to other comparative meth-
ods. General representation learning methods do not necessarily yield inferior results compared to
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Table 2: Clustering results (in percent %) of various methods on three benchmark datasets with
imbalance ratio = 10.

Datasets CIFAR-10 CIFAR-20 STL-10
Metric | ACC CAA NMI ARI | ACC CAA NMI ARI | ACC CAA NMI ARI
SimCLR | 394 425 384 237 | 344 337 369 198 | 277 281 225 115
MoCo 37.0 408 347 230 267 250 240 12.1 | 381 328 348 237
BYOL | 46.0 458 51.8 36.6| 364 347 384 219 | 373 354 338 241
SDCLR | 389 443 425 265 | 378 359 396 229 | 346 379 322 173
CcC 40.6 275 439 188 | 199 143 219 1.1 | 43.0 353 447 254
IDFD 475 549 484 331 | 287 272 286 151 | 386 347 368 228
CoNR 314 443 292 178|203 179 173 8.0 | 348 325 307 21.0
ProPos | 46.1 493 525 342 | 36.8 33.6 40.1 225 | 356 382 372 239
DMICC | 366 395 368 259 | 247 219 207 10.1 | 413 419 387 303
ConMix | 53.3 582 571 408 | 41.7 393 436 27.0 | 474 48.7 482 339

deep clustering methods, as they merely focus on learning good individual-level representations.
Some deep clustering methods may collapse to very poor performance on long-tailed distributions,
primarily because the majority of samples are predicted to belong to a few dominant classes (e.g.,
CoNR and CC on CIFAR-20). Therefore, to apply deep clustering methods effectively to the natu-
rally occurring long-tailed distributions, it is essential to adequately address long-tailed distributions.
Moreover, some methods achieve high ACC but not so high ARI (e,g, IDFD on CIFAR-10), which is
due to insensitivity to class imbalance, leading to some class being dispersed across multiple clusters
or multiple classes being incorrectly grouped into a single cluster.

5.3 ABLATION STUDY

We have conducted an extensive series of ablation studies on CIFAR-10 with imbalance ratio of 10
to comprehend the underlying reasons for the experiments’ effectiveness, as shown in Table 3. We
have conducted an experiment to employ input-level mixup (Zhang et al., 2018) under the SimCLR
framework in an unsupervised manner, with all settings consistent with ConMix. We can observe
that in the context of long-tailed unsupervised learning, mixup does not enhance the model gener-
alization. In fact, it slightly diminishes the model performance. We think that the model is unable
to learn certain original features from the mixed images, which results in a decline in the model
representation learning capability. Besides, we conducted unsupervised Manifold Mixup, which
interpolates hidden features in the random hidden layer as described in (Verma et al., 2019). We
have also conducted pairwise ConMix, where synthesized representations are generated by pairing
samples instead of using multi-sample combinations. Note that input-level mixup, unsupervised
Manifold Mixup and pairwise ConMix all sample mixing coefficients from beta distributions and
utilize a 200-epoch SDCLR warmup. Their experimental results show that both mixup only at the
representation level and multi-sampling strategy work effectively. We apply SDCLR to warmup
ConMix for 200 epochs to ensure meaningful representations to mixup later. However, the ex-
periments suggest that the effect of this warmup is marginal and does not play a decisive role. It
can be inferred that mixup at representation level is more robust compared to input level, because
representation-level mixup does not impede the model to learn good representations. Our attempt to
substitute SDCLR with SimCLR for warmup also yields desirable results. Note that the method we
adopted in experiments is ConMix w/ SDCLR warmup as described in Section 5.1.2.

Table 3: Ablation study (in percent %) of various methods on CIFAR-10 with imbalance ratio = 10.

Metric ACC CAA NMI ARI

Input-level mixup 36.8 378 283 195
SimCLR 394 425 384 237
Unsupervised Manifold Mixup 494 543 544 382
Pairwise ConMix 50.7 56.1 56.8 39.8

ConMix w/o SDCLR warmup  50.6 56.1 55.8 39.6
ConMix w/ SimCLR warmup  51.3 564 564 39.8
ConMix w/ SDCLR warmup  53.3 582 57.1 40.8
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5.4 CLUSTERING IN MORE LONG-TAILED SCENARIOS

We have also conducted experiments under more long-tailed conditions, where ConMix outperforms
several approaches as well. We compare ConMix with some representation learning methods and
state-of-the-art deep clustering methods when the imbalance ratio reaches 100 on CIFAR-10. How-
ever, we have neither explored scenarios with even longer tails nor conducted experiments across
multiple datasets at this imbalance ratio, primarily because there remains considerable room for
improvement when the imbalance ratio is less severe. In Table 4, the clustering performance on
CIFAR-10 with imbalance ratio = 100 is shown. Although the advantages of ConMix over other
methods are marginal in terms of ACC and CAA, it still demonstrates significantly improved per-
formance in NMI and ARI. This suggests that the distribution obtained by ConMix is closer to the
true underlying distribution.

Table 4: Clustering results (in percent %) of various methods on CIFAR-10 with imbalance ratio =
100.

Methods SimCLR SDCLR BYOL CoNR ProPos DMICC ConMix

ACC 322 32.8 335 28.1 38.2 31.3 40.4
CAA 31.6 323 355 20.9 383 26.1 385
NMI 36.4 394 43.1 25.6 42.4 41.1 53.4
ARI 20.2 22.2 253 14.6 24.9 224 33.5

5.5 CLUSTERING ON THE LARGE-SCALE DATASET

Following (Huang et al., 2023; Yu et al., 2023), we have evaluated on Tiny ImageNet, which contains
200 classes. Since Tiny ImageNet is a balanced dataset, we created a long-tailed version with an
imbalance ratio of 10, as described in Section 5.1.1. The results are shown in Table 5. It can be
seen that our method still performs better on large-scale long-tailed datasets. Some deep clustering
methods perform worse than the baseline methods. We believe this is because these methods assume
class balance and perform better under balanced conditions, but do not work as effectively under
imbalanced conditions. This also demonstrates the necessity of studying long-tailed deep clustering.

Table 5: Clustering results (in percent %) of various methods on Tiny ImageNet with imbalance
ratio = 10.

Methods SimCLR SDCLR BYOL CoNR ProPos DMICC ConMix

ACC 16.0 14.6 16.1 8.8 15.0 9.2 16.5
CAA 14.2 12.9 14.0 8.2 13.2 8.8 14.5
NMI 33.9 35.2 342 28.2 34.4 28.7 34.9
ARI 7.9 8.6 8.6 39 7.5 3.7 8.3

5.6 CONMIX BENEFITS REPRESENTATION LEARNING

To further investigate the impact of ConMix on representation learning, we test the distributions of
representations in each class for CIFAR-10 when the imbalance ratio is 10. We gauge the compact-
ness of class-specific representations by the average similarity within each class, and the separability
from other classes by the average dissimilarity between representations within a class and those of
other classes. Ideally, the former should be high, indicating a tight grouping of representations within
the same class, while the latter should be low, suggesting a clear distinction between representations
of different classes. As shown in Figure 1, the proposed ConMix can definitely improve the sim-
ilarity within the same class and dissimilarity between different classes, jointly indicating that the
representations become more discriminative and the biased model has been corrected effectively.

5.7 CONMIX WORKS ON UNSEEN BALANCED DATASETS

Experiments above are conducted by training on imbalanced datasets and testing on the same
datasets, which is a common practice in deep clustering. Although we employ the CAA to indi-
cate the average clustering performance across different classes, the employed K-means tends to
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Figure 1: Class-wise similarity and dissimilarity on CIFAR-10 with imbalance ratio = 10. The index
of classes ranges from O to 9, and the number of samples is decreasing. Left: class-wise similarity
indicates the average similarity between all samples within the same class, the higher the better. It
can be seen that ConMix can significantly improve this indicator, especially for tail class samples.
Thus tail class samples are more compact in high-dimensional space. Right: Class-wise dissimilarity
indicates the average similarity between samples within and outside the indexed class, the lower the
better. It can be seen that ConMix can significantly lower this indicator, especially for head class
samples. It can inferred that head class samples are more discriminative from tail class ones after
ConMix.

form clusters based on the overall data distributions. To further examine the practical performance
of these biased models trained on long-tailed distributions, we apply models to cluster on balanced
datasets. Specifically, we train models on CIFAR-10 with an imbalance ratio of 10 and then evaluate
them using the test set of CIFAR-10 as the balanced benchmark. In test set of CIFAR-10, each class
has 1,000 samples, which are not present in the train set. Given that the data used for testing is
unfamiliar to the models, the clustering results indirectly reflect model generalization, as shown in
Table 6. We also train ConMix on a balanced CIFAR-10 dataset, using an equivalent total number
of samples as in the long-tailed CIFAR-10 (name as ConMix-B in Table 6). The performance of this
balanced model was likewise evaluated on a test set, revealing that the performance drop induced by
the long-tailed distribution is approximately 5%, highlighting that ConMix is robust to imbalanced
data distributions.

Table 6: Clustering results on balanced test set by models trained on CIFAR-10 with imbalance ratio
= 10 or balanced CIFAR-10 with equal number of samples.

Methods SimCLR SDCLR BYOL CoNR ProPos DMICC ConMix ConMix-B

ACC 53.8 54.6 63.2 36.1 55.1 40.7 67.9 72.3
NMI 46.4 47.2 51.9 27.7 53.9 332 59.5 62.3
ARI 36.0 36.4 41.8 16.5 41.5 20.0 52.1 56.3

6 CONCLUSION

In this paper, we introduce a novel method for long-tailed deep clustering, aiming at mitigating
the bias caused by training models on long-tailed distributions. The proposed method, ConMikx,
performs multi-sampling linear interpolation at the representation level, effectively extending mixup
to deep clustering and contrastive learning. This simple yet effective approach achieves remarkable
performance, when compared to state-of-the-art deep clustering methods on several benchmarks
datasets. ConMix effectively enhances representation learning, yielding more compact within-class
and more separated between-class representations, which are highly conducive to clustering. We
also theoretically demonstrate that ConMix implicitly re-balances the loss between head and tail
classes in long-tailed learning, thus avoid the common issue in contrastive learning where losses for
head classes tend to be larger and those for tail classes tend to be smaller. However, long-tailed deep
clustering still lags significantly in performance compared to both long-tailed supervised learning
and balanced supervised learning. We posit that there is a need for more research to focus on this
largely unexplored realm, in order to advance the development and application of deep clustering.
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A TRAINING SPECIFICS

Here we provide the training specifics that are omitted in the main text due to space limitations.
Following (Chen et al., 2020), we set the first convolution layer with kernel size 3x3 and stride
1, and remove the first max-pooling layer for all experiments on CIFAR-10 and CIFAR-20 due to
their small image sizes. For ConMix, we adopt the stochastic gradient descent (SGD) optimizer,
whose learning rate is 0.5, weight decay is 0.0001 and momentum is 0.9. We adopt the cosine decay
learning rate schedule to update the learning rate by step, with 10 epochs for learning rate warmup.
The temperature 7 in NT-Xent is 0.2. We adopt the data augmentation methods described in (Chen
et al., 2020).

To avoid the uncertainty caused by K-means random initialization, all methods evaluated by K-
means will be averaged over 10 trials with different random seeds. Regarding the parameters set-
tings for other comparative methods, we directly adopt the configurations as specified within their
respective papers.

Our experiments are based on Pytorch and all models are trained on NVIDIA GeForce RTX 4090
GPUs. It takes approximately five to seven hours on a single GPU to train a model under different
long-tailed distributions in the Section 5.2, with the actual time depending on factors such as the
size of the dataset.

B MULTI-SAMPLE STRATEGY BENEFITS CONMIX

5 60 4
8 o so
g 3 100
g M 200
Z 504
5 @500
=
= 40 4 ’-’L
(=]
3 _
=
c; T T T

ACC CAA NMI ARI

Figure 2: Clustering Results (in percent %) of Different Tag Numbers on CIFAR-10 when Imbalance
Ratio = 10.

We demonstrate through ablation studies that the pairwise ConMix remains effective, albeit less
so than multi-sample methods. Herein, we further investigate the impact of the tag number M on
clustering performance. In our experiments, we employ the long-tailed distribution using CIFAR-10,
with an imbalance ratio of 10. We set the tag number M to 50, 100, 200, and 500 respectively. The
results indicate that the clustering performance is not significantly influenced by the tag number,
unless the multi-sample mixup strategy itself is severely hindered. Due to the batch size of 512,
when M is set to 500, the multi-sample approach diminishes considerably, leading to a drop in
experimental performance.

C DERIVATIONS AND PROOFS OF THE FORMULAS

Due to space limitations, we have omitted the derivation and proof of the formula in the main text.
In this section, we will provide detailed derivations and proofs of formulas that appear in the paper.

15



Published as a conference paper at ICLR 2025

C.1 DERIVATION FOR fcr,

The L¢y, in Eq. (1) can be rewritten into a form of fcy, in Eq. (5):

Lo = i%—log 2Ns (vi,v;",r) _ L %105; Ziﬁl l[k#]s(vi,vk,T)
2N ~ 21 Lpzgs (vi, o, 1) 2N o s (vi, v, 7)
'ul,vk, T) 1 X 2N exp(v, vy, /7)
2N Zzllong ki ) N W;loggl[k#] exp(v; v} /7)
= Zlongk#exp § (vx —v])/7) ®
2N pt
2N 2N
= ZIOgZIk;ﬁz exp(fer (vi, vk, ;1) /7),
i=1 k=1

where fcor(v;, vkwf) = v;r (v — vf)

C.2 DERIVATION FOR hcum

To measure the contribution of the individual v; to the total loss L, we propose a new function
hCM (’Ui ) .

oM oM
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where U,, U, and U denotes the set contains indexes of representations synthesizing z,, z, and z;
respectively. |-| denotes the number of elements in the set. 2., is synthesized from all representations
composed of z, except v;. S; and Sj are the sets contain indexes of original representations from
z, and z; respectively, as v; synthesizes z, and 'vf synthesizes z;. := denotes the assignment
operator. To simplify the problem, we have excluded the effects of normalization. To align with
Eq. (6), we do not take into account the weighted average coefficients needed for each similarity.
These changes do not affect the measurement of the impact of individual samples on the overall
loss, as they are random factors in the experiments. Instead, these changes make the theory more
straightforward to explain.

C.3 PROOF FOR THEOREM 1

To prove that hon(vy) — hem(v:) < hern(vr) — hen(ve) for head class representation vy, and
tail class representation v, we first define some constants: N, is the number of representations
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that belongs to the same class as the head class representation vp; Np,, is the number of repre-
sentations that are not of the same class as the head class representation vy,; Ny, is the number of
representations that belongs to the same class as the tail class representation v¢; Ny, , is the number
of representations that are not of the same class as the tail class representation v;. Given intra-class
similarity s,, and inter-class similarity s;, we can compute the outcome of hcr,(vy,) — her(ve) as

below:

her(vn) — her(vy)

2N
= Ly (v, v, — v v)) Z Lz (v vk — v v])
k=1
2N
=Y (wvr— v vf) =Y (0] vr — v/ o) = (v vn — vy v)) + (0] v — v V)
k=1
2N 2N
:Z(U;vk _U;U}j) _Z('UtT'Uk _'UtT'Uj> — (1= suw)+ (11— suw)
k=1 k=1 (11)
2N 2N
=Y (v —vvf) =Y (v vy — v/ v))
k=1 k=1
:Nh Sw+Nh Sb—2N—(Nt Sw-l-NtoutSb 2N)
—Nh Sw + Nhout Nt — Ntoutsb
=2N5sy — Np,_,,Sw + th‘tsb — 2Ny + Ny, 5w — Nt . 50
:(Ntout - Nhout)sw - (Ntout - thu,)sb

=(Ntgur = Nhoue) (5w — 53).
The hea(vr) — hewm(vt) can be derived in a similar manner as below:

hCM(’Uh) — hewm(vy)

—th'vk— thvk— (2M + 1) th'vk— Z'ut Uk—thTvk— (2M +1) th vk)

keSy kes; keSt kes;
2N
—thvk—thvk+vhvh—vhvh (2M +1 thvk—
k=1 kesi kes;y

th 'kathTvk+vt v, — v v — (2M + 1) th vg)

kest kesy
—thvk— Z vhvk— (2M +1) Z 'uh'uk— th vV — Z viTo, — (2M + 1) Z ’Ut Vi)
kes; kes; kes; kest
—thvk—QM—l—Q thvk— vatvk— (2M +2) thvk
kes) kesf
—Z'vh'vk thvk— (2M + 2) thvk—i— 2M +2) thvk
kes} kesf

12)
Note that in the above Eq. (12), we have made equivalent substitutions: kesy, v,j'vk with
Zkeg+ vy vy and 3, g, v vy, with 37, o+ v v, And from Eq. (11), we can derive that

k LU g — Zk v vk = (Ne,,, — Ni,.,)(Sw — $p). So we can further connect hcn (vp) —
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hem(ve) and her, (v) — her(ve) as below:
hen(vn) — hon(vr)

=(Ntpe = Nigo) (50 — 55) = M +2) Y v o+ (2M +2) Y v/ v
kes; kest (13)

:hCL(vh) — hCL('Ut) + (QM + 2) Z ’U;r’vk — (2M + 2) Z ’U;’Uk.
kest kes)

As the number of original representations composing each synthesized representation is roughly
equal, and their class distribution aligns with the overall class distribution in the assumption, Sy
usually has more representations within the same class as vy, than S; has within the same class as
vy Thus, (2M +2) 3, s, v/ v — (2M + 2) > kes, v} v < 0. Along with Eq. (13), we can
conclude that

hem(vn) — hem(ve) < how(vn) — hen(ve). (14)

Then the Theorem 1 is proven and ConMix is proven theoretically to relatively reduce the loss of
head class samples and increase the loss of tail class samples, thus achieving loss re-balance.

D CLUSTERING RESULTS ON BALANCED DATASETS

We further trained and tested the performance of different methods on balanced datasets. The dataset
configurations and experimental setups refer to (Huang et al., 2023). Specifically, we trained differ-
ent methods using ResNet-18 for 1000 epochs on CIFAR-10 and CIFAR-20. Since ConMix does not
leverage some advanced techniques suitable for balanced clustering, we propose an updated version
of ConMix called ”ConMix+Propos” that embeds ConMix into Propos (Huang et al., 2023). We first
train the model with the loss of ConMix for 500 epochs, then train it with Propos for another 500
epochs. The total number of training epochs for this updated version is the same as other methods.

We have reported the results of the balanced dataset in Table 7. We have also provided the clustering
performance on the datasets with an imbalance ratio of 10 for better comparisons.

Table 7: Clustering results (in percent %) of various methods on balanced datasets and imbalance
datasets with an imbalance ratio = 10.

Datasets CIFAR-10 CIFAR-20

Data Type Balanced Imbalanced Balanced Imbalanced
Metric ACC NMI ARI | ACC NMI ARI | ACC NMI ARI | ACC NMI ARI
SimCLR 728 639 567 | 394 384 237 | 454 438 288 | 344 369 1938
SDCLR 714 624 548 | 389 425 265 | 446 433 276 | 378 39.6 229
CcC 79.0 705 637 | 406 439 188 | 429 431 266 | 199 219 1.1
IDFD 81.5 71.1 663 | 475 484 3311 | 425 426 264 | 2877 28.6 15.1
Propos 91.6 851 835 | 46.1 525 342|578 582 423 | 368 40.1 225
ConMix 809 707 656 | 533 571 408 | 46.0 455 298 | 41.7 43.6 270
ConMix+Propos | 92.0 853 833 | 53.8 58.8 428 | 59.2 584 425 | 438 474 303

Compared to the baseline methods (SimCLR, SDCLR), ConMix demonstrates significant perfor-
mance improvements on both the balanced datasets and the long-tailed datasets.

Compared to recent deep clustering methods (CC, IDFD, Propos), ConMix shows improvements
on long-tailed datasets but may not perform as effective as Propos on balanced datasets. Note that,
ConMix still outperforms CC and IDFD on most cases even on the balanced datasets.

However, the updated version “ConMix+Propos” performs the best on both balanced datasets and
long-tailed datasets, showing that adding some recent deep clustering techniques on ”ConMix” will
further improve its performance and robustness.

Moreover, we also notice that existing deep clustering algorithms perform well on balanced datasets
but suffer severe performance degradation on long-tailed datasets. We believe this is due to these
methods making assumptions that are aligned with balanced datasets. While they can achieve good
laboratory performance, they are less suitable for realistic long-tailed distributions. This further
underscores the importance of research on long-tailed deep clustering.
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E CLUSTERING RESULTS OF DIFFERENT CLUSTERING TECHNIQUES

Our primary consideration for using K-means as the clustering method is that most of our compared
methods utilize K-means (except for Contrastive Clustering which directly outputs the clustering
assignments). So the use of K-means allows us to achieve a fair comparison.

However, we have investigated the impact of different clustering methods on the performance of
ConMix. We tried the Gaussian Mixture Model (GMM) (Reynolds et al., 2009) on the learned
embedding of ConMix to obtain cluster assignments. We use two methods to initialize¢ GMM: one
is to initialize using K-means, and the other is random initialization. We denote these two cases as
GMM-k and GMM-r. Besides, we tested the performance of agglomerative clustering (Lukasova,
1979) on ConMix (we refer to the method briefly as AC). The detailed results are in Table 8.

Table 8: Clustering results (in percent %) of different clustering techniques on imbalance datasets
with an imbalance ratio = 10.

Datasets CIFAR-10 CIFAR-20 STL-10
Metric | ACC CAA NMI ARI | ACC CAA NMI ARI | ACC CAA NMI ARI
K-means | 53.3 582 57.1 408 | 41.7 393 43.6 27.0 | 474 484 482 339
GMM-k | 63.6 481 59.1 531 | 372 354 427 237|506 407 473 34.1
GMM-r | 50.3 490 58.7 447 | 31.3 222 349 18.1 | 459 460 462 31.5
AC 598 622 588 465 | 390 37.0 420 200 | 474 514 49.7 335

Compared with these methods, we can find that different clustering methods can all lead to good per-
formance, validating the effectiveness of our method ConMix. However, for different datasets, the
methods achieving the best performance may vary. For example, on CIFAR-10, GMM-k achieved
the highest ACC, NMI and ARI, while AC achieved the highest CAA. On CIFAR-20, K-means per-
formed the best. On STL-10, GMM-k obtained the best results in terms of ACC and ARI, while AC
achieved the highest CAA and NML

F CLUSTERING RESULTS ON IMAGENET-LT

To further validate the effectiveness and generalization capability of ConMix, we conducted ex-
periments on the long-tailed dataset ImageNet-LT (Liu et al., 2019). It is the long-tailed subset of
ImageNet-1K (Deng et al., 2009), consisting of 115.8K images spanning 1,000 classes, with sample
number ranging from 1280 to 5. Following (Li et al., 2021a), we trained a ResNet-50 for 200 epochs
and reported the results of the last epoch. We compare ConMix with three baseline methods (Sim-
CLR, SDCLR, BYOL) and three recent superior deep clustering methods (IDFD, CoNR, DMICC).
The results are in the Table 9. The experimental results demonstrate that our method still performs

Table 9: Clustering results (in percent %) of various methods on ImageNet-LT.

SimCLR SDCLR BYOL IDFD CoNR DMICC ConMix

ACC 14.7 13.7 14.8 4.42 6.38 5.24 154
CAA 11.3 10.5 10.9 5.58 6.85 5.94 12.2
NMI 514 50.3 50.6 35.6 389 379 51.6
ARI 9.14 9.30 10.2 1.17 2.19 1.83 114

well on ImageNet-LT, proving its effectiveness and generalization capability. At the same time, It
may be surprising that recent state-of-the-art methods perform worse than the baseline methods.
The reason is that they make assumption that data are balanced distributed, which conflicts with the
real distribution of the data. This phenomenon indicates the limitations of current deep clustering
methods in handling long-tailed data and highlights the urgent need for research into long-tailed
deep clustering.

G EMPIRICAL ANALYSIS ON THE IMPACT OF CONMIX

We conducted experiments on CIFAR-10 with imbalance ratios (IR) of 1, 2, 5, 10, 20, 50, and
100. And we provide the empirical analysis from the perspective of the compactness of the learned
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representations for different classes. Specifically, we train the baseline SimCLR and ConMix on
CIFAR-10 under different imbalance ratios and calculate the class-wise similarity for each class.
Class-wise similarity denotes the average similarity of samples within the same class and can indi-
cate the compactness of representations of different classes in the feature space. Thus, to facilitate
the description, we will refer to this metric as “compactness” below. We categorize the 10 classes
of CIFAR-10 into Many, Medium, and Few categories based on the number of samples, following a
3:4:3 ratio. We first calculate the compactness for each class, then compute the average compactness
for the three categories.

Moreover, we propose a new metric, denoted as F/My, which represents the ratio of the Few category
compactness to the Many’s, to measure the balance between head classes (Many) and tail classes
(Few). The larger F/My is, the greater the discrepancy in compactness between head classes and tail
classes is, indicating a more severe impact of the long-tailed distribution. The results are shown in
the Table 10.

Table 10: The comparison of compactness and F/My on CIFAR-10 with different imbalance ratios.

Method Many Medium Few F/My
IR=1 SimCLR 0.08 0.08 0.11  1.39
ConMix  0.16 0.16 020 1.25
IR=2 SimCLR  0.05 0.08 0.11 225
ConMix  0.13 0.16 026 1.98
IR=5 SimCLR  0.03 0.08 0.16 4.74
ConMix  0.10 0.17 035 3.36
IR=10 SimCLR ~ 0.03 0.08 022 774
ConMix  0.08 0.18 043 4.85
IR=20 SimCLR  0.02 0.09 0.26 10.36
ConMix  0.08 0.20 046 5.69
IR=50 SimCLR  0.02 0.12 0.27 13.11
ConMix  0.12 0.27 036 5.08
IR=100 SimCLR  0.02 0.13 025 12.55
ConMix  0.07 0.26 030 4.22

From the table, we can derive the following empirical analysis:

(1) The head classes (Many) typically have smaller compactness values, while tail classes (Few)
have larger compactness values. This suggests that due to long-tailed effect, head classes occupy
more of the feature space than tail classes.

(2) When the distribution is long-tailed, the compactness for Few category is relatively higher, while
the compactness for Many category is relatively lower, leading to a larger F/My ratio. This is a
negative effect of the long-tailed distribution. However, ConMix can reduce the F/My ratio com-
pared to SIimCLR under different imbalance ratios, indicating its ability to mitigate the impact of the
long-tailed distributions.

(3) Regardless of whether the classes are Few, Medium, or Many, ConMix improves compactness
across different imbalance ratios. This indicates that samples within the same class become more
compact, which is beneficial for clustering.

(4) When the imbalance ratio is 1, the dataset is balanced and differences in compactness across
different classes are due to the varying difficulty of learning each class.

The above analysis empirically demonstrates that ConMix benefits long-tailed clustering.
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