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Abstract

The translation of gender-neutral person terms001
(e.g., the students) is often non-trivial. An in-002
teresting case poses the translation from En-003
glish to German – in German, every noun is004
gendered, and if the gender of the referent(s)005
is unknown or diverse, the generic masculine006
(die Studenten (m.)) is commonly used. This,007
however, reduces the visibility of other gen-008
ders, such as women and non-binary people.009
To counteract gender discrimination, a societal010
movement towards using gender-fair language011
exists (e.g., by adopting neosystems). How-012
ever, gender-fair German is currently barely013
supported in Machine Translation (MT), re-014
quiring costly post-editing or manual transla-015
tions. We address this research gap by studying016
gender-fair language in English to German MT.017
Concretely, we enrich a community-created018
gender-fair language dictionary, and sample019
multi-sentence test instances from encyclope-020
dic text and parliamentary speeches. Using021
these novel resources, we conduct the first022
benchmark study involving two commercial023
systems and six neural MT models for translat-024
ing words in isolation and words in larger con-025
texts across two domains. Our findings show026
that most systems produce mainly masculine027
forms, and rarely gender-neutral variants, high-028
lighting the need for future research. 1029

1 Introduction030

Gender equality is one of the United Nation’s sus-031

tainable development goals.2 As psychological032

research shows that linguistic forms influence the033

mental representation of gender identities (Sczesny034

et al., 2016), many organizations are officially035

adopting gender-fair language (GFL). 3036

1Code and data at: https://anonymous.4open.scienc
e/r/german-fair-mt

2https://sdgs.un.org/goals/goal5
3See, for instance, this recommendation by the European

Parliament: http://www.europarl.europa.eu/RegData/p
ublications/2009/0001/P6_PUB(2009)0001_EN.pdf

The work cannot be delegated to the
praesidium, to the triumvirate of the chairman

and his two deputies.

samplingdeputies

Die Arbeit kann nicht an das Präsidium, an das
Triumvirat des Vorsitzenden und seiner zwei

Stellvertreter delegiert werden.

👀 ❌, maybe Stellvertretung?

Figure 1: Study overview. We collect English person
nouns (yellow, top box) and sample passages repre-
senting their mentions in context. We translate those
passages with MT systems (white, central boxes) and
conduct a human as well as an automatic evaluation on
gender forms (bottom) used in German translations.

Towards reaching equality and inclusion, lan- 037

guage technology should account for GFL. In this 038

context, recent research in Natural Language Pro- 039

cessing (NLP) explores issues around machine 040

translation (MT; e.g., Piergentili et al., 2023a; 041

Savoldi et al., 2023). For instance, when translating 042

gender-neutral person words (e.g., the students in 043

English) to a language with grammatical gender, 044

the output may default to a specific gender (e.g., 045

die Studenten (m.) in German), thus be exclusive to 046

other gender identities (Dev et al., 2021), and rein- 047

force stereotypical biases (Stanovsky et al., 2019). 048

However, the existing landscape of research on 049

gender-fair MT is still scarce (Lardelli and Gro- 050

mann, 2023a): previous studies are limited to cov- 051

ering only a few languages, scenarios, and domains 052

– resources for testing MT systems are barely avail- 053

able. In this short paper, we address this gap by 054

presenting the first large-scale study on GFL in 055

English to German MT to date (see Figure 1). 056
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Contributions. (1) We present GENDER-FAIR057

GERMAN DICTIONARY, a novel resource that lists058

gender-neutral and gender-inclusive variants in Ger-059

man and their English translation. We create the060

resource by enriching a community-created dictio-061

nary for German GFL. (2) We collect multi-domain062

data for testing the translation of gender-neutral063

terms from English to German in context, aligned064

with our dictionary. (3) We benchmark GFL in065

English to German translations involving two dedi-066

cated MT systems and six instruction-tuned models.067

We answer the following questions: (RQ1) Which068

grammatical genders are prevalent in English to069

German MT outputs? We demonstrate that mod-070

ern MT systems are systematically biased towards071

the masculine gender. GFL is extremely rare (0–072

2% of all translations). (RQ2) Do we observe073

significant differences when translating isolated074

words in comparison to their mentions in actual075

contexts? Across two domains (Wikipedia, Eu-076

roparl) we show that additional context does not077

trigger a significantly higher portion of GFL transla-078

tions. (RQ3) To what extent can the benchmarking079

of gender-fair German MT be automatized? Our080

results show that GPT models struggle to recognize081

the overt gender of referents in English to German082

translations.083

2 Background084

Gender-Fair Language (GFL). Drawing on085

Sczesny et al. (2016), we use “gender-fair” as086

an umbrella term subsuming two distinct ap-087

proaches: gender-neutral and gender-inclusive088

language. Gender-neutral describes strategies to089

avoid gender reference, e.g., by using passive con-090

structions, and gender-neutral nouns. In contrast,091

gender-inclusive refers to the use of different ty-092

pographical characters, e.g., the interpoint (·) in093

French; and symbols, e.g., schwa (@) in Italian;094

etc., to make all genders visible.095

GFL Strategies for German. In German, there096

are four main approaches to gender-fair language097

(Lardelli and Gromann, 2023c):098

(1) Gender-neutral rewording is the use of passive099

constructions, indefinite pronouns, gender-neutral100

terms, or participles instead of gendered nouns;101

(2) Gender-inclusive characters such as gender star102

(*), colon (:), or underscore (_) are used to com-103

bine masculine and feminine forms as in “der*die104

Leser*in” (m.*f. article m.*f. noun, the reader);105

(3) Gender-neutral characters and/or endings are 106

similar to the previous approach and include the use 107

of “x” or “*” to, however, replace gender suffixes 108

as in “dix Lesx”; 109

(4) Gender-fair neosystems introduce a fourth gen- 110

der in German alongside masculine, feminine and 111

neuter. New pronouns, articles, and suffixes are 112

proposed, e.g., “ens” in “dens Lesens”. 113

In this paper, we focus on strategies (1) and 114

(2) because these are currently the most com- 115

mon approaches in general language use and the 116

most likely to be adopted by professional transla- 117

tors (Lardelli and Gromann, 2023b). 118

3 Data for Gender-Fair MT 119

We release two resources for studying GFL in En- 120

glish to German MT: first, we assemble a dictio- 121

nary (§3.1) of person nouns; second, we sample 122

passages from Wikipedia and Europarl (§3.2) rep- 123

resenting the use of terms in the wild. 124

3.1 Gender-Fair Dictionary 125

Acknowledging the importance of hearing the 126

voices of affected individuals in GFL research (Gro- 127

mann et al., 2023), we start from the “Gender- 128

wörterbuch”4. This website hosts a community- 129

created vocabulary: users add gender-fair, usually 130

neutral, alternatives to commonly gendered terms. 131

Next, we sample and select suitable terms for our 132

research, and further enrich the dictionary. 133

Term Selection. We start from 128 randomly se- 134

lected terms. We filter out those that were already 135

neutral, e.g., “Star”, which is an anglicism and 136

does not have variants for other genders in Ger- 137

man. To facilitate back-translation into English, we 138

remove polysemous terms, e.g., “aid”. 139

Dictionary Enrichment. One of the authors— 140

expert in GFL and translation—annotates ev- 141

ery noun with its masculine, feminine, gender- 142

inclusive, and gender-neutral form in singular and 143

plural. We use gender star (*) for gender-inclusive 144

forms, as it is common in German-speaking coun- 145

tries (Körner et al., 2022). Finally, we automati- 146

cally add the English translation for each term. Our 147

final dictionary counts 115 nouns in their singular 148

and plural forms (see Table 1). Notably, the final 149

list contains both professions (e.g., “deputy”) as 150

well as common nouns (e.g., “donor”). While, to 151

date, most research on gender bias in MT focused 152

4https://geschicktgendern.de
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on the translation of profession terms only (Prates153

et al., 2020), we expand the focus and include com-154

mon nouns referring to people in a broader sense.155

3.2 Multi-Sentence Multi-Domain Mentions156

We collect an additional set of English passages157

that mention our dictionary entries.158

Data Selection. We sample sentences from Eu-159

roparl (Koehn, 2005) and Wikipedia.5 Europarl160

is a widely recognized benchmark dataset for MT161

displaying institutional language from parliamen-162

tary speeches—perhaps amongst the first contexts163

GFL was designed for (Piergentili et al., 2023b).164

Wikipedia presents encyclopedic text, opening to165

new contexts where our seed nouns appear.166

Passage Retrieval. For each of our 115 terms, we167

retrieve all sentences in a given corpus with at least168

one occurrence of the noun.6 Since gender assign-169

ment might require cross-sentence resolutions, we170

extract the matching sentence along with two pre-171

ceding sentences and one following. We sample172

five passages per seed noun. Finally, we manually173

inspect the outputs to ensure the quality of the re-174

trieved passages. We ensure that (i) the gender of175

the seed words is ambiguous or mixed (e.g., mas-176

culine and feminine), (ii) the passage meaning is177

self-contained, and (iii) the passages do not exceed178

a length of 100 words.7 Respectively, 36 and 35 of179

the words did not match any sentence in Europarl180

and Wikipedia, whereas in some other cases we181

matched one or two sentences only.182

In total, we collected 358 passages from Eu-183

roparl and 400 from Wikipedia, e.g., “The work184

cannot be delegated to the praesidium, to the tri-185

umvirate of the chairman and his two deputies.”8186

4 Experiments187

4.1 Translation System Selection188

Acknowledging that, today, people are exposed to189

MT in multiple ways, we include in our study a va-190

riety of systems. As commercial representatives of191

5We use the snapshot at 01–03–2022 at https://huggin
gface.co/datasets/wikipedia.

6We use nltk to split paragraphs into sentences. Since
several words can be used as adjectives, we extract POS tags
with spacy’s morphological utility and match only NOUNs.

7The average passage length is 34 and 92 words for Eu-
roparl and Wikipedia, respectively.

8Note that while this work focuses on evaluating German
translations, our resource can be enriched with any grammati-
cal gender language where gender-fair language approaches
ought to be preferred on masculine generics (e.g., Piergentili
et al., 2023a).

Gender Form Singular Plural

Masculine Berater Berater
Feminine Beraterin Beraterinnen
Gender-neutral Beratende Beratenden
Gender-inclusive Berater*in Berater*innen

Table 1: Dictionary entry for “counsellor(s).”

dedicated MT systems, we include Google Trans- 192

late and DeepL. Additionally, we study GPT 3.5 193

and GPT 4 (OpenAI, 2023), accessible through 194

online APIs. Complementary to these, we also 195

include open models: two supervised MT mod- 196

els, NLLB (Costa-jussà et al., 2022) and OPUS 197

MT (Tiedemann and Thottingal, 2020), Flan-T5 198

(Chung et al., 2022), a multi-task instruction fine- 199

tuned model, and Llama 2 (Touvron et al., 2023). 200

See Appendix A for full details. 201

4.2 Translation and Evaluation 202

We translate the seed words in our dictionary, 203

both in the singular and then in the plural form, 204

as well as the passages retrieved from Europarl 205

and Wikipedia (§3.2). We then manually evaluate 206

(same author as in §3.1) the translations, annotating 207

whether the person term is translated with a mascu- 208

line, feminine, gender-inclusive, or gender-neutral 209

form. Since words in isolation were sometimes mis- 210

translated, such mistakes are annotated accordingly. 211

We annotate three out of the five passages retrieved 212

from Europarl and Wikipedia. This allows us to 213

exclude passages that are too complex, present for- 214

matting problems (e.g., Wikipedia section titles), 215

or are not translated by the models. Additionally, 216

to answer RQ3, we prompt GPT-3.5 to zero-shot 217

label GFL in the translations (see Appendix B for 218

details). We compare these results with the manual 219

annotations. 220

4.3 Results 221

Words-in-Isolation. As shown in Table 3, all mod- 222

els are heavily biased towards masculine forms (93– 223

96% of all translations, (RQ1)). Feminine forms 224

are found quite rarely (2–4%), usually when nouns 225

relate to professions that are stereotypically associ- 226

ated with femaleness like “children’s day carer”, 227

“kindergarten teacher”, and “secretary”. Gender- 228

neutral and inclusive forms are rare (0–2%). 229

The analysis of plural translations yields simi- 230

lar results (Figure 2). Gender-neutral forms occur 231

slightly more frequently (4–8% of all translations) 232

for two reasons. First, while some nouns, e.g., 233

“practitioner” are gender-specific in the singular 234

3
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Google Translate

DeepL

NLLB

OPUS MT

Flan-T5

Llama 2

GPT 3.5

GPT 4

0% 25% 50% 75%

Masculine Feminine Gender-Neutral Gender-Inclusive
Mistranslation

Figure 2: Results of our analysis on plural words in
isolation.
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Figure 3: Results of our analysis on words in context.

(“Praktiker”/“Praktikerin”), gender-neutral alter-235

natives are common for plural (“Praktizierende”).236

Second, some nouns have the same form for mascu-237

line and feminine but the article is gender-specific238

in the singular only, e.g., “the relative” (“die Ange-239

hörige”/ “die Angehörigen”).240

Words-in-Context. For answering RQ2, we test241

GPT 3.5 and DeepL on passages from Europarl242

and Wikipedia because they are the models that243

produced the highest number of non-masculine244

translations among MT systems and language mod-245

els. The results are shown in Figure 3. Both mod-246

els are strongly biased towards masculine forms247

(85%). While feminine and gender-inclusive forms248

are rare, in about 1% of cases, gender-neutral forms249

are more common (~15%) – usually for nouns that250

are already gender-neutral (e.g., “travellers”, “re-251

spondents”, and “relatives”) or for which a gender-252

neutral alternative is common in the plural (e.g.,253

“practitioners”, “chairpeople”, “newcomers).254

Zero-shot GFL Detection. As described in (§4.2),255

we test whether GPT-3.5 and GPT-4 can serve as256

viable tools for automatizing GFL evaluations. To257

this end, we prompt the models to label the transla-258

tions of words in context produced with GPT-3.5259

and compare the results with our manual annota-260

tions. Both GPT-3.5 and GPT-4 perform poorly261

Gender P R S

Masculine 92.9 69.7 188
Gender-Inclusive 4.8 100 1
Gender-Neutral 30.0 11.5 26

Masculine 96.3 96.3 188
Gender-Inclusive 6.2 100 1
Gender-Neutral 75.0 11.5 26

Table 2: (P)recision, (R)ecall, and (S)upport of GPT-
3.5 (top) and GPT-4 (bottom) zero-shot labeling when
compared to human analysis. We found no feminine
forms. Europarl EN-DE (n=215).

(Table 2), demonstrating the continuous need for 262

experts when studying GFL in MT. 263

5 Related Work 264

Due to stereotypical and exclusive biases present 265

in the training data, the output of MT may discrim- 266

inate against certain genders (e.g., Stanovsky et al., 267

2019; Attanasio et al., 2023). In this context, recent 268

research has focused on the issue of gender exclu- 269

sivity (Piergentili et al., 2023a). Towards a better 270

understanding, much attention has been paid to 271

studying existing strategies chosen by human sub- 272

jects, like translation team leaders (Daems, 2023), 273

and MT post editors (Lardelli and Gromann, 2023b; 274

Paolucci et al., 2023). Related to this, Gromann 275

et al. (2023) pointed to participatory research as a 276

promising avenue. Another research thread focuses 277

on assessing the capabilities of existing MT sys- 278

tems: Lauscher et al. (2023) investigated the trans- 279

lation of pronouns in commercial MT, Saunders 280

and Olsen (2023) the translation of named entities, 281

and Piergentili et al. (2023b) benchmarked gender- 282

neutral MT from English to Italian. Savoldi et al. 283

(2023) report the results of a shared task, designed 284

to assess the GFL ability of MT systems from Ger- 285

man to English. The only existing work, which 286

also focuses, like ours, on English to German GFL 287

is Kostikova et al. (2023). However, the authors 288

study 15 sentences only. In contrast, we focus on 289

115 words in multiple translation scenarios. 290

6 Conclusion 291

In this work, we have presented the first large-scale 292

study on gender fairness in EN to DE MT involv- 293

ing eight MT systems tested across several scenar- 294

ios (e.g., on parliamentary data). To this end, we 295

presented two novel resources, grounded in com- 296

munity contributions. Our findings clearly call for 297

more research on GFL in modern MT, towards 298

fairer and more inclusive language technology. 299
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Limitations300

To date, there is no common standard for gender-301

fair language (Ackerman, 2019). Hence, investigat-302

ing its use in MT requires manual analysis from303

experts in the field. This limits the number of lan-304

guage pairs that can be analyzed. For this reason,305

the present contribution focuses on EN to DE MT306

only.307

Ethical Considerations308

By investigating gender bias in MT, our work fo-309

cuses on the exclusionary potential of language310

technologies which might impact the visibility311

and/or mental health of minoritized groups such312

as women and non-binary people (Sczesny et al.,313

2016; McLemore, 2018). Here, we also enrich a314

community-created GFL dictionary. Since there315

is no acknowledged standard for GFL, the alterna-316

tives we present in our work are not prescriptive.317
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A Details on Translation Systems 483

We used paid APIs and deep-translator9 484

for Google Translate and DeepL, and accessed 485

gpt-3.5-turbo-0613 (GPT 3.5) and gpt-4-0613 486

(GPT 4). For all open-weight models, we used code 487

and implementation from transformers (Wolf 488

et al., 2020) and simple-generation (Attanasio, 489

2023) as the inference engine. In particular, we 490

used Helsinki-NLP/opus-mt-en-de (OPUS MT), 491

facebook/nllb-200-3.3B (NLLB), google/flan-t5- 492

xxl (Flan-T5), and meta-llama/Llama-2-70b-chat- 493

hf (Llama 2). 494

To run the experiments, we used an in-house 495

computing center and run all the experiments on 496

one A100 GPU. 497

Prompt and Decoding. We used no prompts 498

from supervised MT models, whereas for Llama 2 499

and GPTs we used: 500

501

Translate the following sentence into 502

German. Reply only with the translation. 503

Sentence: {sentence} 504

505

Finally, we followed FLAN’s (Longpre et al., 506

2023) translation templates for Flan-T5: 507

508

{sentence}\n\nTranslate this into German? 509

510

We used the default generation configuration for 511

GPTs, beam search decoding (n=5) for OPUS MT, 512

NLLB, and Flan-T5, and nucleus sampling (top 513

p=1, top k=50, temperature=0) for Llama 2. 514

9https://github.com/nidhaloff/deep-translator
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B Automatic Evaluation515

We prompted GPT-3.5 (gpt-3.5-turbo-0613)516

with default decoding parameters to evaluate517

whether machine translated passages used any518

gender-fair form.519

The prompt we used it:520

521

If the following sentence contains the522

German translation for the English word523

"seed_noun", tell me which overt gender524

it displays among Masculine, Feminine,525

Gender-Neutral, or Gender-Inclusive. If526

no translation is found, reply with None.527

Sentence: "translation"528

529

Detailed Results530
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Model Gender Mi
M F GN GI

DeepL 108 5 1 1 0
GT 107 3 1 0 4
GPT 3.5 107 2 1 0 5
GPT 4 108 2 1 0 4
NLLB 111 2 1 0 1
OPUS MT 110 3 0 0 0
Flan-T5 51 9 3 0 39
Llama 2 107 3 2 0 2

Table 3: Results of the words in isolation analysis (singular). For each seed word, we count masculine (M), feminine
(F), gender-neutral (GN), and gender-inclusive (GI) and mistranslations (Mi)

Model Gender Mi
M F GN GI

DeepL 106 3 6 0 0
GT 105 2 6 0 1
GPT 3.5 101 2 10 0 2
GPT 4 105 2 7 0 1
NLLB 108 1 5 0 1
OPUS MT 105 0 5 0 5
Flan-T5 76 0 7 1 31
Llama 2 101 3 8 0 2

Table 4: Results of the words in isolation analysis (plural). For each seed word, we count masculine (M), feminine
(F), gender-neutral (GN), and gender-inclusive (GI) and mistranslations (Mi)

Domain Model Gender

M F GN GI

Europarl GPT 3.5 188 0 26 1
DeepL 177 0 37 1

Wikipedia GPT 3.5 181 2 34 1
DeepL 178 1 38 1

Table 5: Results of the words in context analysis (plural). For each seed word, we count masculine (M), feminine
(F), gender-neutral (GN), and gender-inclusive (GI)
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