
Published as a conference paper at ICLR 2023

DIFFEDIT: DIFFUSION-BASED SEMANTIC IMAGE EDIT-
ING WITH MASK GUIDANCE

Guillaume Couairon, Jakob Verbeek, Holger Schwenk
Meta AI

{gcouairon,jjverbeek,
schwenk}@meta.com

Matthieu Cord
Sorbonne Université, Valeo.ai
matthieu.cord@

sorbonne-universite.fr

ABSTRACT

Image generation has recently seen tremendous advances, with diffusion models
allowing to synthesize convincing images for a large variety of text prompts. In
this article, we propose DIFFEDIT, a method to take advantage of text-conditioned
diffusion models for the task of semantic image editing, where the goal is to edit
an image based on a text query. Semantic image editing is an extension of image
generation, with the additional constraint that the generated image should be as
similar as possible to a given input image. Current editing methods based on
diffusion models usually require to provide a mask, making the task much easier
by treating it as a conditional inpainting task. In contrast, our main contribution is
able to automatically generate a mask highlighting regions of the input image that
need to be edited, by contrasting predictions of a diffusion model conditioned on
different text prompts. Moreover, we rely on latent inference to preserve content in
those regions of interest and show excellent synergies with mask-based diffusion.
DIFFEDIT achieves state-of-the-art editing performance on ImageNet. In addition,
we evaluate semantic image editing in more challenging settings, using images
from the COCO dataset as well as text-based generated images.
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Figure 1: In semantic image editing the goal is to modify an input image based on a textual query,
while otherwise leaving the image as close as possible to the original. In our DIFFEDIT approach, a
mask generation module determines which part of the image should be edited, and an encoder infers
the latents, to provide inputs to a text-conditional diffusion model which produces the image edit.

1 INTRODUCTION

The task of semantic image editing consists in modifying an input image in accordance with a
textual transformation query. For instance, given an image of a bowl of fruits and the query “fruits”
→ “pears”, the aim is to produce a novel image where the fruits have been changed into pears,
while keeping the bowl and the background as similar as possible to the input image. The text query
can also be a more elaborate description like “A basket of fruits”. See the example edits obtained
with DIFFEDIT in Figure 1. Semantic image editing bears strong similarities with image generation
and can be viewed as extending text-conditional image generation with an additional constraint: the
generated image should be as close as possible to a given input image.

Text-conditional image generation is currently undergoing a revolution, with DALL-E (Ramesh
et al., 2021), Cogview (Ding et al., 2021), Make-a-scene (Gafni et al., 2022), Latent Diffusion Mod-
els (Rombach et al., 2022), DALL-E 2 (Ramesh et al., 2022) and Imagen (Saharia et al., 2022b),
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vastly improving state of the art in modelling wide distributions of images and allowing for un-
precedented compositionality of concepts in image generation. Scaling these models is a key to
their success. State-of-the art models are now trained on vast amounts of data, which requires large
computational resources. Similarly to language models pretrained on web-scale data and adapted
in downstreams tasks with prompt engineering, the generative power of these big generative mod-
els can be harnessed to solve semantic image editing, avoiding to train specialized architectures (Li
et al., 2020a; Wang et al., 2022a), or to use costly instance-based optimization (Crowson et al., 2022;
Couairon et al., 2022; Patashnik et al., 2021).

Diffusion models are an especially interesting class of model for image editing because of their it-
erative denoising process starting from random Gaussian noise. This process can be guided through
a variety of techniques, like CLIP guidance (Nichol et al., 2021; Avrahami et al., 2022; Crowson,
2021), and inpainting by copy-pasting pixel values outside a user-given mask (Lugmayr et al., 2022).
These previous works, however, lack two crucial properties for semantic image editing: (i) inpaint-
ing discards information about the input image that should be used in image editing (e.g. changing
a dog into a cat should not modify the animal’s color and pose); (ii) a mask must be provided as
input to tell the diffusion model what parts of the image should be edited. We believe that while
drawing masks is common on image editing tools like Photoshop, language-guided editing offers a
more intuitive interface to modify images that requires less effort from users.

Conditioning a diffusion model on an input image can also be done without a mask, e.g. by consid-
ering the distance to input image as a loss function (Crowson, 2021; Choi et al., 2021), or by using
a noised version of the input image as a starting point for the denoising process as in SDEdit (Meng
et al., 2021). However, these editing methods tend to modify the entire image, whereas we aim for
localized edits. Furthermore, adding noise to the input image discards important information, both
inside the region that should be edited and outside.

To leverage the best of both worlds, we propose DIFFEDIT, an algorithm that leverages a pretrained
text-conditional diffusion model for zero-shot semantic image editing, without expensive editing-
specific training. DIFFEDIT makes it possible by automatically finding what regions of an input
image should be edited given a text query, by contrasting the predictions of a conditional and uncon-
ditional diffusion model. We also show how using a reference text describing the input image and
similar to the query, can help obtain better masks. Moreover, we demonstrate that using a reverse
denoising model, to encode the input image in latent space, rather than simply adding noise to it,
allows to better integrate the edited region into the background and produces more subtle and natural
edits. See Figure 1 for illustrations. We quantitatively evaluate our approach and compare to prior
work using images of the ImageNet and COCO dataset, as well as a set of generated images.

2 RELATED WORK

Semantic image editing. The field of image editing encompasses many different tasks, from photo
colorization and retouching (Shi et al., 2020), to style transfer (Jing et al., 2019), inserting objects in
images (Gafni & Wolf, 2020; Brown et al., 2022), image-to-image translation (Zhu et al., 2017; Sa-
haria et al., 2022a), inpainting (Yu et al., 2018), scene graph manipulation (Dhamo et al., 2020), and
placing subjects in novel contexts (Ruiz et al., 2022). We focus on semantic image editing, where
the instruction to modify an image is given in natural language. Some approaches involve training
an end-to-end architecture with a proxy objective before being adapted to editing at inference time,
based on GANs (Li et al., 2020b;a; Ma et al., 2018; Alami Mejjati et al., 2018; Mo et al., 2018) or
transformers (Wang et al., 2022a; Brown et al., 2022; Issenhuth et al., 2021). Others (Crowson et al.,
2022; Couairon et al., 2022; Patashnik et al., 2021; Bar-Tal et al., 2022) rely on optimization of the
image itself, or a latent representation of it, to modify an image based on a high-level multimodal
objective in an embedding space, typically using CLIP (Radford et al., 2021). These approaches
are quite computationnaly intensive, and work best when the optimization is coupled with a pow-
erful generative network. Given a pre-trained generative model such as a GAN, it has also been
explored to find directions in the latent space that corresponds to specific semantic edits (Härkönen
et al., 2020; Collins et al., 2020; Shen et al., 2020; Shoshan et al., 2021), which then requires GAN
inversion to edit real images (Wang et al., 2022c; Zhu et al., 2020; Grechka et al., 2021).

Image editing with diffusion models. Because diffusion models iteratively refine an image starting
from random noise, they are easily adapted for inpainting when a mask is given as input. Song et al.
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(2021) proposed to condition the generation process by copy-pasting pixel values from the reference
image at each denoising step. Nichol et al. (2021) use a similar technique by copy-pasting pixels in
the estimated �nal version of the image. Wang et al. (2022b) use DDIM encoding of the input image,
and then decode on edited sketches or semantic segmentation maps. The gradient of a CLIP score
can also be used to match a given text query inside a mask, as in Paint by Word (Bau et al., 2021),
local CLIP-guided diffusion (Crowson, 2021), or blended diffusion (Avrahami et al., 2022). Lug-
mayr et al. (2022) apply a sequence of noise-denoise operations to better inpaint a speci�c region.
There are also a number of methods that do not require an editing mask. In DiffusionCLIP (Kim &
Ye, 2021), the weights of the diffusion model themselves are updated via gradient descent from a
CLIP loss with a target text. The high computational cost of �ne-tuning a diffusion model for each
input image, however, makes it impractical as an interactive image editing tool. In SDEdit (Meng
et al., 2021) the image is corrupted with Gaussian noise, and then the diffusion network is used to
denoise it. While this method is originally designed to transform sketches to real images and to
make pixel-based collages more realistic, we adapt it by denoising the image conditionally to the
text query. In ILVR (Choi et al., 2021), the decoding process of diffusion model is guided with
the constraint that downsampled versions of the input image and decoded image should stay close.
Finally, in recent work concurrent to ours, Hertz et al. (2022) propose to edit images by modifying
attention maps during the diffusion process.

3 DIFFEDIT FRAMEWORK

In this section, we �rst give an overview of diffusion models. We then describe our DIFFEDIT
approach in detail, and provide a theoretical analysis comparing DIFFEDIT with SDEdit.

3.1 BACKGROUND: DIFFUSION MODELS, DDIM AND ENCODING

Denoising diffusion probabilistic models (Ho et al., 2020) is a class of generative models that are
trained to invert a diffusion process. For a number of timestepsT, the diffusion process gradually
adds noise to the input data, until the resulting distribution is (almost) Gaussian. A neural network
is then trained to reverse that process, by minimizing the denoising objective

L = Ex 0 ;t; � k� � � � (x t ; t)k2
2; (1)

where� � is the noise estimator which aims to �nd the noise� � N (0; I ) that is mixed with an input
imagex0 to yield x t =

p
� t x0 +

p
1 � � t � . The coef�cient� t de�nes the level of noise and is a

decreasing function of the timestept, with � 0 = 1 (no noise) and� T � 0 (almost pure noise).

Song et al. (2021) propose to use� � to generate new images with theDDIM algorithm: starting from
xT � N (0; I ), the following update rule is applied iteratively until step 0:

x t � 1 =
p

� t � 1

�
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p
1 � � t � � (x t ; t)

p
� t

�
+

p
1 � � t � 1� � (x t ; t): (2)

The variablex is updated by taking small steps in the direction of� � . Equation 2 can be written as
the neural ODE , takingu = x=

p
� and� =

p
1=� � 1:

du = � � (
u

p
1 + � 2

; t)d�: (3)

This allows to view DDIM sampling as an Euler scheme for solving Equation 3 with initial condition
u(t = T) � N (0; � T I ). This illustrates that we can use fewer sampling steps during inference than
the value ofT chosen during training, by using a coarser discretization of the ODE. In the remainder
of the paper, we parameterize the timestept to be between 0 and 1, so thatt = 1 corresponds toT
steps of diffusion in the original formulation. As proposed by Song et al. (2021), we can also use this
ODE to encode an imagex0 onto a latent variablex r for a timestepr � 1, by using the boundary
conditionu(t = 0) = x0 instead ofu(t = 1) , and applying an Euler scheme until timestepr . In
the remainder of the paper, we refer to this encoding process asDDIM encoding, we denote the
corresponding function that mapsx0 to x r asE r , and refer to the variabler as theencoding ratio.
Similarly, we noteD r the inverse function that mapsx r to x0, which corresponds to regular DDIM
decoding. With suf�ciently small steps in the Euler scheme, decodingx r approximately recovers
the original imagex0. This property is particularly interesting in the context of image editing: all
the information of the input imagex0 is encoded inx r , and can be accessed via DDIM sampling.
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