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SubAlign Framework

SubAlign: Speech Tokenization Aligned with LLM 
Vocabularies for Spoken Language Modeling

We propose SubAlign, the first speech tokenization framework that segments speech at the subword 
level to better match large language model (LLM) vocabularies. 

SubAlign encodes both speech and its transcript at a low bitrate, while maintaining the quality and 
similarity of the reconstructed waveform to the original speech.

Speech Reconstruction Results



SubAlign-SLM

Building on this framework, we present SubAlign-SLM, a spoken language model trained on SubAlign 
units, and demonstrate the effectiveness of SubAlign on downstream tasks.

Likelihood-based Evaluation

Speech Continuation Results

SubAlign-SLM demonstrates robust performance on SALMon and the spoken StoryCloze benchmark, 
indicating that SubAlign effectively balances acoustic and semantic representational capabilities.

SubAlign-SLM also demonstrates strong performance in speech continuation evaluation.
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