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Abstract

Despite advancements in English-dominant001
generative large language models, further devel-002
opment is needed for low-resource languages to003
enhance global accessibility. The primary meth-004
ods for representing these languages are mono-005
lingual and multilingual pretraining. Mono-006
lingual pretraining is expensive due to hard-007
ware requirements, and multilingual models008
often have uneven performance across lan-009
guages. This study explores an alternative so-010
lution by adapting large language models, pri-011
marily trained on English, to low-resource lan-012
guages. We assess various strategies, including013
continual training, instruction fine-tuning, task-014
specific fine-tuning, and vocabulary extension.015
The results show that continual training im-016
proves language comprehension, as reflected in017
perplexity scores, and task-specific tuning gen-018
erally enhances performance of downstream019
tasks. However, extending the vocabulary020
shows no substantial benefits. Additionally,021
while larger models improve task performance022
with few-shot tuning, multilingual models per-023
form worse than their monolingual counterparts024
when adapted.025

1 Introduction026

The performance of proprietary generative large027

language models (LLMs) is better than open-source028

ones in most cases as this article is written (Xu029

et al., 2022; Sun et al., 2024), though there are030

efforts to develop open-source generative LLMs031

in terms of high performance and human ethics032

alignment (Touvron et al., 2023a; Jiang et al., 2023;033

Almazrouei et al., 2023).034

The progress is more significant in the English035

language compared to other languages as the afore-036

mentioned open-source models are mostly trained037

by English corpora (Wang et al., 2023; Zhang et al.,038

2023a). To make natural language processing tech-039

nology more inclusive and accessible globally, re-040

search and development should be dedicated to the041
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Figure 1: Adapting generative large language models
for low-resource languages.

techniques that improve the performance of large 042

language models in low-resource languages. 043

Monolingual (Yang et al., 2023b; Nagoudi et al., 044

2023; Uludoğan et al., 2024; Corrêa et al., 2024; 045

Kesgin et al., 2024) and multilingual pretraining 046

(Shliazhko et al., 2023; Scao et al., 2022; Lin et al., 047

2024b) of generative LLMs are two main solutions 048

for representing low-resource languages. How- 049

ever, monolingual pretraining is too costly due to 050

hardware requirements for generative LLMs (Zhao 051

et al., 2023a). On the other hand, multilingual 052

LLMs have uneven performance across different 053

languages mostly due to imbalanced training cor- 054

pus (Zhang et al., 2023a; Qin et al., 2024). Our 055

proposed solution is to adapt open-source genera- 056

tive LLMs for low-resource languages, illustrated 057

in Figure 1. 058

In this regard, this study examines how to adapt 059

open-source LLMs for low-resource languages in 060

a systematic way. We focus on the benefits of us- 061

ing different methodologies, both individually and 062

together, including continual training, supervised 063

fine-tuning, and vocabulary extension, to adapt gen- 064
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erative LLMs for low-resource languages.065

For the sake of efficiency, we use Llama (Tou-066

vron et al., 2023a) in the experiments. We select067

the Turkish language as a low-resource language.068

We therefore refer to the model family used in this069

study as LlamaTurk. The model size and language070

selection are affordable when the number of exper-071

iments is considered in this study1. Also, Llama is072

trained mostly with English data, which can pro-073

vide better investigation for adapting non-English074

languages. The Turkish language can be catego-075

rized under low-resource languages when training076

corpus of open-source generative LLMs are consid-077

ered (Touvron et al., 2023a), yet the recipes given in078

this study can also be used for other low-resource079

languages since the methods are independent of080

language itself.081

We further examine adaptation in terms of two082

more aspects: Model size and multilinguality.083

Model size is important for scalability and perfor-084

mance (Zhao et al., 2023a; Yang et al., 2023a). We085

provide an analysis of the adaptation of Llama-7b086

and 13b in this respect. Moreover, multilingual087

LLMs, such as BLOOM (Scao et al., 2022), Yi (AI088

et al., 2024), Aya (Üstün et al., 2024), and MaLA089

(Lin et al., 2024a), can provide an opportunity to090

adapt low-resource languages easier than English-091

dominant ones due to multilingual corpus and vo-092

cabulary. Since BLOOM and Yi do not involve093

Turkish in training and Aya is larger than MaLA in094

terms of model parameters, we use MaLA for an095

analysis of multilingual LLMs.096

The main contributions of this study can be sum-097

marized as follows. We (i) analyze the adaptation098

of generative LLMs for low-resource language sys-099

tematically to understand advantages and disad-100

vantages in terms of continual training, instruction101

fine-tuning, task-specific fine-tuning, and vocabu-102

lary extension, (ii) investigate model size and mul-103

tilingual models for adaptation, and (iii) publish104

all resources including source codes, datasets, and105

generative models reported in the experiments2.106

2 Related Work107

Generative LLMs are either proprietary or open-108

source. Although proprietary LLMs have currently109

outstanding performance (Sun et al., 2024), there110

are also efforts to develop competitive open-source111

1Two NVIDIA RTX 2080Tis and four A4000s are em-
ployed in the experiments.

2Anonymous

models (Touvron et al., 2023a; Jiang et al., 2023). 112

The majority language of open-source genera- 113

tive LLMs is English. Their pretraining text corpus 114

mostly includes text in the English language. For 115

adapting LLMs pretrained with English data for 116

low-resource languages, the following methods are 117

examined. (i) The training phase is continued using 118

non-English raw data to learn the language proper- 119

ties of the new language (Larcher et al., 2023; Cui 120

et al., 2024; Zhao et al., 2024; Acikgoz et al., 2024). 121

(ii) The knowledge of large language model is trans- 122

ferred by supervised fine-tuning on a non-English 123

instruction or downstream-task dataset (Santilli and 124

Rodolà, 2023; Holmström and Doostmohammadi, 125

2023; Kohli et al., 2023; Zhao et al., 2024; Garcia 126

et al., 2024; Kuulmets et al., 2024). (iii) The vo- 127

cabulary of large language model is extended to 128

include non-English tokens (Cui et al., 2023; Zhao 129

et al., 2024). 130

These methods are employed in different studies 131

and languages, resulting in a lack of understanding 132

advantages and disadvantages of each in a con- 133

trolled experimental framework. Different from 134

these studies, we provide a comprehensive experi- 135

mental setup on the benefits of different methodolo- 136

gies for adapting generative LLMs for low-resource 137

languages. Moreover, we focus on model size and 138

multilingual models for adaptation. 139

3 Adaptation Methods 140

In this section, we explain the methods to adapt 141

open-source generative LLMs for low-resource lan- 142

guages in detail. 143

3.1 Continual Training 144

Continual training is the process of extending the 145

pretraining phase of LLMs by incorporating new 146

data corpus (Gupta et al., 2023). The main objec- 147

tive is to minimize the loss on this new data while 148

having relatively lower loss scores on previous data 149

since continual training is open to catastrophic for- 150

getting (French, 1999; Li and Lee, 2024). Contin- 151

ual training can therefore capture implicit language 152

structures and text semantics. 153

Previous studies (Qin et al., 2022) show that 154

continual training improves the performance of 155

domain adaptation for BERT-like encoder-based 156

LLMs (Devlin et al., 2019). It is also used for 157

adapting decoder-based generative LLMs to low- 158

resource (Cui et al., 2023; Zhao et al., 2024), code- 159

mixed (Owen et al., 2024), non-Latin (Husain et al., 160
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2024), and multilingual (Lin et al., 2024a) settings.161

In this study, similar to previous studies, we162

employ Low-Rank Adaptation (LoRA) (Hu et al.,163

2021) for efficient training due to limited resources.164

We use a raw Wikipedia corpus3 from November165

2023 with a size of 534,988 Turkish articles.166

We set the input sequence length as 512 tokens167

and the batch size as 128 instances. We use 32168

gradient accumulation steps and 100 linear warmup169

steps. We train with a learning rate of 3e-4 for a170

single epoch. LoRA’s R is set to 8, alpha to 16, and171

dropout to 0.05. Since continual training is costly172

and the study has a limited budget, we employ173

continual training for only Llama-7b4 with 8-bit174

quantization. A single run of continual training175

takes approximately 206 hours with these settings176

using four NVIDIA RTX A4000s.177

3.2 Instruction Fine-tuning178

Instruction tuning is a supervised fine-tuning179

method that improves the ability of LLMs to follow180

instructions (Wei et al., 2021; Ouyang et al., 2022;181

Zhang et al., 2024). During training, the model is182

presented with many pairs of instructions and corre-183

sponding responses. The main objective is to teach184

the model to generate accurate responses based on185

the given instructions, rather than continuing from186

the previous text.187

Different from previous instruction-tuning ef-188

forts, Stanford’s Alpaca (Taori et al., 2023) is a189

leading model that shows major improvements by190

instruction fine-tuning an open-source generative191

LLM, namely (Touvron et al., 2023a). While Al-192

paca and similar models such as Vicuna (Chiang193

et al., 2023) have an instruction set constructed by194

prompting proprietary LLMs, other models such195

as Dolly (Conover et al., 2023) employ human la-196

bor for constructing a more reliable instruction set.197

The majority of these efforts are for the English198

language, yet there are instruction-tuned models to199

adapt English-supported LLMs for low-resource200

settings (Cui et al., 2023; Zhao et al., 2024; Azime201

et al., 2024).202

In this study, we construct an instruction set by203

translating Alpaca’s 52k instructions from English204

to Turkish by using Google Translate5. The qual-205

ity of the translated set is inadequate for training206

since we observe many issues such as translation207

errors (e.g. missing letters and untranslated words),208

3https://huggingface.co/datasets/wikipedia
4https://huggingface.co/huggyllama/llama-7b
5https://translate.google.com

keyword translations (e.g. reserved keywords spe- 209

cific to programming languages should not be trans- 210

lated), and semantic mismatching (e.g. original 211

instruction asks for a phrase with five words, but 212

correct translation has less than five words). We 213

therefore manually validate and correct the quality 214

of the instruction set. We publish our instruction 215

set6. We also provide a prompting example for 216

instruction fine-tuning in Appendix A.1. 217

We employ instruction tuning for all LLMs ex- 218

amined in this study, namely Llama-7b7, Llama- 219

13b8, and MaLA-10b9. We use 8-bit quantization 220

with LoRA (resulting in training 12.4% of LLM 221

parameters) and the same hyperparameters as in 222

continual training, except that we use a smaller in- 223

put sequence length (256 tokens) and train for two 224

epochs. A single run of instruction tuning takes 225

approximately 17.5 hours for Llama-7b with these 226

settings using two NVIDIA RTX 2080Tis. 227

3.3 Task-Specific Fine-tuning 228

Task-specific tuning is a type of instruction tuning, 229

where a fine-tuning set involves task-related instruc- 230

tions and ground-truth answers (Budzianowski and 231

Vulić, 2019; Wang et al., 2024), rather than adapt- 232

ing a general-purpose instruction set. Task-specific 233

tuning of generative LLMs is proven to be suc- 234

cessful in different domains including text editing 235

(Raheja et al., 2023), sentiment analysis (Inserte 236

et al., 2024), and machine translation (Zheng et al., 237

2024). However, task-specific tuning have the po- 238

tential of deteriorating the language capabilities of 239

LLMs (Zhang et al., 2023b; Zhao et al., 2023b). 240

We follow instruction fine-tuning with a task- 241

specific dataset for the downstream task of senti- 242

ment analysis. We choose sentiment analysis since 243

it is a widely applicable task that represents a funda- 244

mental natural language processing capability (Liu, 245

2012). For this purpose, we create an instruction 246

set for sentiment analysis. To create a balanced 247

set, we downsample 2,500 instances for both neg- 248

ative and positive sentiment classes, a total of 5k 249

instances from the TRSAv1 dataset (Aydoğan and 250

Kocaman, 2023). We then use a prompt manually 251

crafted for the task of sentiment analysis10. We 252

provide the prompt in Appendix A.2. 253

6Anonymous
7https://huggingface.co/huggyllama/llama-7b
8https://huggingface.co/huggyllama/llama-13b
9https://huggingface.co/MaLA-LM/mala-500-10b-v1

10We run prompts from existing resources (Bach et al.,
2022) but decided to use a manually crafted one by observing
better performance in preliminary experiments.
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Data Size Tokens
Continual training Wiki 535.0k 273.9m
Instruction tuning Alpaca 52.0k 13.3m
Task-specific tuning Sentiment 5.0k 1.3m
Vocabulary extension BPE 28.6k 28.6k

Table 1: Data statistics for adaptation methods. The
columns represent the type of data used (Data), the total
number of instances (Size), and the total number of
tokens (Tokens), respectively.

We employ task-specific tuning for all LLMs254

examined in this study. We use all models in 8-255

bit quantization. We also use LoRA (resulting in256

training 12.4% of LLM parameters) and the same257

hyperparameters as in instruction tuning. A single258

run of task-specific tuning takes approximately 2.5259

hours for Llama-7b with these settings using two260

NVIDIA RTX 2080Tis.261

3.4 Vocabulary Extension262

Vocabulary embeddings are a major component263

of how LLMs understand and process natural lan-264

guage text by capturing semantic meanings and265

relationships among subwords called tokens. Vo-266

cabulary tokens are determined by tokenization267

algorithms such as WordPiece (Schuster and Naka-268

jima, 2012) and Bype Pair Encoding (BPE) (Sen-269

nrich et al., 2016).270

Llama has a vocabulary size of 32k tokens based271

on BPE tokenization (Touvron et al., 2023a). The272

majority of tokens in its vocabulary are English.273

The remaining small portion involves European274

languages with Latin and Cyrillic symbols.275

In this study, we extend Llama’s vocabulary276

by merging with low-resource language tokens.277

Specifically, we use the Turkish tokenizer with278

28,600 tokens trained by BPE algorithm (We pub-279

lish the tokenizer6).280

Merging the original Llama tokenizer with low-281

resource vocabulary yields 59,773 tokens, meaning282

that 827 tokens are overlapping. This results in283

adding almost 228m new parameters to be trained284

into the model due to the extended vocabulary em-285

beddings. We employ vocabulary extension with286

above-mentioned methods when Llama-7b is used287

with LoRA due to limited resources.288

3.5 Combinations289

A summary of data statistics used for the adaptation290

methods is given in Table 1. In addition to a single291

examination of these methods, we also report the292

results of using them in combination to leverage293

better performance. We particularly employ the fol- 294

lowing combinations using Llama-7b with LoRA. 295

Hyperparameters are set the same as explained in 296

the previous subsections. 297

Continual Training with Instruction Fine-tuning: 298

We first obtain a model by continual training using 299

raw Wiki data as explained in Section 3.1. We 300

then apply instruction fine-tuning as explained in 301

Section 3.2. The motivation is to boost the potential 302

of instruction tuning when the backbone model is 303

trained with low-resource raw text beforehand. 304

Continual Training with Task-Specific Fine- 305

tuning: With a similar motivation to the previ- 306

ous approach, we first obtain a model by continual 307

training using raw Wiki data. We then apply task- 308

specific fine-tuning as explained in Section 3.3. 309

Continual Training with Instruction and Task- 310

Specific Fine-tuning: The motivation is to boost 311

the performance of task-specific tuning when the 312

model is trained by both raw text and instruction- 313

set in low-resource language beforehand. We first 314

obtain a model by continual training using raw 315

Wiki data. We then apply instruction tuning and 316

task-specific fine-tuning respectively. 317

Instruction and Task-Specific Fine-tuning: This 318

approach avoids continual training but examines 319

using both instruction and then task-specific tuning 320

respectively. The motivation is to boost the per- 321

formance of task-specific tuning when the model 322

is trained by only instruction-set in low-resource 323

language beforehand. 324

Vocabulary Extension with Instruction Fine- 325

tuning: We extend the vocabulary with low- 326

resource language tokens as explained in Section 327

3.4. We then apply instruction tuning to understand 328

the impact of vocabulary extension on instruction 329

tuning. 330

Vocabulary Extension with Task-Specific Fine- 331

tuning: With a similar motivation to the previ- 332

ous approach, we extend the vocabulary with low- 333

resource language tokens and then apply task- 334

specific tuning to understand the impact of vocabu- 335

lary extension on task-specific tuning. 336

Vocabulary Extension with Continual Training: 337

We extend the vocabulary with low-resource lan- 338

guage tokens and then apply continual training to 339

understand its impact on continual training. 340

4 Experiments 341

In this section, we evaluate the performance of dif- 342

ferent methods to adapt generative large language 343
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xquad xquad dbricks dbricks
question context instruction response

Size 1.2k 1.2k 15.0k 15.0k
Chars 74.7k 965.4k 1.1m 5.4m
Tokens 37.4k 458.3k 549.8k 2.4m

Table 2: Dataset statistics for perplexity. The xquad
dataset has question and context subsets. The databricks
(dbricks) dataset has instruction and response subsets.

models for low-resource language. We particularly344

conduct both intrinsic and extrinsic evaluations in345

order to understand the performance of both lan-346

guage comprehension and downstream tasks. We347

also run benchmark LLM evaluation by using ap-348

propriate datasets. This section further involves the349

results of using varying model sizes and applying350

multilingual models for the adaptation.351

4.1 Intrinsic Evaluation352

Intrinsic evaluation of generative LLMs involves353

a perplexity score that represents how well a lan-354

guage model can predict the next word in a se-355

quence of text (Jurafsky and Martin, 2009):356

perplexity = 2−
1
N

∑N
i=1 log2 P (wi|w1,...,wi−1) (1)357

where N is the total number of words and358

P (wi|w1, w2, . . . , wi−1) is the probability as-359

signed by the model to the i-th word given the360

preceding text context.361

A lower perplexity score indicates that language362

model is better able to predict the next word, and363

thus has a better understanding of the language.364

We calculate the perplexity scores on differ-365

ent data collections than the ones used in Sec-366

tion 3. Specifically, we use the Turkish ques-367

tion and context subsets of xquad (Artetxe et al.,368

2019), and the instruction and response subsets of369

databricks-dolly-15k (Conover et al., 2023) us-370

ing a Turkish translated version11. The detailed371

statistics of the data used for calculating perplex-372

ity scores are given in Table 2. The reason for373

reporting the perplexity scores for different sub-374

sets is that the characteristics of each subset can be375

helpful to understand the applied method’s impact376

on the adaptation. For instance, xquad-question377

has instances of questions while xquad-context378

has longer paragraphs of task descriptions. Sim-379

ilarly, databricks-instruction has instruction-380

11https://huggingface.co/datasets/atasoglu/databricks-
dolly-15k-tr

type questions, while databricks-response has 381

answers or responses to those questions. 382

In Table 3, we provide the perplexity scores. The 383

main observations can be summarized as follows. 384

Continual training reduces perplexity scores. 385

In all cases, perplexity scores are improved by 386

continual training (LlamaTurk-7b-c). The low- 387

est perplexity scores are also obtained by continual 388

training in the majority of cases (three of four data 389

collections). A possible reason is that the model 390

could gradually accumulate language knowledge 391

as it is exposed to more raw text. This incremental 392

learning process can allow the model to become 393

more robust and adaptable. 394

Instruction tuning improves perplexity but not 395

task-specific tuning. Perplexity scores are im- 396

proved by instruction tuning (LlamaTurk-7b-i). 397

The only exception is xquad-context, yer instruc- 398

tion tuning has still a very close perplexity score 399

to the original Llama-7b. Our instruction-tuning 400

set is based on Alpaca, which has general-purpose 401

instructions and responses. On the other hand, task- 402

specific tuning (LlamaTurk-7b-t) deteriorates per- 403

plexity scores in all cases. We argue that, by train- 404

ing on task-specific instructions, generative LLMs 405

might become overly specialized and optimized for 406

those specific instructions, rather than maintaining 407

a more general understanding of language. 408

Combinations fail in most cases but depends on 409

data types. The combinations that include task- 410

specific tuning have poor perplexity scores. On 411

the other hand, continual training and instruction 412

tuning improve perplexity. We therefore expect 413

to have a better performance by using them to- 414

gether (LlamaTurk-7b-c-i) but perplexity scores 415

get worse than the case when they are applied alone. 416

However, when perplexity is measured on an in- 417

struction set (databricks-instruction), contin- 418

ual training together with instruction tuning has the 419

lowest perplexity score. This observation can sup- 420

port that generative LLMs adapt to different data 421

types, and one should consider target data type 422

before selecting adaptation method. 423

Vocabulary extension has poor perplexity. In 424

all models where vocabulary extension is applied 425

(Llama-7b-v), perplexity scores get higher than 426

the original (Llama-7b). We argue that without suf- 427

ficient training data and fine-tuning, the model can 428

struggle to effectively incorporate the new vocab- 429

ulary into its internal representations and learning 430
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Model Continual Instruction Task Vocabulary Data

Training Tuning Tuning Extension xquad xquad dbricks dbricks
question context instruction response

Llama-7b 6.6916 1.5487 9.5845 9.0259
LlamaTurk-7b-c 5.5088 1.5064 8.4364 7.0924
LlamaTurk-7b-i 6.3260 1.5674 8.3131 7.9351
LlamaTurk-7b-t 9.2267 1.7850 13.7173 13.2289
LlamaTurk-7b-c-i 7.0676 1.5978 8.2488 9.4570
LlamaTurk-7b-i-t 9.0380 1.8194 13.0113 11.8501
LlamaTurk-7b-c-t 7.7305 1.7181 12.5591 10.7188
LlamaTurk-7b-c-i-t 8.0855 1.6666 11.5441 10.6943
LlamaTurk-7b-v-i 18.6241 3.8897 22.1750 24.3312
LlamaTurk-7b-v-t 28.7707 5.8666 37.6394 43.7040
LlamaTurk-7b-v-c 17.3135 3.6807 23.9212 23.2612

Table 3: Perplexity scores. The models have different adaptation methods: Continual Training (c), Instruction
Tuning (i), Task-specific Tuning (t), and Vocabulary Extension (v). The xquad dataset has question and context
subsets. The databricks (dbricks) dataset has instruction and response subsets. The best (lowest) perplexity scores
for each dataset are given in bold.

processes. Similarly, (Zhao et al., 2024) observes431

negative impact of vocabulary extension, and also432

suggests that vocabulary extension might not be a433

suitable choice for small-scale continual training434

such as in our continual training with 0.2 billion435

tokens of the training data. Another reason could436

be the number of additional tokens in vocabulary437

(28k tokens), merged with the original tokenizer438

(32k tokens). More experimentation is needed to439

understand if a different number of new tokens in440

vocabulary works better in adaptation.441

4.2 Extrinsic Evaluation442

Generative LLMs employ human evaluations as443

an evaluation method to align with human judg-444

ments (Ouyang et al., 2022). However, human-445

based evaluation is labor-intensive, making it costly446

and less feasible for low-resource languages. On447

the other hand, LLM evaluation benchmarks of-448

fer reliable evaluation for downstream NLP tasks449

such as GLUE (Wang et al., 2018) and SuperGLUE450

(Wang et al., 2019). Similarly, there are evaluation451

frameworks and tools such as LM Evaluation Har-452

ness (Gao et al., 2023) and MLflow12. However,453

they mostly support English benchmark datasets.454

Although multilingual datasets are published by455

some benchmarks, either they do not include the456

language used in this study, or the data size is small457

for task-specific tuning. We therefore craft an eval-458

uation on sentiment analysis in this subsection13.459

For this purpose, we extract 100 instances (50460

instances for both positive and negative classes)461

from the Turkish sentiment analysis dataset used in462

12https://github.com/mlflow/mlflow
13We also provide a benchmark evaluation for available

datasets from LLM benchmarks in Section 4.3.

Model 0-shot 1-shot 2-shot 3-shot
Llama-7b 0.00 0.50 0.53 0.50
LlamaTurk-7b-c 0.00 0.47 0.54 0.51
LlamaTurk-7b-i 0.06 0.48 0.48 0.56
LlamaTurk-7b-t 0.90 0.84 0.61 0.78
LlamaTurk-7b-c-i 0.10 0.52 0.50 0.54
LlamaTurk-7b-i-t 0.83 0.90 0.93 0.89
LlamaTurk-7b-c-t 0.82 0.60 0.62 0.86
LlamaTurk-7b-c-i-t 0.62 0.52 0.56 0.51
LlamaTurk-7b-v-i 0.35 0.44 0.49 0.53
LlamaTurk-7b-v-t 0.44 0.50 0.53 0.53

Table 4: Accuracy scores on sentiment analysis. The
darker cell color gets, the better task performance.

task-specific tuning (Aydoğan and Kocaman, 2023). 463

We avoid selecting from 5k instances used in task- 464

specific tuning explained in Section 3.3. Since in- 465

ference is time costly, we use a small subset of this 466

dataset for the evaluation. We also craft inference 467

prompts for different scenarios including zero-shot 468

to few-shot prompts. We check the generated text 469

if it equals to positive or negative, and calculate the 470

accuracy score accordingly. We measure accuracy 471

since the inference dataset is fully balanced. We 472

provide the inference prompts in Appendix A.3. 473

During inference, we load the models with 8-bit 474

quantization due to limited hardware. Generation 475

configuration involves the following hyperparam- 476

eters. The temperature is set to 0.2. Beam search 477

is applied with four beams, and top-p is set to 0.75. 478

A single run of inference takes approximately from 479

six hours (zero-shot) to eight hours (3-shot) for 480

Llama-7b with these settings using two NVIDIA 481

RTX 2080Tis. 482

In Table 4, we provide the perplexity scores for 483

all methods. The main observations are as follows. 484
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Model XCOPA Belebele
0-shot 1-shot 2-shot 3-shot 0-shot 1-shot 2-shot 3-shot

Llama-7b 0.53 0.51 0.48 0.52 0.23 0.23 0.23 0.24
LlamaTurk-7b-i 0.58 0.51 0.50 0.55 0.24 0.27 0.25 0.28
LlamaTurk-7b-c-i 0.52 0.52 0.53 0.50 0.24 0.25 0.23 0.27
LlamaTurk-7b-v-i 0.55 0.53 0.54 0.54 0.24 0.27 0.23 0.28

Table 5: Accuracy scores on benchmark datasets. The highest scores for each dataset are given in bold.

Task-specific tuning improves the performance485

of downstream task. We find that task-specific486

tuning cannot help improve perplexity scores pre-487

viously. However, our extrinsic evaluation shows488

that task-specific tuning improves the performance489

of sentiment analysis. Specifically, we observe that490

task-specific tuned model (LllamaTurk-7b-t) is491

good at zero-shot inference, suggesting that task-492

specific instructions provide sufficient knowledge493

for zero-shot evaluation.494

Instruction tuning boosts the performance of495

downstream task when used together with task-496

specific tuning. When instruction tuning is em-497

ployed alone, it has no significant impact on the498

performance of downstream task. However, we499

find that the highest accuracy score is obtained500

when instruction tuning and task-specific tuning are501

together employed (LllamaTurk-7b-i-t). More-502

over, LllamaTurk-7b-i-t has a better few-shot503

performance compared to other methods including504

task-specific tuning.505

Continual training can help task-tuning.506

When continual training is employed alone507

(LllamaTurk-7b-c), we observe no significant508

improvement in the performance of downstream509

task. However, the performance is promising510

when it is used together with task-specific tuning511

(LllamaTurk-7b-c-t). This suggests further ex-512

amination of continual training with task-specific513

tuning in different downstream tasks and datasets.514

Vocabulary extension has poor downstream per-515

formance. Similar to the perplexity experiments,516

we observe that vocabulary extension has no im-517

provement on the performance of downstream task.518

4.3 Benchmark Evaluation519

In this subsection, we report the performance re-520

sults on benchmark datasets. Since LLM evaluation521

benchmarks mostly include English datasets, we522

examine multilingual datasets in available LLM523

benchmarks. For this purpose, we use the Turkish524

subsets of XCOPA (Ponti et al., 2020) and Belebele525

(Bandarkar et al., 2023) datasets provided by LM526

Evaluation Harness (Gao et al., 2023). XCOPA 527

is a benchmark to evaluate the ability of machine 528

learning models to transfer commonsense reason- 529

ing. Belebele is a multiple-choice machine reading 530

comprehension dataset, and each question has four 531

multiple-choice. We modify the default prompts 532

given in LM Evaluation Harness to align with our 533

instruction prompting. We provide the inference 534

prompts in Appendix A.4 and A.5. 535

Since the dataset sizes are small, we are not 536

able to apply task-specific tuning in these bench- 537

mark datasets. Specifically, we observe almost 538

no change in performance scores when XCOPA’s 539

600 and Belebele’s 900 instances are fine-tuned for 540

the Turkish language, while the performance is im- 541

proved in Section 4.2 with 5k instances. We thereby 542

report the results for instruction tuning and related 543

methods. Table 5 reports the accuracy scores on 544

the XCOPA and Belebele datasets. 545

The results show that instruction tuning 546

(LlamaTurk-7b-i) improves the performance of 547

downstream task in both datasets. However, contin- 548

ual training and vocabulary extension have no sig- 549

nificant benefits on the results. The results thereby 550

align with the results of sentiment analysis reported 551

in Section 4.2. 552

4.4 Model Size 553

We provide an analysis of the impact of model size 554

on adapting generative LLMs. For this purpose, we 555

employ Llama models with 7b and 13b parameters. 556

Figure 2 shows a histogram depicting the compari- 557

son between the fine-tuned models for instruction 558

tuning (LlamaTurk-7b-i and LlamaTurk-13b-i) 559

and task-specific tuning (LlamaTurk-7b-t and 560

LlamaTurk-13b-t). 561

Perplexity is improved by adapting a larger 562

model. In both cases of applying instruction or 563

task-specific tuning, we find that LlamaTurk-13b 564

improves perplexity scores in all cases. How- 565

ever, task-specific tuning (LlamaTurk-13b-t) is 566

still outperformed by the original Llama model 567

Llama-13b in most cases. 568
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(a) Perplexity of instruction
tuning (lower is better)

(b) Perplexity of task-specific
tuning (lower is better)

(c) Accuracy of instruction
tuning (higher is better)

(d) Accuracy of task-specific
tuning (higher is better)

Figure 2: Model size comparison for adaptation.

Task performance is improved by adapting a569

larger model when few-shot tuning is applied.570

We find that LlamaTurk-13b improves the perfor-571

mance of downstream task when it is applied with572

task-specific tuning and few-shot evaluation. On573

the other hand, the adaptation of a larger model574

with instruction tuning has no significant impact on575

the performance of downstream task.576

4.5 Multilingual Models577

We also provide an analysis for the impact of578

multilingual generative LLMs on adapting gen-579

erative LLMs. For this purpose, we fine-tune a580

multilingual model, MaLA-500 (Lin et al., 2024b).581

MaLA is developed to cover 534 languages by us-582

ing vocabulary extension and continual training583

on Llama2 (Touvron et al., 2023b). Analyzing a584

multilingual LLM with an enriched vocabulary can585

provide more insights into LLM adaptation for low-586

resource languages.587

Figure 3 shows a histogram depicting the588

comparison between the fine-tuned models589

for instruction tuning (LlamaTurk-7b-i and590

MaLATurk-7b-i) and task-specific tuning591

(LlamaTurk-7b-t and MaLATurk-7b-t).592

Adapting multilingual LLM has no significant593

improvements. Perplexity and accuracy scores594

of the original MaLA-7b model are improved by595

adapting MaLATurk-7b in both instruction and task-596

specific tuning. However, the perplexity of adapt-597

ing a monolingual model LlamaTurk-7b is still bet-598

ter than adapting a multilingual model in all cases.599

Similarly, monolingual adaptation has better accu-600

racy scores of task-specific tuning in most cases.601

The only benefit of adapting multilingual LLM is602

(a) Perplexity of instruction
tuning (lower is better).

(b) Perplexity of task-specific
tuning (lower is better).

(c) Accuracy of instruction
tuning (higher is better).

(d) Accuracy of task-specific
tuning (higher is better).

Figure 3: Multilingual comparison for adaptation.

observed when instruction tuning is applied. 603

5 Conclusion 604

This study examines different methods for adapt- 605

ing English-dominant generative large language 606

models to low-resource languages. 607

The results show that continual training with 608

raw text can improve perplexity, while vocabu- 609

lary extension has no significant impact on adapta- 610

tion performance. We also find that the adaptation 611

with general-purpose instruction tuning has promis- 612

ing results in both perplexity and accuracy scores, 613

while downstream task performance can be boosted 614

by task-specific tuning. Furthermore, adapting a 615

larger model with 13b parameters improves task 616

performance with few-shot tuning. However, we 617

observe no significant improvements by adapting a 618

multilingual model. 619

In future work, we plan to adapt other open- 620

source language models such as Llama2 (Touvron 621

et al., 2023b) and Gemini (Team et al., 2024) to 622

generalize our results to different models. Other 623

adaptation methods can also be studied such as 624

modification of model architecture since different 625

model layers and tokenization algorithms might 626

change the outcomes. 627

6 Limitations 628

This study employs a particular family of gener- 629

ative large language models (Llama and MaLA) 630

for adapting open-source generative monolingual 631

and multilingual LLMs to a low-resource language. 632

Using other generative models might have different 633

results in the experiments. Similarly, we use the 634

Turkish language for the target of adaptation. Other 635
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languages might have different experimental results636

depending on the tuning and inference datasets with637

prompt examples. We therefore acknowledge the638

effect of the instruction set and prompting tem-639

plates in the results.640

Moreover, benchmark evaluation is limited to641

multilingual datasets in this study due to the avail-642

ability of benchmark datasets for the target lan-643

guage. Lastly, we would like to emphasize the644

limited hardware resources the experiments were645

conducted, which restricts using a variety of mod-646

els including larger sizes (higher than 13b) and647

different model types (rather than Llama).648

7 Ethical Concerns649

This study employs a low-resource language, Turk-650

ish, and our findings can guide to other researchers651

studying low-resource languages. We also provide652

both intrinsic and extrinsic performance evalua-653

tions that can be considered for deploying genera-654

tive LLMs in similar tasks.655

To provide transparency, we explain all details656

regarding text collections used in pretraining and657

fine-tuning our generative language models. More-658

over, we report the details of the models and con-659

figurations with hyperparameters.660

Since the training corpus of generative LLMs661

involves a huge amount of raw text from different662

resources including the world wide web, it is in-663

evitable to observe a risk of cultural and ethical664

bias towards different individuals and communities665

in the generated text of the published models in666

this study (Kasneci et al., 2023; Cetinkaya et al.,667

2024). Moreover, training texts are contaminated668

with more problematic biases and polluted with a669

large amount of synthetic text generated by LLMs670

(Denning and Rousse, 2024). Possible bias can be671

removed by filtering the corpus, however, we leave672

the study of such filtering to future work since it673

would require a dedicated effort but the scope of674

this study is to compare the adaptation methods of675

generative LLMs for low-resource languages.676

Lastly, we estimate the carbon footprint of our677

study based on the energy usage of GPUs. We con-678

sider execution time in hours and electrical energy679

consumption in kWh, and assume that power con-680

sumption during training is equal to the maximum681

power drain of GPUs by operating at maximum682

power utilization (0.25 MW for 2080Ti, and 0.14683

MW for A4000). We assume that 1 MWh is equiva-684

lent to 0.439 ton CO2eq14. Our estimation ignores 685

the carbon footprint of CPU utilization and the 686

manufacturing costs of the hardware. 687

Social carbon cost is approximately 50.64, 3.84, 688

and 0.55 kg CO2eq for a single run of continual 689

training, instruction tuning, and task-specific tun- 690

ing, respectively. 691
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Qianchu Liu, Ivan Vulić, and Anna Korhonen. 2020.891
XCOPA: A multilingual dataset for causal common-892
sense reasoning. In Proceedings of the 2020 Con-893
ference on Empirical Methods in Natural Language894
Processing (EMNLP).895

Libo Qin, Qiguang Chen, Yuhang Zhou, Zhi Chen,896
Yinghui Li, Lizi Liao, Min Li, Wanxiang Che, and897
Philip S. Yu. 2024. Multilingual large language898
model: A survey of resources, taxonomy and fron-899
tiers.900

Yujia Qin, Jiajie Zhang, Yankai Lin, Zhiyuan Liu, Peng 901
Li, Maosong Sun, and Jie Zhou. 2022. Elle: Ef- 902
ficient lifelong pre-training for emerging data. In 903
Findings of the Association for Computational Lin- 904
guistics: ACL 2022, pages 2789–2810. 905

Vipul Raheja, Dhruv Kumar, Ryan Koo, and Dongyeop 906
Kang. 2023. Coedit: Text editing by task-specific 907
instruction tuning. 908

Andrea Santilli and Emanuele Rodolà. 2023. Camoscio: 909
An italian instruction-tuned llama. arXiv preprint 910
arXiv:2307.16456. 911

Teven Le Scao, Angela Fan, Christopher Akiki, El- 912
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A Appendix 1055
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girdiyle birlikte bir görevi açıklayan 1060

talimat bulunmaktadır. Talimatı yeterince 1061

sağlayan bir çıktı yaz. 1062

(Below is an instruction explaining a task 1063

with input that provides more context. 1064
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Write an output satisfying the instruction)1065

1066

### Talimat (Instruction):1067

[INSTRUCTION]1068

1069

### Girdi (Input):1070

[INPUT]1071

1072

### Çıktı (Output):1073

[OUTPUT]1074

A.2 Task-Specific Fine-tuning Prompt1075

The prompt used in task-specific (sentiment anal-1076

ysis) fine-tuning is given as follows (translated1077

prompt is given in parenthesis).1078

Aşağıda bir görevi açıklayan talimat1079

bulunmaktadır. Talimatı yeterince1080

sağlayan bir çıktı yaz.1081

(Below are instructions describing a task.1082

Write an output that satisfying1083

the instruction)1084

1085

### Talimat:1086

Lütfen verilen yorumun olumlu ya da1087

olumsuz olduğunu çıktı olarak belirtin.1088

(Please indicate whether the given comment1089

is positive or negative.)1090

1091

### Yorum (Comment):1092

[INPUT]1093

1094

### Çıktı (Output):1095

[OUTPUT]1096

A.3 Task-Specific Inference Prompt1097

For sentiment analysis, the prompt used in zero-1098

shot inference is the same as the prompt used for1099

task-specific fine-tuning given in A.2. Few-shot1100

prompting (one-shot for example) is given as fol-1101

lows (translated prompt is given in parenthesis).1102

Aşağıda bir görevi açıklayan talimat1103

bulunmaktadır. Talimatı yeterince sağlayan1104

bir çıktı yaz.1105

(Below are instructions describing a task.1106

Write an output satisfying the instruction)1107

### Talimat (Instruction):1108

Lütfen verilen yorumun olumlu ya da1109

olumsuz olduğunu çıktı olarak belirtin.1110

(Please indicate whether the given comment1111

is positive or negative.)1112

1113

### Yorum (Comment): 1114

çok güzel, sağlıklı, temiz, ferah 1115

(very beautiful, healthy, clean, spacious) 1116

1117

### Çıktı (Output): 1118

olumlu 1119

(positive) 1120

1121

### Talimat (Instruction): 1122

Lütfen verilen yorumun olumlu ya da 1123

olumsuz olduğunu çıktı olarak belirtin. 1124

(Please indicate whether the given comment 1125

is positive or negative.) 1126

1127

### Yorum (Comment): 1128

[INPUT] 1129

1130

### Çıktı (Output): 1131

[OUTPUT] 1132

A.4 XCOPA Inference Prompt 1133

Few-shot prompting (one-shot for example) is 1134

given as follows (translated prompt is given in 1135

parenthesis). 1136

Aşağıda bir görevi açıklayan talimat 1137

bulunmaktadır. Talimatı yeterince 1138

sağlayan bir çıktı yaz. 1139

(Below are instructions describing a task. 1140

Write an output satisfying the instruction) 1141

1142

### Talimat (Instruction): 1143

Verilen cümlenin sebebi nedir? 1144

(What is the reason for the given sentence?) 1145

Kadın kötü bir ruh halindeydi bu yüzden 1146

(The woman was in a bad mood so) 1147

1148

### Girdi (Input): 1149

arkadaşıyla biraz konuştu. 1150

(she talked to her friend for a while.) 1151

arkadaşına onu yalnız bırakmasını söyledi. 1152

(she told her friend to leave her alone.) 1153

1154

### Çıktı (Output): 1155

Kadın kötü bir ruh halindeydi bu yüzden 1156

arkadaşına onu yalnız bırakmasını söyledi. 1157

(The woman was in a bad mood so she told 1158

her friend to leave her alone.) 1159

1160

Aşağıda bir görevi açıklayan talimat 1161

bulunmaktadır. Talimatı yeterince sağlayan 1162

bir çıktı yaz. 1163
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(Below are instructions describing a task.1164

Write an output satisfying the instruction)1165

1166

### Talimat (Instruction):1167

Verilen cümlenin sebebi nedir?1168

(What is the reason for the given sentence?)1169

[INPUT]1170

1171

### Girdi (Input):1172

[OPTION1]1173

[OPTION2]1174

1175

### Çıktı (Output):1176

Ürün balonlu naylonla paketlenmişti1177

bu yüzden [OUTPUT]1178

(The product was packaged with1179

bubble wrap so [OUTPUT])1180

A.5 Belebele Inference Prompt1181

Few-shot prompting (one-shot for example) is1182

given as follows (translated prompt is given in1183

parenthesis).1184

Aşağıda bir görevi açıklayan talimat1185

bulunmaktadır. Talimatı yeterince1186

sağlayan bir çıktı yaz.1187

(Below are instructions describing a task.1188

Write an output satisfying the instruction)1189

1190

### Talimat (Instruction):1191

Tüm notalara doğru şekilde basmaya devam1192

ederken elinizin mümkün olduğu kadar1193

rahat olduğundan emin olun - aynı zamanda1194

parmaklarınızla fazladan hareketler1195

yapmamaya çalışın. Bu şekilde kendinizi1196

olabildiğince az yormuş olacaksınız.1197

Unutmayın ki piyanoda olduğu gibi daha1198

fazla ses için tuşlara çok güçlü1199

vurmanıza gerek yoktur. Akordeon1200

üzerinde, ekstra hacim elde etmek için1201

körüğü daha fazla basınç veya hızda1202

kullanırsınız. Akordeonu çalarken1203

aşağıdakilerden hangisi sesin1204

yükselmesini sağlar?1205

(Make sure your hand is as relaxed as1206

possible while still hitting all the1207

notes correctly - at the same time,1208

try not to make extra movements with1209

your fingers. This way, you will tire1210

yourself as little as possible.1211

Remember that you don't need to hit1212

the keys too hard to get more sound,1213

like on the piano. On the accordion, 1214

you use the bellows with more pressure 1215

or speed to get extra volume. 1216

Which of the following makes the sound 1217

rise when playing the accordion?) 1218

1219

### Girdi (Input): 1220

A: Daha fazla hız (more speed) 1221

B: Daha fazla güç (more power) 1222

C: Daha az basınç (less pressure) 1223

D: Daha az parmak hareketi 1224

(less finger movement) 1225

1226

### Çıktı (Output): 1227

A 1228

1229

Aşağıda bir görevi açıklayan talimat 1230

bulunmaktadır. Talimatı yeterince 1231

sağlayan bir çıktı yaz. 1232

(Below are instructions describing a task. 1233

Write an output satisfying the instruction) 1234

1235

### Talimat (Instruction): 1236

Tüm notalara doğru şekilde basmaya devam 1237

ederken elinizin mümkün olduğu kadar 1238

rahat olduğundan emin olun - aynı zamanda 1239

parmaklarınızla fazladan hareketler 1240

yapmamaya çalışın. ... Akordeonu çalarken 1241

aşağıdakilerden hangisi sesin 1242

yükselmesini sağlar? 1243

(Make sure your hand is as relaxed as 1244

possible while still hitting all the 1245

notes correctly - at the same time, 1246

try not to make extra movements with 1247

your fingers. ... Which of the 1248

following makes the sound rise 1249

when playing the accordion?) 1250

1251

### Girdi (Input): 1252

[OPTION1] 1253

[OPTION2] 1254

[OPTION3] 1255

[OPTION4] 1256

1257

### Çıktı (Output): 1258

[OUTPUT] 1259
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