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Abstract

Data engineering on tabular data is crucial for transforming raw data sources
into a suitable form for downstream tasks like machine learning and analytical
query processing. Since handling raw data often entails high manual overheads,
automating data engineering tasks like entity matching [5] and column type
annotation [3] has long been an active area of research. Recent work shows that
Large Language Models (LLMs) achieve state-of-the-art performance on various
public benchmarks [4], providing enterprises a promising avenue to automate
processes without needing expensive, specialized solutions.

Yet the enterprise domain comes with unique challenges that remain over-
looked by existing studies using LLMs, like table sizes and domain knowledge.
To address this gap, we analyze enterprise-specific challenges related to data,
tasks, and background knowledge, as well as the costs of using LLMs on tabu-
lar data. To understand how the differences between scientific benchmarks and
enterprise scenarios affect LLM performance, we apply recent LLMs to various
enterprise-related downstream tasks on representative customer data.

Data. Existing LLM research primarily uses evaluation datasets based on tables
from web sources like Wikipedia and GitHub. Real-world enterprise databases,
however, contain tables with vastly different characteristics from those in public
benchmarks [2]. For example, our analysis of representative customer data from
SAP shows that enterprise tables are substantially larger, containing hundreds
of columns and millions of rows. Moreover, they typically represent business
objects that span multiple connected tables in non-descriptive schemas. They
also often have higher sparsities and contain many non-expressive values such as
identifiers and symbolic codes.

To understand how these differences affect LLM performance, we conduct a
case study on the task of column type annotation [3]. We find that while recent
models perform well on public benchmarks (up to 0.98 F1), they still display
severe limitations on our representative customer data (only up to 0.17 F1).
Moreover, we show how individual characteristics like wider tables and higher
sparsities lead to worse results.
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Tasks. In addition to the data challenges, the tasks in enterprise data engi-
neering scenarios are often more complex than their typical formulations in the
scientific community. In a case study on the matching of incoming payments to
open invoices, an instance of the entity matching problem, we find that state-
of-the-art models perform well (up to 0.98 F1) on data comparable to public
datasets. However, the addition of enterprise-specific challenges like multi-match
scenarios (one payment pays multiple invoices) and multi-table contexts leads
to drastic performance drops to 0.66 F1 and 0.58 F1 respectively [1].

Moreover, real-world enterprise scenarios are typically not isolated problems
like entity matching, but rather compound pipelines of multiple tasks where
errors propagate quickly, posing additional challenges for the automation with
LLMs. In a second case study, we use LLMs to integrate one company’s customer
database into another company’s database and show how errors compound across
the tasks of schema matching, entity matching, and data transformation.

Knowledge. Data engineering in enterprise scenarios often depends heavily on
domain-specific knowledge. One example is the translation of natural language
into product-specific query languages like SAP SIGNAL, which is made particu-
larly challenging by the lack of parametric knowledge about the query language.
For example, we observe that the generated SIGNAL queries often contain syn-
tax errors. A second challenge lies in customer-specific customizations of appli-
cations and data architectures. In contrast to standardized architectures like the
SAP schema, these changes are usually not documented publicly. As a result, we
observe a bias of the LLMs’ parametric knowledge towards the parts of database
schemas that are more prominent in public documentation.

Costs. Finally, we discuss the costs of using LLMs for enterprise data engineer-
ing. One aspect that drives costs is the immense scale of enterprise databases.
Processing a 1TB database with a typical state-of-the-art LLM costs around
1.2M USD. Moreover, the cost per byte for tabular data in TSV format is around
twice that of natural language text due to differences in tokenizer fertility. How
data engineering problems are typically approached with LLMs can also lead to
prohibitive costs. For example, entity matching is usually formulated as com-
paring pairs of rows, leading to a complexity that grows with the product of the
lengths of both tables and is, therefore, not tractable for enterprise use cases.

We want to draw attention to the fact that data engineering in enterprises is
often more challenging than portrayed in existing LLM research. We also invite
enterprises to share their experience—if not their data—with the research com-
munity to ensure that scientific benchmarks reflect real-world problems. Based
on our findings, we point towards promising directions to adapt LLMs for enter-
prise data engineering and support their adoption in industry. Besides standard
LLM techniques like fine-tuning and prompt engineering, this includes refor-
mulating established tasks with the particularities of LLMs in mind as well as
combining LLMs with existing approaches from the systems community.
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