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Figure 1. Single-view 3D reconstruction with mirror reflections. Given an image containing a mirror, we aim to reconstruct the 3D
geometry of the scene. Existing methods cannot recognise the reflective cues and fail by predicting a false geometry for the mirror region,
which is highlighted with light red (Top). We reinterpret the mirror reflection as a virtual view captured by a simulated camera, enabling a
stereo formulation that leads to more accurate geometry reconstruction (Bottom).

Abstract

Mirror reflections are common in everyday environments
and can provide stereo information within a single capture,
as the real and reflected virtual views are visible simulta-
neously. We exploit this property by treating the reflection
as an auxiliary view and designing a transformation that
constructs a physically valid virtual camera, allowing di-
rect pixel-domain generation of the virtual view while ad-
hering to the real-world imaging process. This enables a
multi-view stereo setup from a single image, simplifying the
imaging process, making it compatible with powerful feed-
forward reconstruction models for generalizable and robust
3D reconstruction. To further exploit the geometric symme-
try introduced by mirrors, we propose a symmetric-aware
loss to refine pose estimation. Our framework also naturally
extends to dynamic scenes, where each frame contains a
mirror reflection, enabling efficient per-frame geometry re-
covery. For quantitative evaluation, we provide a fully cus-
tomizable synthetic dataset of 16 Blender scenes, each with
ground-truth point clouds and camera poses. Extensive ex-
periments on real-world data and synthetic data are con-
ducted to illustrate the effectiveness of our method. Code
and Blender scenes are available in: https://github.
com/jingwu2l2l/reflect3r.git.

1. Introduction

Mirror reflections are ubiquitous in our daily environments.
They allow multi-view cues, comprising the real scene and

its mirrored counterparts, to be inferred from a single cap-
ture, naturally forming an epipolar geometry. Unlike a
classical multi-view setup, the real-virtual view pairs share
the same intrinsic parameters, which simplifies calibration.
This property can significantly reduce hardware require-
ments, removing the need for cross-camera synchronization
and shortening scanning time.

Effectively leveraging reflections for 3D reconstruction
is non-trivial, as it involves a multi-view relationship de-
rived from only a single image. Early mirror-based meth-
ods [24, 26] analytically reconstructed simple polyhedral
shapes, but relied on highly controlled settings and thus do
not generalize to real-world scenes with complex shapes,
materials, and occlusions. More recently, Kawahara et al.
[28] explored using water reflections as indirect views by
explicitly modeling light transport to recover scene geom-
etry and appearance, reconstructing 3D point coordinates
via standard stereo triangulation from correspondences in
the direct-reflected pairs. Fang et al. [9] explored human
pose reconstruction by leveraging mirror reflections of hu-
man bodies, relying on 2D correspondence keypoints for
initialisation. However, both approaches are inflexible and
degrade significantly when the reflected view has a large
angular difference from the real view, as reliable corre-
spondences become sparse. Moreover, they are tailored to
highly specific scenarios, such as water reflections of out-
door buildings, simplified objects, or the human body, and
lack the ability to generalize to diverse, real-world scenes.
Recent feed-forward reconstruction models [17, 32, 34]


https://github.com/jingwu2121/reflect3r.git
https://github.com/jingwu2121/reflect3r.git

achieve impressive accuracy, robustness, and generalisation
across diverse settings, yet they lack awareness of reflected
virtual views. As a result, they fail to exploit reflections in
single-view reconstruction and are often confused by them
in this monocular setup. To address this, we explicitly inte-
grate reflection-derived virtual views into feed-forward re-
construction models, treating the problem as a stereo setup,
formulating the problem as reflection-aided single-view 3D
reconstruction.

The goal of this stereo configuration is to reconstruct the
full 3D geometry of the scene from a single RGB image
capture containing a mirror, leveraging the inherent multi-
view constraints introduced by mirror reflections. Our key
insight is to reinterpret reflected virtual views as aux-
iliary views that contribute complementary geometric
and appearance cues. This is non-trivial, as the reflected
views need first to be transformed into physically valid vir-
tual views and then combined with the real view to form a
consistent multi-view setup.

Motivated by this, we propose Reflect3r, a reflection-
aided single-image 3D reconstruction framework capable of
operating at the scene level in unconstrained environments.
As illustrated in Fig. 1, Reflect3r substantially improves the
coverage of 3D reconstruction. It recovers 3D geometry
from a single image containing a mirror by treating the im-
age as comprising two complementary views separated by
the mirror surface.

To achieve this, we design a multi-view setup configu-
ration process that operates directly in the pixel domain to
create a valid virtual view, simulating the real-world imag-
ing process. In real-world scenarios, the real and reflected
virtual views often exhibit large angular differences, mak-
ing reconstruction challenging. Recent large-scale recon-
struction models [34] have demonstrated a strong ability
to recover geometry even under sparse or wide-angle in-
puts. Building on this, Reflect3r leverages DUSt3R, which
directly predicts dense geometry from multi-view inputs.
However, DUSt3R alone fails in the mirror geometry pre-
diction and often hallucinates depth within reflective re-
gions.

To mitigate this, we provide DUSt3R with the pre-built
multi-view setup, helping it better capture the spatial con-
figuration. This stereo formulation treats the reflection as
an auxiliary camera and introduces a natural symmetry con-
straint. To exploit this constraint, we design a symmetric-
aware loss for post-optimization, refining the estimated
camera poses by enforcing symmetry between the real and
virtual poses with respect to the mirror plane.

Furthermore, our formulation naturally extends to dy-
namic scenes: given a video in which each frame contains
a mirror reflection, Reflect3r can reconstruct per-frame ge-
ometry efficiently and at low capture cost.

Finally, existing 3D datasets with mirrors lack ground-

truth for the virtual views. To enable quantitative evalua-

tion, we construct a fully customizable synthetic dataset in

Blender [5], consisting of 16 manually created scenes with

ground-truth point clouds and real/virtual camera poses.

The contributions of this work are as follows:

* We reinterpret mirror reflections as auxiliary viewpoints,
enabling a formulation of single-view stereo for 3D re-
construction.

* We design a multi-view configuration process that works
directly in the pixel domain to create a valid virtual view
consistent with the physical imaging process.

* We exploit the inherent symmetry of mirrored scenes and
propose a symmetric-aware loss to refine pose estimation.

* To facilitate quantitative evaluation, we contribute a syn-
thetic dataset with 16 ground-truth point clouds and
poses, tailored for this task, fully customizable and eas-
ily extendable for future research.

Extensive experiments demonstrate that Reflect3r recon-
structs a more complete 3D geometry from a single image
cue compared to all baselines.

2. Related Works

2.1. Computer Vision with Mirror

Mirror Detection and Segmentation. Mirrors have long
been treated as challenging elements in image understand-
ing due to their ambiguous visual cues and deceptive ap-
pearances. In static image analysis, several works have fo-
cused on detecting and segmenting mirrors. DAM [37],
Progressive Mirror Detection [18], and PDNet [21] incor-
porate geometric and semantic priors to distinguish mirrors
from ordinary surfaces. For video, Warren et al. [35] and
Lau et al. [38] extend mirror segmentation into the tempo-
ral domain, leveraging motion consistency to improve accu-
racy.

Mirror Generation. Beyond detection, recent generative
models have explored how to synthesize realistic reflec-
tions. MirrorVerse v1 and v2 [7, 8] tackle this by modelling
scene semantics to generate plausible mirror content during
image generation.

Mirror Geometry and Depth Estimation. In 3D vision,
mirrors are particularly problematic due to their impact on
geometry and depth estimation. Classical approaches of-
ten misinterpret mirror reflections as real geometry, leading
to incorrect scene understanding. To address this in laser
scans, [39] proposed a sensor fusion technique for dealing
with LiDAR sensor failures on mirror and glass surfaces.
[13] detects mirrors and corrects laser-scanned point clouds
based on heuristics using known mirror dimensions. Mir-
ror3D [29] corrected depth estimates in mirrored regions of
both raw scanned and estimated depth by estimating the 3D
mirror plane based on RGB input and surrounding depth
context.



Novel View Synthesis. In the context of novel view syn-
thesis and 3D reconstruction, modeling reflective materials
has gained attention. Works such as Ref-NeRF [31], NeR-
FReN [12], NeRSP [41], and 3DGS-DR [15] extend radi-
ance fields [23] and 3D Gaussian Splatting [14] to better
handle reflections in surfaces like glass and metal. Closer
to our task, MirrorGaussian [19], Mirror-NeRF [42], and
MS-NeRF [40] explicitly target mirrors in 3D, aiming to
reconstruct scenes with accurate mirror appearance and ge-
ometry. [28] explores the 3D reconstruction from water re-
flections.

Most prior works treat reflections as noise, and attempts
to leverage mirrors for reconstruction remain limited, de-
spite the fact that reflections inherently provide a second
viewpoint of the scene. In contrast, our work incorporates
mirror reflections by reinterpreting them as views captured
by virtual cameras, reformulating the single-image cue as
a multi-view setup, and enabling more complete 3D recon-
struction even in unconstrained settings.

2.2. Single-Image-to-3D Reconstruction

Single-image-to-3D methods can be broadly divided into
two lines of work.

Generative. The first line recovers 3D geometry through
generation by hallucinating multi-view images of a 3D
model and reconstructing the scene from the synthesized
dense views. Early approaches, such as RealFusion [22]
and Make-It-3D [30], adopt a per-scene optimization strat-
egy, distilling prior knowledge from 2D generative models
into 3D representations via the Score Distillation Sampling
(SDS) loss [27]. While initially designed for object-level
reconstruction, this paradigm has been extended to scene-
level synthesis in works like Reconfusion [36]. More recent
methods [10, 16, 20, 44] bypass per-scene optimization by
directly training diffusion models that, conditioned on an in-
put view and target camera parameters, predict novel views
which are then used for 3D reconstruction.
Reconstruction Aided by Reflection. The second line of
work reconstructs 3D geometry directly from the given in-
formation without hallucination. Early mirror-based meth-
ods [24, 26] reconstructed simple polyhedral shapes under
highly controlled conditions, but it is unable to generalise
to real-world scenes with complex geometry and materials.
Kawahara et al. [28] and Fang et al. [9] use the 2D corre-
spondences between the real and the reflected water/mirror
view to reconstruct a scene or a human body, respectively.
However, these methods are inflexible and degrade signif-
icantly when the reflected view has a large angular differ-
ence from the real view, as reliable correspondences be-
come sparse. Moreover, they are tailored to highly specific
scenarios, such as water reflections of outdoor buildings,
simplified objects, or the human body, and cannot general-
ize to diverse, real-world scenes.

In contrast, our work extends image-to-3D reconstruc-
tion by leveraging real visual cues, specifically reflections,
treating them as auxiliary viewpoints to enhance single-
image 3D reconstruction without relying on hallucinated
geometry. Furthermore, we reformulate a valid multi-view
setup by simulating the physical imaging process, ensur-
ing compatibility with the backbone model and improving
the quality of single-image reconstruction, thereby enabling
generalization to real-world scenes.

3. Method

Given an input image I € RH*WX3 containing mirrors
F = {F1, Fy,...}, our goal is to reconstruct the 3D ge-
ometry of the scene as a point cloud. We achieve this by
decomposing the single input image into a set of incomplete
multi-views Z = {Ireal, Lvir, s Lviros - - - » Lviry }» Where Ty is
the real view and .4, is the mirror reflection derived virtual
view, and NN is the number of the virtual views. Each virtual
view provides complementary information about the scene.

Specifically, for each real-virtual view pair (Irear, Lvir; )
there exists a mirror plane M; = (n;, p;), where n; € R3*!
is the normal vector and p; € R3*! is a point on the plane,
such that the corresponding real and virtual camera poses
Creal = [Rreal|treal] € R*** and Cviri = [Rviri |tviri] € R4
are related by the corresponding reflection transformation
matrix Trefiect; :

Cviri = Treﬂecti Creal . (1)

This geometric constraint ensures that the real and virtual
cameras share a symmetric configuration relative to the mir-
ror plane M;, with Tiegec, describing the transformation
induced by the mirror reflection, which not only enables
multi-view geometry reconstruction using reflected appear-
ances but also provides strong geometric priors for estimat-
ing virtual camera poses.

To this end, we formulate the task from a single-view 3D
reconstruction problem to a multi-view 3D reconstruction
problem, which can be effectively addressed using mod-
ern 3D reconstruction models, such as DUSt3R, which is
designed to handle 3D reconstruction in a general setting.
By leveraging our virtual view design, we adapt DUSt3R
to perform 3D reconstruction under the single-view mirror-
assisted setup.

We first present the theory underlying the design of
Thefiect; 1n Section 3.1, which simulates the physical imag-
ing process of a virtual camera, ensuring that pixel-domain
operations are equivalent to real-world image formation.
We then describe the full Reflect3r pipeline in Section 3.2
and introduce a symmetric-aware loss for post-optimisation
in Section 3.3, which leverages reflection constraints to fur-
ther refine the estimated poses.



Figure 2. Physical imaging process of a scene containing a mirror.
The reflection plane is shown as semi-transparent to reveal the vir-
tual camera.

3.1. Virtual View Imaging Principle

We first introduce the theory of simulating the virtual view
imaging to obtain a multi-view setup, leveraging a mirror
reflection to simplify 3D reconstruction. This approach al-
lows us to directly flip the view in the pixel domain to create
a valid virtual view, effectively transforming a single image
containing mirrors into a multi-view input. The resulting
view pairs can then be processed by advanced feed-forward
3D reconstruction models.

The physical imaging process is illustrated in Fig. 2. We
define the reflection matrix Tiegect, Which transforms a real
camera C., (solid line) into its symmetric valid virtual
camera C,;; (dashed line) across a mirror plane M. The
reflection matrix is extended from the Householder matrix

[11]:

— T T
Trefiect = diag(fL 1, ]-7 ]-) ' |:I ()2$n 2(n1p)n:| 5
2
— diag(—1,1,1,1) - [Rg_f}ect trefea] ’ )

where n, p are the normal and the point on the mirror plane
(centre in Fig. 2), respectively. diag(—1, 1,1, 1) flips the -
axis of the coordinate system. Using this matrix, the virtual
camera C,;, is derived as:

Cvir = Treﬂect . [Rreal|trea]]- (4)

For a 3D point A € R3*! visible to both cameras, the real
camera observes both the point A and its mirror reflection
A’, while the virtual camera observes only A. The light
rays PraA’ and P A intersect at the same point on the
mirror plane. Let X € R3*! denote this intersection. The
projection of A onto the image plane of C,, is therefore
equivalent to projecting X onto C,,, given by:

Ureal
Xieal = | Ureal
1

=K- [Rreal‘treal] : X7 (5)

where K is the intrinsic parameter of the real camera. Since
the real and virtual cameras share the intrinsic parameter K,
the projection of A on the virtual camera is:

Uyir
Xyir = | ir | = K Trefiect - [Rreal|treal] - X. ©6)
1

Since the real and virtual cameras are symmetric with re-
spect to the mirror plane, and diag(—1, 1,1, 1) flips the -
axis, thus:

Ureal + Uyir = W @)

Ureal = Vvir, ()

where W is the width of the camera pixel plane.

By flipping the real view horizontally, we ensure that the
projection on the virtual camera is a flipped view of the real
camera, maintaining the stereo setup needed for 3D recon-
struction, enabling us to further leverage the reflection in-
formation as an auxiliary view.

3.2. Reflect3r Pipeline

In this section, we introduce the pipeline of Reflect3r, which
is illustrated in Fig. 3.
Mirror Detection and Multi-View Setup. We first apply
mirror detection to identify the reflection regions F in the
image, using Detect Any Mirror (DAM) [37]. The detected
regions are then flipped horizontally to simulate the imag-
ing process of the virtual camera. This allows the single
input image I to be decomposed into a real view and its
corresponding reflected views.
Initial Prediction. We adopt DUSt3R as the backbone to
generate the initial point cloud from the virtual-real pair,
which processes one image pair at a time. It first constructs
a pairwise graph € = {e¢; = (R,V;) | i = 1,2,...}, where
R denotes the real view and V; the i-th virtual view, and
then predicts the corresponding point cloud set S = {S, |
eel}.
Post-optimisation. We follow DUSt3R to perform the
post-optimisation. To align point clouds into a global uni-
fied pointmap & = {U; | i = {R,V1,Va,...}, DUSt3R
adopts a pair-wise loss. For an input image pair e =
(R,V;) € & DUSt3R first predicts the pointmaps Se
(SRri(r,v;)> Svir;;(r,v;)) and the confidence map O, =
OR;(R,v}) Ovirj;(Ryj))- DUSt3R introduces a pair-wise
pose P. € SE(3) and a scaling factor o, € R for each
pair e to rotate all pairwise predictions to align them to a
shared global coordinate system X,;;. The alignment loss is
formulated as:

HW
ﬁpairwise = Z Z Z O%HUi - UePeSg;e”' (9)

eef vee j=1
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Figure 3. Overview of the proposed Reflect3r pipeline. Reflect3r reconstructs 3D scenes from a single-view image by leveraging mirror
reflections. A reflection transformation is designed to ensure that flipping the real view in the pixel domain, simulating a virtual camera
imaging, enables seamless integration with modern feed-forward models. Following the initial prediction, the reflection transformation is

used as a geometric constraint to refine pose optimization.

We extend the post-optimisation process with a
symmetric-aware loss L, that constrains pose estima-
tion and incorporates the geometric prior from our virtual
camera design. The final loss term £ adopted for the post-
optimization is

L= Epairwise + Esym- (10)

We recover the mirror plane from the result point cloud
by estimating its normal and a point on the plane from the
result point cloud. The details of the mirror plane recovery
are covered in the supplementary.

3.3. Symmetric-Aware Loss

For each pair e, the estimated camera poses (Crear, Cuir;)
are constrained to be symmetric with respect to a mirror
plane M., estimated from the real view’s point cloud Uy,
using the mirror mask M., . Specifically, we estimate the
normal n. by performing Principal Component Analysis
(PCA) of the mirror part of the point cloud Usey) - Miey. We
obtain the point p. on the plane by computing the centroid
of the masked point cloud Uyey) + Mieq.

ne = PCA(Useat - Mieal); (11

Pe = Ureal - Mreal'

The symmetry constraint enforces that the virtual camera
Cvir]. and the real camera C,,; satisfy the relation in Eq. (4),
as defined by the reflection transformation T.qect in Eq. (2).

To enforce this constraint, we formulate an optimiza-
tion problem that minimizes the discrepancy between the
transformed real camera pose C;eal = Tieiect * Creal and
the estimated virtual camera pose C,;; for all pairs in
E={(R,V;)|j=1,2,...}. The optimisation problem is
defined as:

N
Z Z ||C;eal © CVifj H

min (12)
Creal, Cyir ‘
J=1(R,V;)€E
st Cloy = Trefiect - Creats  V(R, Viyeé&, 13)

Figure 4. Thumbnails of the dataset, where each image represents
a fully customizable Blender scene.

where © denotes the difference between the transformed
and estimated virtual camera poses.

We then compute the symmetric-aware loss by decom-
posing it into two components: the rotational difference and
the translational difference:

Esym = Erol + ﬁtrans~ (14)

The rotation term penalizes the angular difference between

. ) . L
the rotation of Cy;r; and C/,;, measured using quaternions:

-
Lo = Z 1- qlrealqvirj§
(D,Vj)e€

lall =1, (5

where qj, and qu;; are the unit quaternions corresponding
to the rotation matrices of C.;;, and Cy,,, respectively.
The translation term penalizes the Euclidean distance be-

tween the translation vectors:

Ltrans = Z ||t;eal - tVirj | Ig
(D,V;)e€

(16)

This symmetric-aware formulation enforces consistency be-
tween the camera poses of the real and virtual views, guid-
ing the optimisation toward a geometrically plausible con-
figuration.

4. Dataset

We construct a reflection-aided single-view reconstruction
dataset of 16 synthetic scenes sourced from Blender Demo
[4], BlenderKit [1], and CGTrader [2], manually modelled
in Blender [5]. Each scene is remodelled by us by adding a
mirror surface positioned in a plausible location. For some



scenes, we also manually model additional details to ensure
consistent richness across the dataset, avoiding cases where
certain scenes lack sufficient complexity or objects. Exam-
ple scenes are shown in Fig. 4, with a full dataset overview
provided in the Appendix.

To support reflection-based reconstruction, we provide a
Blender toolkit running in Blender scripting that simulates
the virtual camera imaging process described in Section 3.1.
Our dataset provides fully customizable Blender files with
ground-truth point clouds for both real and mirror-reflected
regions, along with real and virtual camera poses, while the
editable nature of these scenes facilitates dataset extension
for larger and more diverse future benchmarks.

5. Experiments
5.1. Experiment Setup

Backbone. Reflect3r builds on DUSt3R [34], a feed-
forward architecture for stereo-based 3D reconstruction.
Given an image pair, a shared Vision Transformer (ViT)
encoder extracts tokens, which are refined through cross-
attentive transformer decoders and decoded into pointmaps
assigning 3D coordinates to each pixel, along with confi-
dence maps estimating prediction reliability.

Baselines. We compare Reflect3r with three representa-
tive feed-forward 3D reconstruction models: DUSt3R [34],
MASt3R [17], and VGGT [32], and one monocular depth
estimation model MoGe [33]. For DUSt3R and MASt3R,
which do not accept a single input image, we duplicate the
prompt image as input, while for VGGT, we directly use the
prompt image.

Dataset. Since mirrors are often small and may not pro-
vide meaningful reflections, we focus on scenes where re-
flections are informative. We collect 16 real scenes with sig-
nificant mirror reflections from the Mirror3D [29], ScanNet
[6], Matterport3D [3], and NYUv2 [25] datasets to evalu-
ate our method. In addition to real data, we also report re-
sults on our proposed synthetic dataset, which provides ac-
curate ground truth for computing quantitative metrics and
performing ablation studies.

Evaluation Metrics. We evaluate reconstruction qual-
ity using 4 metrics: completeness, accuracy, F1 score,
and chamfer distance. Accuracy and completeness mea-
sure the percentage of reconstruction-to-ground-truth and
ground-truth-to-reconstruction distances below a 1 cm
threshold, respectively. The F1 score is computed as the
harmonic mean of accuracy and completeness. Chamfer
Distance measures the similarity between two point sets
by computing the average nearest-neighbour distance from
each point in one set to the other, ensuring both sets are
close in 3D space. The math behind the metrics is provided
in the supplementary.

Scene 2 Scene 3

Scene 1

Figure 5. Qualitative results of Reflect3r and all the baselines run-
ning on the real-world data, where the predicted geometries cor-
responding to the mirror area are highlighted with light red.

5.2. Results

Qualitative Results. We compare reconstructed 3D point
clouds on both real and synthetic datasets in Fig. 5 and
Fig. 6, where mirror regions are highlighted in light red
for all baselines. In our method, the mirror region is cor-
rectly identified and represented as a black plane. By rein-
terpreting reflections as virtual views captured by a virtual
camera, Reflect3r introduces stereo information that signifi-
cantly improves reconstruction coverage and completeness.
In contrast, DUSt3R, MASt3R, and VGGT all fail on both
real and synthetic scenes: DUSt3R and VGGT misinterpret
the mirror as false geometry (with the exception of VGGT
on synthetic Scene 2), while MASt3R collapses to flat, de-
generate geometry in all cases. MoGe performs better at
handling mirror regions compared to these baselines, yet it
still produces erroneous geometry (e.g., real Scene 3 and
synthetic Scene 3).

Moreover, the inability of the baselines to exploit stereo
information prevents them from recovering occluded re-
gions. In contrast, our stereo formulation enables more
complete reconstruction of hidden areas, for example, the
back of the lamp (Fig. 5, Scene 1), the rear surface of the



Scene 1 Scene 2 Scene 3

VGGT MASt3R  DUSt3R Ours  Groundtruth  Image

MoGe

Figure 6. Qualitative results of Reflect3r and all the baselines run-
ning on the synthetic data, where the predicted geometries corre-
sponding to the mirror area are highlighted with light red.

Method Comp. % 1T  Accuracy % 1 F1 1 Chamfer |
Dust3r 68.20% 71.84% 69.82% 0.1021
Mast3r 37.80% 62.62% 45.42% 0.1189
VGGT 76.70% 78.98% 77.73% 0.0906
MoGe 79.50% 88.51% 83.69% 0.0641
Reflect3r 89.37% 96.64% 92.81% 0.0261

Table 1. Quantitative comparison of point cloud coverage between
Reflect3r and all baselines on the synthetic dataset. Comp. and
Chamfer denote completeness and chamfer distance, respectively.

towel (Fig. 5, Scene 2), and the basin interior (Fig. 5, Scene
3), all of which are effectively recovered by Reflect3r but
missed by other methods.

Quantitative Results. We report quantitative comparisons
against baseline methods in Tab. 1, computing the mean
across all the synthetic scenes for each metric.

Reflect3r consistently outperforms all baselines across
all metrics. It achieves a significant gain in completeness,
exceeding the second-best baseline, MoGe (79.50%), by
roughly 10 percentage points. Notably, Reflect3r simul-
taneously achieves high completeness, high accuracy, and
low chamfer distance, demonstrating its ability to recover

a larger portion of the scene while preserving geometric fi-
delity. In contrast, MASt3R performs poorly due to its lim-
ited capability in sparse-view scenarios, and both DUSt3R
and VGGT are adversely affected by the ambiguity intro-
duced by mirrors, often misinterpreting reflections as real
geometry.

These results demonstrate the effectiveness of reformu-
lating the single-view input containing mirrors as a stereo
setup: by leveraging the mirrored information, Reflect3r
achieves denser and more accurate reconstructions. Re-
flected regions with overlapping content are reconstructed
with higher confidence, while even non-overlapping or oc-
cluded areas, such as regions behind the camera or outside
the field of view, benefit indirectly through improved global
consistency and scene completion.

5.3. Ablation Study on Symmetric-Aware Loss

We conduct an ablation study to evaluate the effectiveness
of the symmetry-aware loss in refining camera pose op-
timisation. As shown in Tab. 2, we compare Reflect3r
on the synthetic dataset with and without the symmetry-
aware loss, using translation error (7¢,) and rotation error
(Rerr) between predicted and ground-truth poses as evalua-
tion metrics. The results show a clear improvement in both
the pose position (translation) and the pose orientation (ro-
tation).

Setting Terr | Rerr (°) 1
Without Sym-aware loss  19.76% 8.1624
With Sym-aware loss 13.58% 5.8705

Table 2. Ablation study on the synthetic dataset evaluating the
effectiveness of the symmetric-aware loss. We report translation
and rotation errors between the estimated and ground-truth poses,
where translation error is the Euclidean distance between pose
translations, and rotation error is the angular difference between
pose rotations.

In Figure 8, we visualise a representative synthetic scene,
comparing the optimised camera poses with and without
the symmetry-aware loss. The figure shows three sets of
real-virtual camera pairs: ground-truth, estimates without
the symmetry-aware loss, and estimates with the symmetry-
aware loss. For clarity, all real camera poses are aligned to a
common reference pose (green), making it easier to observe
how the loss improves the pose estimation.

The translation error and the rotation error both de-
crease notably, showing the effectiveness of the symmetric-
aware loss. With this loss, the predicted virtual camera
poses (1) are more symmetric and better aligned with
the ground-truth (violet), while without it, the estimated
reflected poses (cyan) deviate significantly. This demon-
strates that the symmetry-aware constraint helps enforce
geometric consistency between the real and virtual views,
leading to improved camera optimisation.
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Figure 7. Dynamic reflection-aided 3D reconstruction. Comparison of single-view dynamic reconstruction results between Reflect3r and
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Figure 8. Comparison of pose estimation results with and without
the symmetric-aware loss. Violet indicates the ground-truth vir-
tual pose, while and cyan show the estimated poses with and
without the symmetric-aware loss, respectively.

5.4. Beyond the Static Scenes

While our method is demonstrated on static scenes, the
mirror-assisted reconstruction paradigm naturally extends
to dynamic scene reconstruction. Traditional dynamic 3D
reconstruction requires synchronised multi-view images at
each time step, which demands expensive hardware and pre-
cise camera synchronisation.

In contrast, mirrors offer a low-cost, scalable alternative,
allowing multiple views to be captured simultaneously us-
ing a single camera. Calibration is also simplified, as vir-
tual cameras induced by mirrors inherently share the same
intrinsic parameters as the real camera.

We demonstrate this concept using a dynamic version
of Reflect3r, built upon MonST3R [43], a recent method
designed for dynamic 3D reconstruction from a monocu-
lar video. While MonST3R operates with only single-view
information per frame, we augment it with virtual mirror
views to provide multi-view cues at each time step. The
qualitative comparison between our dynamic Reflect3r and
MonST3R is shown in Fig. 7, where we take an online
YouTube video and perform the dynamic reconstruction for
both methods.

Dynamic Reflect3r first detects the mirror in each frame
and formulates the corresponding virtual view. Following

MonST3R, we construct video graph pairs within a tem-
poral window, and additionally introduce spatial pairs be-
tween the real and virtual views at each time step. As vir-
tual views tend to be more fragmented and have limited
coverage, we construct temporal pairs exclusively between
real views to ensure reliable motion estimation. Specifi-
cally, for a video V. = [I°,...,I7], and a temporal win-
dow w, we define the view pair set at time step ¢ as,
Wt = {( 1Z'eal7 7\‘/ir)7( ?eal’I?eal)Kaab?i) € [t7 "',t + U)]}
Similar to DUSt3R, these pairs are then fed into MonST3R
to obtain the initial point cloud prediction. In the post-
optimisation process, we keep MonST3R’s temporal losses
(Lsmooth» Liow) and incorporate our proposed symmetry-
aware loss to improve spatial consistency between real and
virtual views (I?,,;, I’. ) inside each frame.

At each time step, our method produces dual-view re-
constructions using only a single camera and a mirror, en-
abling temporally dense and geometrically complete 3D re-
construction with minimal calibration effort.

) )
real’ “vir

In contrast, relying only on monocular input, MonST3R
fails to recover occluded regions such as the dog’s face
(highlighted in red in Fig. 7), and misinterprets the mirror,
producing incorrect geometry (highlighted in light blue).

6. Conclusion

In this paper, we reformulate reflection-aided single-view
reconstruction as stereo reconstruction by introducing a
simple pixel-domain operation to leverage mirror reflec-
tions as auxiliary views. This design enables a low-cost and
easily deployable solution for both static and dynamic scene
reconstructions. We propose Reflect3r, a pipeline that takes
a single image as input, formulates virtual views via reflec-
tion, and reconstructs a more complete 3D point cloud via
joint optimisation of geometry and camera poses. Extensive
experiments on real and synthetic data demonstrate signif-
icant improvements over existing baselines. Additionally,
we contribute a synthetic dataset of fully editable Blender
scenes tailored for this setting to support future research.
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