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Abstract

Diffusion models generate samples by estimating the score function of the target
distribution at various noise levels. The model is trained using samples drawn
from the target distribution, progressively adding noise. Previous sample com-
plexity bounds have a polynomial dependence on the dimension d, apart from
log (|H]), where H is the hypothesis class. In this work, we establish the first
(nearly) dimension-free sample complexity bounds, modulo any dependence due
to log(|H]), for learning these score functions, achieving a double exponential
improvement in dimension over prior results. A key aspect of our analysis is to
use a single function approximator to jointly estimate scores across noise levels,
a critical feature in practice which enables generalization across timesteps. We
introduce a novel martingale-based error decomposition and sharp variance bounds,
enabling efficient learning from dependent data generated by Markov processes,
which may be of independent interest. Building on these insights, we propose
Bootstrapped Score Matching (BSM), a variance reduction technique that utilizes
previously learned scores to improve accuracy at higher noise levels. These results
provide crucial insights into the efficiency and effectiveness of diffusion models
for generative modeling.

1 Introduction

Score-based diffusion models [43) [17] are generative models that have transformed image and
video generation [38l 140} 37, 136], enabling foundation models to produce photorealistic and stylized
images from text prompts. Their adaptability extends diverse domains such as audio [24,[10], text
[13L 11511290 149]], molecule [18|[19]], and layout generation [21} 28]]. They generate additional samples
given m i.i.d. samples from a target distribution (7) using a trained neural network that learns the score
function 7 at different noise levels. In contrast, the classical Markov Chain Monte Carlo (MCMC)
methods which seek to sample from a distribution given access to underlying density function. While
MCMC methods can be slow for multi-modal distributions, diffusion models can sample efficiently
with minimal assumptions, provided the score functions are learned accurately [0 [1]].

Given m i.i.d. samples from the target distribution, the first step (called the forward process) obtains
noised samples from a noising Markov process converging to the Gaussian distribution at various
noise levels. The second step estimates score functions of the distribution at each noise level using
Denoising Score Matching (DSM) [51]]. This approach relies on learning from dependent data from

*Work partly done during internship at Google DeepMind

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



multiple trajectories of a Markov process in contrast to learning with i.i.d. data in traditional settings.
Prior works [3}14] provide theoretical guarantees for score function approximation separately at each
noise level using the same samples. However, in practice, a single function approximator is commonly
used at all noise levels, which is considered by [[16]. [4] show that despite the problem of distribution
estimation suffering from the curse of dimensionality [5 [35]], the existence of low-dimensional
structures allows neural networks to learn the score functions. All of these existing bounds exhibit
polynomial dependence on the dimension, d. We establish that under suitable smoothness conditions
for a given function class, score matching with a single function approximator jointly across all
timesteps achieves a nearly dimension-free sample complexity that depends on the smoothness
parameter and grows only as log log(d).

1.1 Our Contributions

(1) We analyze the sample complexity of denoising score matching across noise levels using a single
function approximator, achieving a double-exponential reduction in dimension dependence.

(2) We present a novel martingale decomposition of the error, which allows us to bound the error
despite being composed of samples from multiple trajectories of dependent data.

(3) We use second-order Tweedie-type formulae to obtain a sharp bound on the error variance,
crucial for establishing almost dimension-free convergence rates.

(4) Inspired by the above, we present Bootstrapped Score Matching. Here the score at a given
noise level is learned by bootstrapping to the learned score function at a lower noise level, achieving
variance reduction. This shows improved performance compared to DSM in simple empirical studies.

1.2 Related work

Score matching and diffusion models: Score Matching was introduced in the context of statistical
estimation in [20] with an algorithm now called Implicit Score Matching (ISM). Diffusion models
are trained using Denoising Score Matching (DSM) introduced in [51]], and is based on Tweedie’s
formula. Several algorithms have been introduced since, such as Sliced Score Matching [44] and
Target Score Matching [7]]. Prior works have analyzed the complexity of Denoising Score Matching
in various settings [S} 135 14} 13 [12]. We consider the setting in [14} 3], where the score functions of
the given distribution can be accurately approximated by a function approximator class (ex: neural
networks), instead of the worst case non-parametric analysis in [[12]]. These bounds can then be used
with the discretization analyses in [1} 16l 27 to guarantee the quality of the generated samples.

Learning from dependent data: Learning with data from a markov trajectory has been explored
in literature in the context of system identification, time series forecasting and reinforcement learning
(8} 1421 134, 251 148l 1531 2| 261 [46] Many of these works analyze the rates of convergence with data
derived from a mixing Markov chain, when the number of data points available is much higher than

the mixing time, 7. In our context, the Markov chain contains O(Tmix) data points created by

progressively noising samples from the target distributions, where O hides logarithmic factors. This
is similar to the setting in [48]], which considered linear regression and linear system identification.

2 Problem setup and preliminaries

Notation: We use [n] to denote {i € N |i < n}. I € R9*? represents the d-dimensional identity
matrix. We use A (u, ) to denote the multivariate normal distribution with specified mean, p and
covariance matrix X. [|. |, denotes the {5 euclidean norm for vectors and |||, denotes the operator

norm for matrices. IE [X] denotes the expectation of the random variable X and Cov(X) denotes its
covariance matrix. For a,b € R, we write a < b if and only if there exists an absolute constant C' >

0 such that a < Cb. O, Q represent order notations with logarithmic factors. We also define a coarser
notion of subGaussianity used subsequently in our proof sketch,

Definition 1 ((52, K ) -subGaussianity). A mean-zero random variable Y is said to be (62, K )-
subGaussian if it satisfies P(|Y| > A) < ef exp(—%).



Ornstein-Uhlenbeck process: Consider a target distribution  over R?. Suppose z¢ ~ m and x;
solve the following Stochastic Differential Equation (SDE):

d.’IZ‘t = —.’Etdt + \/EdBt 5 (1)

where B, is the standard Brownian Motion over R?. An application of Ito’s formula demonstrates
that z; = zoe ™! + z; where z; ~ N(0, o21) is independent of ¢ and o := /1 — e~2t. This is the
forward noising process, which progressively noises the initial sample into a standard Gaussian vector.
Ito’s formula also relates x;, x4 for any timesteps ¢ > ¢’ > 0 to obtain, z; = zt/ef(t*t/) + 2
where z; 4+ ~ N (0,07 ,, 1) is independent of z; and o4y := V1 — e2(t=%)_ For t € [0, 77, let p;
be the probability density function of z;. Given Z ~ pr and a standard R? Brownian motion B,
then the denoising process is:

dZ,; = Tydt + 2V log pr_, (T4 )dt + V/2dB, . )
It is the time reversal of the noising process which implies Z7 ~ 7 [43].

Score matching: Given i.i.d. data points ("), ..., 2("™) from the target distribution , diffusion
models learn the score function s(t, ) : RT x RY — R? defined as s(t,x) = s; (z) := Vlog p;(z)
via denoising score matching (DSM). Tweedie’s formula states that

s(t,xy) = B[ =5 |2] . 3)

2
T

Let H be a finite class of functions which map Rt x R9 to R? with functions (¢,z) — f (t,z) =
fe(z). Let T = {t1,...,tn} € [0,T]. Let xiz) denote the solution of Equation (T)) at time ¢ with
() (4)

= ‘Tt

x((f) = 2() and define z," : — e~ t2(), We consider the joint DSM objective to be:

A ) 1 & () Z(i) 2
L(f) = — ;;Hf(t,xt )+ Szl @

Thus, optimizing (@) is a regression task with noisy labels. The two sources of error are: i) By (3),
while —E[z;/02|z;] = s (t, ), 2¢/0? is noisy conditioned on z; and ii) z; ~ p; itself is random.
The empirical risk minimizer is defined as f = arg inf fen ﬁ( f). The results established in [1]] states
that the error in sampling arising from using the estimated score function f is given by:

N
6Ecore(f) = ZﬁyiEINPti |:||f(tla Cﬂ) - S(tl7$)||§ ; where ; :=t; —t;—1 &)
i=2
Our goal is to bound this error. For simplicity, we consider ¢; = <A for some step size A € (0,1).

3 Main results

We operate under the following smoothness assumption on the function class, .

Assumption 1 (Smoothness of function class). Let the true score function, s € H.
0. Vlogp(-) is continuously differentiable for every t € RT.
1. Lipschitzness : Forallt € T,z1,22 € RY, f € H: ||f(t,z1) — f(t,22)||y < L |21 — 22|

2. Local Time Regularity : There exists a set Bs such that p,(Bs,) > 1—§,Vt >t € T,z €
Bsy, Vf € H

lem @ f(t, @) = (', e )|z < €V Ly/8( — 1) log(3)

Assumption (1) is a standard Lipschitz continuity assumption followed in the literature (see e.g.
[3]ﬂ Assumption (2) assumes Holder continuity with respect to the time variable. This is a natural
assumption because Lemma [I0]shows that Assumption [T} 1 implies Assumption [T}2 for the true score

*We note that our results generalize to a time-varying Lipschitz parameter L(t). This lets us replace the
worst case Lipschitz constant by its time-averaged variant.



function, s(¢, x). We also note that the assumption s € H can be relaxed to assume that 35 € H with
sufficiently small /5 error, similar to [14]. While we assume a finite function class, H, we can extend
it to infinite classes by a standard covering argument in learning theory or consider H to be the finite
class of floating point quantized models such as neural networks.

Equation demonstrates that x; forms a Markov chain, leading to the noise random variables,
zt, being dependent. Additionally, (T) is typically iterated for 7' = O(Tmix) timesteps, until pr
is close to a gaussian distribution. This setup falls outside the scope of conventional analyses of
learning from dependent data (see Section[I.2). Such analyses usually assume a significantly larger
number of datapoints, where datapoints separated by T« in time are approximately independent,
and the convergence rates align with their i.i.d. counterparts, adjusted for an effective sample size
reduced by a factor of 7« In contrast, our setting involves substantially fewer datapoints. To address
this challenge, we propose a novel martingale decomposition (stated in Lemma [2] and proved in
Lemma [20) of the error and establish sharp concentration bounds to account for these dependencies.

Recall the DSM objective in (@). As explained before, there are two sources of noise: (1) due to
—z/ af conditioned on 2, (2) due to x; ~ p;. We demonstrate the effect of fluctuations in z¢|z; in
Theorem|[T]and then deal with the random fluctuations due to z; in Theorem[2]
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Figure 1: (a) Empirical L2 error (@), scaled inversely by log (|#|) loglog (d), on a log — log
scale. A linear fit to the points shows a nearly zero slope, consistent with our log log d dimension
dependence. (b) Comparison of scaled empirical L2 error, vs. the scaled error if there were a linear
dimension dependence as in prior works. As discussed subsequently, all previous works provide
scaled error bounds with atleast a linear dependence.

Our first result in Theorem|I]provides a dimension-free bound on the empirical squared error, wherein
we show how to control the noise due to z;, conditioned on the data, x;.

Theorem 1 (Empirical L, Bound). Let Assumption [I| hold. Fix § € (0,1). Forall j € [N], let
tj :=Ajand~y; := A. Let B := Clog ((L + 1) dmN log (1) /A) for an absolute constant C > 0,

and let Alog?’(%)d3 log®(2d) log® (25m) log® (%) <land NA < Clog(x). Then for

2
s LD (BH)NA
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with probability at least 1 — 0,
2

i) (2]
3 f b <

m

i€[m],j€[N]
Remark 1. All prior works such as [3| |14, |12|]] have at least a linear dimension dependence apart
from the log (|H|). In contrast, modulo log (|H|), our bounds are nearly dimension-free ( log log (d)
dependence due to B), and instead depend on the smoothness parameter L. Therefore, we bring
down the complexity from poly(d) log(|H|) to log(|H|) which is meaningful in high dimensions.

To put our results in context, prior work [l12l] shows that score matching suffers from exponential
dependence on d in the worst case. In contrast, we show that when the target distribution admits a



suitable class of estimators with mild smoothness assumptions, score estimation becomes sample-
efficient. This closes the gap between theoretical results and empirical findings in diffusion models,
where global optimization reliably learns accurate score functions for natural images, despite the
worst-case guarantees for training neural networks.

In Figure|l|(see Appendix Section |F|for details of experimental setup), we train a 2-layer neural
network with a fixed hidden dimension and sample size, to sample from N (0,Y), and measure the L2
error across timesteps, described in @), scaled inversely by log (|H|) log log (d). Here we use the fact
that log (|H|) scales linearly with the number of parameters for neural networks (with quantization).
Figure[l|is consistent with the dimension-free bounds in Theorem([l]

Remark 2. Theoremrequires the time-discretization A = O(1/d®). However, this is not a problem
during training due to the use of stochastic optimization algorithms which obtain minibatches of
datapoints at randomly sampled times. We illustrate this further by distinguishing between the
statistical and optimization questions underlying our results.

Statistical question: The standard loss formulation in both theory and practice has time discretization
A = 0, corresponding to an integral/expectation over time. See Equation (17) in [I7] and Equation
(7) in [43]. We consider a fine approximation of the integral with A = O(1/d?) due to purely
technical reasons since a loglog (1/A) term appears in the error bound. Note that A can be made
much smaller than O (1 Jd? ) due to dependence. In fact, due to assumption 1, the difference between

the integral (i.e, A = 0) and our loss is O(\/E) Therefore, our framework allows for considering
the standard integral formulation of the loss as well.

Optimization question: The integral or the large sum in the loss function is computationally in-
tractable to optimize directly. Hence stochastic optimization algorithms such as SGD or Adam are
used. Here random batches of datapoints are drawn to evaluate the stochastic gradients. When
the times are sampled randomly, we obtain unbiased estimators for the gradients of this loss, even
when (or when it is very small). Therefore, practical training can be performed efficiently even when

A = O(1/d%).

We further note that this does not adversely affect inference since Theorem 3| shows that one can use
larger step sizes during inference without deteriorating quality.

Remark 3. The parameter B arises from our martingale-based concentration analysis, which
involves subGaussian random variables whose subGaussianity parameters are themselves random.
We show that with high probability, these parameters are uniformly O(exp(B)) via a union-bound,
leading to the log (B) factor. Refer to Lemmal|l7|in the Appendix for the detailed argument.

Theorem [I]is the first step in proving the expectation bound in Theorem [2]and may be of independent
interest. Theorem [2]deals with the noise arising from the data z; ~ p;. Our next assumption, called
‘hypercontractivity’, controls the 4"-moment of the error bound with respect to the 2"4-moment,
which can be used to prove the generalization of the score function in L? error. This is a mild
assumption, standard in statistics and learning theory under heavy tails [30} 23}, [33]].

Assumption 2. Let k > 0 be a fixed constant. Then, for every f € H and x; ~ p;, we have:
E[If(t, ) = s(t,20)[[']% < B[ (t, 1) — s(t,20)|%)

r* can be bounded (up to multiplicative constants) by the kurtosis of f(,z;)— s(t, ;). Assumption|[2]
follows from the smoothness and strong convexity of neural networks in the parameter space (not x;),
as shown in Lemma[40]in the Appendix. Recent work [32| [52] shows that near the global minimizer
of the population loss, many smooth non-convex losses exhibit local strong convexity.

Under Assumptions[I]and 2] we state our main result in Theorem 2} In this result, we use Theorem|T]
and handle the noise due to x; ~ p; in the DSM objective.

Theorem 2 (L, Error Bound). Let Assumptions[I|and[2|hold. Fix 6 € (0,1). For all j € [N}, let
tj :=Ajand~y; := A. Let B := Clog ((L + 1) dmN log (%) /A) for an absolute constant C' > 0,

and let Alogg(%)d?’ log®(2d) log® (%) log® (%) <land NA < Clog(%). If

2
m > k% max < log N ,(L+1) NA log BIH|
) €2 )




then with probability at least 1 — 6,
> ey, [IF () = s (s, [5] 5 €

JE[N]

Remark 4. In addition to the sample complexity of Theorem g] the sample complexity for the
generalization bound in Theorem E] additionally has a factor of k= due to the local strong convexity
assumption formalized in Lemma

‘We note that Theorem@]considers small values of time discretization A, which is not an issue during
training (see Remark [2). However, we can accelerate inference by using a larger timestep-size to
discretize the diffusion process, as shown in Theorem 3]and proved in Theorem 5]

Theorem 3 (Fast Inference). Under the same assumptions as Theorem |2} partition the timesteps
{t; = Aj}jein) into k disjoint subsets Sy, Sz, . .., S, where each subset S; contains timesteps of
the formt; = A(i + nk) for n € N. Define y; := kA for all j in any subset S;. Then, there exists at
least one subset S; such that, with probability at least 1 — §.

> B, [I1F(t521,) = slts,w)5] S €

JES;

The subsets .S; allow for a much coarser discretization with differences being kA instead of A. While
the error due to discretization of the SDE might become worse, as shown by the bounds in [1]],
Theorem [3|demonstrates that the score estimation error does not degrade.

Comparison with prior work: [3] and [[14] analyze the DSM objective @) by independently
bounding the error at each timestep and applying a union bound over all ¢ € 7. [3] assume bounded
support over an /5 ball of radius R and L-Lipschitz score functions, and derive (up to logarithmic
factors) the following per-timestep bound using Rademacher complexity:

R 2 €2
E., [Hf(t,:ct) —s(t,a) u S5 ©)

0%

where R,,(#) is the Rademacher complexity of . When using a uniform step size A, this leads
to sample complexity scaling as m, with at least linear dependence on d, especially since

R = O(+/d) in practice.

[[14] improve the dependence of sample complexity for Wasserstein error, removing smoothness
assumptions on the score function and relaxing the /5 error. They show that learning f € H satisfying
the relaxed criterion for each ¢ suffices for sampling, with a per-timestep sample complexity of

m 2 dlog (@) /€2, again using a union bound over time. Their bound avoids dependence on 0%

but retains linear scaling with d.

[16]] study gradient descent for optimizing (@) when s is L-Lipschitz and the target distribution is
within an /5 ball of radius R. They model time as an input and use a kernel regression perspective to
jointly learn across timesteps. While conceptually similar to our approach, their sample complexity
(Theorem 3.12) still exhibits polynomial dependence on d.

[12] analyze the non-parametric setting under the assumption that the score belongs to a Holder class
with 3-smoothness. This leads to exponential sample complexity in d unless 8 = Q(d), aligning
with worst-case lower bounds. In contrast, our work avoids this curse of dimensionality by making
more pragmatic assumptions inspired by empirical diffusion model performance: (a) H only needs to
approximate the target’s score function; (b) mild time regularity; and (c) second-order differentiability
of the log-density. These assumptions, also common in prior work [50l [3 |6, 135], enable nearly
dimension-free generalization bounds.

4 Technical results

In this section we describe our proof techniques and key technical results. Figure 2] summarizes the
key results in this section and how they work together to lead to Theorem [T}

For ease of exposition, we introduce some additional notation. For all timesteps {¢; }je[ 7> Wherever

its clear from context, we denote oy, = o and for all samples i € [m], we denote ;cij) =2\

j and
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Figure 2: Dependency graph of the key lemmas leading to Theorem

zt(j) = z](z) For all appropriately defined function f, g, we denote the empirical expectations as

Eay [ (2)) 1= o Yicpun) (@) and B, 2, [g (25, 2)] := 5 Yigpun 9(x;” 2}"). For any random
variable y, we denote the conditional expectation as |; ;[y] := E[y|x§z)]

We start by bounding the empirical squared error in terms of a linear form in Lemma|[I] This relates

the empirical error, £ of the minimizer f with the true score function, s. While we assume s € H for
simplicity, it can be relaxed to assume that 3s € H with sufficiently small /5 error, similar to [14].

Lemma 1. For f € H,

Z 'YJ x5 [Hf t]’xj) _S(tj’xj)Hﬂ’

JE[N]
~ s
= Z ViBa; 2 [<f(tja1‘j) —s(tj,zj), 72] - S(tj,xj»] .
FEIN] J
Let L be as defined in @). If s € H then for f = arg inf pey L(f), we have

c(f) < HY, 7

Let f be the minimizer of £(f). Lemma (proved in Lemma bounds £(f), the loss of f against
the true and unknown score function with H/. We will show a high probability bound on H7 defined
in (7) to control L(f). Interestingly, as shown in Lemma (and proved in Lemma , for a fixed f
it is possible to decompose H/ as a martingale difference sequence.

The martingale difference decomposition of H7, exploiting the Markovian structure of (T)), has
terms of the form Q; := (G;,Y; — E[Y;|F;—1]) adapted to the filtration {fi}ie[n]’ where G; is
a F;_1 measurable random variable. The proof primarily uses the fact that for t; < t5 < {3,
E [x¢, |24, ty] = E [z, |21,] due to the Markov property.

Lemma 2. Let  := S;f for any f € H. Define

N yjemtimtg (tjaf”y)) N yem¢ (tjaffg'l))
B SRAREE L B R Sp it
j=1 j j=N—k+2 j

and define R, j; as

R (G zk+17 i N— k+1[1'é)] E; n—klz ()]>, fork e [N —1],
bk = <G’ 11[z§)}>, fork =N



and R; 1, = 0 for k = 0. Define to = 0. Consider the filtration defined by the sequence of o-algebras,
Fik = cr({xéj) 1<j<ije [N]}U{x;z) :j >N —k}), fori € [mland k € {0,...,N},
satisfying the total ordering {(i1, j1) < (iz, jo) iff i1 < iz oriy =i, j1 < jo}. Then,

1. Fork € [N — 1), Gj j+1 is measurable with respect to F; j,_1, and G, is Fn_1-measurable.

2. Fori € [m],k € {0}U[N], {Ri7k}(i ) Jorms a martingale difference sequence with respect
to the filtration above.

3. HI = Z?’E[m] Zke[N} R; i, where HY is defined in Lemma

In the above Lemma 2] (and proved in Lemma 20), R;;, denotes the martingale difference sequence

arising from the Doob decomposition (see e.g. [9]]). Our aim is to bound H S by bound H f uniformly
for every f, using martingale concentration. In the next lemma, we show that conditioned on F;_1,
Q; is subGaussian. To gain intuition into how subGaussianity comes into play in our context, we note
that Lemma F.3. in [14]] shows that the score function, s(t, x;), is 1/0;-subGaussian. We develop a
more fine-grained argument exploiting the smoothness of the score function to show subGaussianity
(Definition [T)) for our sequence. The proof is provided in Lemma 30}

Lemma 3. Fix § € (0,1). Consider R; j, and F; j, as defined in LemmaE]and let A :=tn_pi1 —
tn_g. Under Assumptionm following the definition in Deﬁnitiong] conditioned on F; 1, R; 1 is
(ﬁ§k||G,k |2, W, i )-subGaussian where B3; ., W; i, are F; j.—1 measurable random variables such
that W j, < log (%) with probability at-least 1 — § and

Pt (L +1)etv-r+1/Ad, ke [N —1],
SR aVAd, k=N

However, the subGaussianity parameters in Lemma 3] depend polynomially on the data dimension, d
along with G; and the step size, A. Solely relying on this leads to a dimension-dependent bound.
To further refine our analysis and show a dimension-free bound, we evaluate the variance of Q;
conditioned on F;_;. As shown in the next Lemma (Lemma ) (and proved in Lemma [29), the
variance depends only on the smoothness parameter, L, along with G; and A.

Lemma 4 (Variance bound for martingale difference sequence). Consider the martingale difference
sequence R; i, and the predictable sequence G; 1 with respect to the filtration F; i, from Lemma

Define A :=tn_py11 — tN_k. Then, E {R?’k\]ﬂ;vk_l} < Vﬁk where

2 C(LAQ + A +;LzA)€2tN*k+l ||Gi,k+1||27 ifk e [17 N — 1],
ik C(LA% + A)||G|?, ifk=N.

where C' > 0 is an absolute constant and ka =0fork =0.

The proof of Lemma [ is involved when h¢(z) := V2 log (p;) () is not assumed to be Lipschtiz
in 2. Starting with the martingale difference sequence defined in Lemma 2] an application of the
second-order tweedie’s formula (see Lemma [22)), reduces the problem to bounding the operator norm
Cov(s (t',xy) |z¢) fort — ¢ = A > 0, i.e, the conditional covariance matrix of the score function
given the future. Exploiting the smoothness assumption on the score function, an application of the
mean value theorem reduces our problem to bounding the operator norm of:

E [he (yer) (@ — &) (@ — E) "o (yer) ] <t

for x4, ¥y i.i.d conditioned on x; and yp = Axy + (1 — A\)Zp, A € (0,1). Notice that yy |x; is
dependent on x4/, &1/ |z, which does not allow the use of Tweedie’s second-order formula (Lemma
to bound E [(zy — &y ) (2 — &) " |2¢] and derive variance bounds that are dimension-free. To
approximately allow this argument, we decompose hy (/) into two components:

hir (Yr) = har e (yer) + (har (yar) — P e (yr)) -

The first term, hy . (y4), represents a hessian after being smoothed with an appropriately chosen
distribution, which we show satisfies Lipschitz continuity. This allows us to approximate hy ((yy) ~



h (eA ;) and bound the variance with Tweedie’s second order formula. The second term, which
represents the deviation between the original and mollified Hessians, is bound using Lusin’s theorem
(Lemma[27) to provide approximate uniform continuity for h, as developed further in Lemma

Putting together Lemma [3]and Lemma 4] we provide a general concentration tool for martingale
difference sequences with bounded variance and subGaussianity in Lemma[5} We follow a similar
proof strategy via a supermartingale argument as in the proof Freedman’s inequality (see for e.g.
[47]), but diverge in dealing with subGaussianity instead of almost surely bounded random variables.
Lemma 5. Let M, = > | (G;,Y; —E[Y;|F;_1]), Mo = 1 and the filtration {Fi}ie(n) be such that
G, is F;_1 measurable and

1. (Gy,Y: — E[Y;|Fi_1]) is (B2||Gi||?, K:) sub-Gaussian conditioned on F;_1 (where B;, K
are random variables measurable with respect to F;_1)

2. var((Gy, Y — EIY| Fim)) | Fit) < V2| Gil|? and define J; = max(L, ),

Pick a X\ > 0 and let A;(\) = {\J;||G;||BivV'K; < co} for some small enough universal constant c.
Then, there exists a universal constant C > 0 such that

Vo >0, PUAM, > CX* > 07 ||Gill? + v} iy Ai(N)) < exp(—v)

i=1

Observe that the concentration result developed in Lemma 5| (and proved in Lemma|[I6) has two parts.
Optimizing over the choice of ), it can be shown that the bound on M,, depends on two terms: (1) an
loterm, 3, 2 ||G;|)? and (2) an £, term, sup; e Ji [|Gill Bi V/K;. When applied in our context,
these two terms in turn depend on norms, || f — s||, and || f — s]| . This is where the time-regularity
assumption in Assumption [I] plays a crucial role in our analysis. Specifically, it enables us to bridge
the /o and ¢ norm bounds derived from the martingale concentration results in Lemma[5] The proof
of Lemma [f]leverages this assumption to relate || f (¢ + kA, ¢4 xa)|ly to || f (¢, 2¢) ||, as shown by:

If (4 kA, zegra)lly — €2 1 f (8 2)]l, > —QLVARA).

Exploiting this property over a carefully selected range of k£ values allows us to relate ¢, and /5
norm bounds as we show in the following Lemma.

Lemma 6. Under Assumption[I] with probability 1 — 8, for a universal constant C > 0 the following
holds uniformly for every f € H.:

2
; Nm
p IF ) = s ()] €A% | 307 tmy) = s 5,215 + C2antiog (5
1€Elm

e

Lemma [6]establishes that the simultaneous analysis of all timesteps uses the smoothness across time.
In the absence of this approach, the smoothness assumption in the x;-space would lack dependence
on A and could grow as large as the Lipschitz constant L. This is essential for establishing nearly
dimension-independent bounds. The proof of this result can be found in Lemma [39]in the Appendix.

5 Bootstrapped score matching

In Section ] we used time regularity and could prove nearly d-independent bounds. Learning with
the same function class across timesteps and Assumption [I|was critical to our proof.

We now attempt to exploit the dependence across timesteps explicitly and reduce variance in estima-
tion. Using the Markovian nature of (I)), we show that for any ¢’ < ¢t and oy, € R, s (¢, 2¢) = E[G] 4]

for gy := — 2 — ay(s (', xp) — _sz’ ). This shows that g, can also be used to construct a learning

of
target for the score function. This is in contrast to the target y; := — = used in (). The advantage of
t

7 over y; is in the lower variance of g, as shown in Lemmal (proved in Lemmas [42] A3).

Lemma 7 (Bootstrap Properties). Let 7y := §;—s(t, x¢). Fort' <t, let A :=t—t' and oy := —5*-.
Then, underAssumption we have E [F|z,] = 0 and ||E[7,7] |24 H =0 (LI)A>
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_Zt

To compare with y, =
with Assumptronshows the variance ||E[(y: — s(t,2¢))(ye — s(t, @) T |24 Hop to be of the order

, we note that an application of the second order tweedie’s formula along

O(%) Therefore, although both y; and y; are unbiased, the variance of ¢; has an additional step
t
size (A) factor in the numerator (see Lemmal[7)

The BSM algorithm (described in detail in Appendix operates sequentially over a discretized
time horizon 0 = ¢y < ¢; < --- < ty = T and builds upon the principles of DSM while
introducing a novel bootstrapping mechanlsm to mitigate the increasing variance of the DSM loss in
later timesteps. Given a dataset D = {xo }iem) sampled from the data distribution, the perturbed

samples at timestep t;, are generated as mg ) = :13( De—te 4 zﬁk), zt(z) ~ N(0,07 I) where o7, =

1—e~2tx The task at each timestep ¢ is to estimate an approximate score function 3;, () to optimize
Ex,, [lls(tk, ©) — 31, (x)[|3]. For the initial timesteps t), with k < ko, the algorithm employs DSM.

The score function 5, is obtained by solving §;, = argminycy, Z lm] m H [t acgk))

For later timesteps t; with k > ko, the algorithm transitions to BSM. At each timestep, the algorithm
2

constructs bootstrapped targets yt( k) by combining the DSM target - with the previously estimated
k

score 5, _,. Specifically, the targets are defined as:

79 = 1, 2y (i) —2iy)
~ . k—1
=(1—-ag) 02’“ +Olk( o2 = St (1, 1)—027 )
t t c—
k k tp—1

Unbiased Target

Biased Target

k—1 . . -
where o, = e %‘/11@7*2%’ with 74 = t — tx—1. Given access to the true score function,

s(tk—1,.), then y( 9 would form an unbiased target with lower variance, as shown in Lemma
However, since we only have access to the estimated score function, §;, , at the previous timestep,
gt(;) is a biased target, and the parameter o, weighs between the biased and unbiased targets. The

score function, 3, , is then learned as: 3;, < argminyeyy, Zle[m poe Hf (tg, xtk ytk H2

6 Conclusion

To our knowledge, this is the first work to establish (nearly) dimension-free sample complexity bounds
for learning score functions across noise levels. We show that a mild assumption of time-regularity
can significantly improve over previous bounds which have polynomial dependence on d. We achieve
this with a novel martingale-based analysis with sharp variance bounds, addressing the complexities
of learning from dependent data generated by multiple Markov process trajectories. Furthermore, we
introduce the Bootstrapped Score Matching (BSM) method, which effectively leverages temporal
information to reduce variance and enhance the learning of score functions. While we provide
theoretical insights into the training of diffusion models, several open questions still remain. One
potential direction is extending our framework to flow-matching models where such bounds could
yield further insights. Additionally, while BSM is a compelling algorithm, establishing rigorous
theoretical and empirical performance guarantees is an open problem which we leave for future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We provide a clear description of the scope of our result and a detailed
comparison with prior work.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide a descriptions of our limitations and a scope for future work as
part of the conclusion.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We provide detailed proofs of all claims made in our work.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide a clear description of the experimental setup in the Appendix for
reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

15



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our primary contributions are theoretical and our experiments are on syn-
thetically generated data for simple data distributions which we describe in detail in the
Appendix. We provide code for our experiments in the supplement.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide a clear description of the experimental setup in the Appendix for
reproducibility.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In our first experiment, we overlay a best-fit linear regression whose slope is
virtually zero, thereby substantiating the statistical significance of our near-dimension-free
claim.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our experiments are provided on a single Google Colab CPU. We provide this
detail in the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Our contribution is theoretical, where we show how to analyse the sample of
diffusion models to obtain a dimension-free bound.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our contribution is theoretical, where we show how to analyse the sample
of diffusion models to obtain a dimension-free bound for the well-known DDPM training
algorithm. As such, we do not introduce any new societal impacts.
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11.

12.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release any new models. Our contribution is theoretical.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: There are no new assets introduced in the paper. Our contribution is theoretical.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: There are no new assets introduced in the paper. Our contribution is theoretical.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: There is no human subject study conducted.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: There is no human subject study conducted.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The paper does not use LLMs apart from writing and editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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The Appendix is organized as follows:

1. Section[A]provides some utility results which will be useful in subsequent proofs.
2. Section [C]provides variance calculation for the martingale decomposition.

3. Section [B| analyzes concentration properties for martingales with bounded variance and
subGaussianity, which may be of independent interest.

4. Section|D|analyzes convergence of the empirical squared error by providing the martingale
decomposition and exploiting the results developed in Sections|C|and [B]

5. Section [E] provides generalization bounds to achieve guarantees for the expected squared
error.

6. Section [ provides details for the experiment conducted in Figure[I]in the manuscript.

7. Section G| provides details about the Bootstrapped Score Matching Algorithm described in
Section

A Utility Results

Definition 2 (norm subGaussian). We will call a random vector X € R? to be o norm subGaussian

IfEX = 0 and

X%
0-2

Definition 3. We will call a random vector X € R? to be o subGaussian if EX = 0 and for every

v € R% and X\ € R we have:

E exp( )< 2.

22020
Eexp(Av, X)) < exp(=—5-").

Lemma 8. Let X ~ N (O, 021). Then, X is 20 norm subGaussian.

2
Proof. Consider the random variable y := (hslvy Then, y ~ x(d) follows the chi-squared distribution

o2
with d degrees of freedom. Therefore, for any ¢ < %,

X2 4
exp <t||2||2>1 =(1-2t) :
o
we have

o ()] - (-3) (0307 =

Lemma 9. For all t > 0, x1,70 € R% consider any function v : R® — RY satisfying
llu(z1) —u(z2)|ly < S|lz1 — x2||9 Where S > 0 is a fixed constant. For timesteps 0 < t' < t,
consider the random variable

E

1

Setting t = id°

E

O

Qe = u(zy) = Efu(zr) ]

where x, is defined in (I). Then, q; v is éV/d norm subGaussian for

bim 4SeAV/T— oA

where A ==t —t'.

Proof. We first note that
By zp @] = Egy, [ue (2)] — Eq, [E[ue (20) [2:]] = 0

21



Using Lemma 1 from [22]], we show that E,,, ., {exp (

x4, conditioned on ;. Then, we have,

o113
$2d

Hqt,t'”2 I llqs,¢r ;
}Ewt/@t lexp ( ¢2d 2 = EIt Ewt/ p ¢2d Tt
[ u(zy) —E,, [u(zy) |z
= Eajt Ewt/ exp <H ( t ) Q;Qd t | t ||2> T
r r 2
Hu (zy) — E'Jf;, (x}) | ] H2
=E,, Ewt, exp 52d Tt
- ,
HET/ [u(zy) —u(xl) |z ,
=E;, |Es, |exp o o
Eur, [llu (@) = w ()3 |2 ]
< Ey, [Eg, |exp 24
' (@) = u @)
S El‘f, ]E;ct/,w;, [exp ( ¢2d L 2 :Et
[ S2||zy — 2z,
< Bz, |Eoyp o, lexp (W) ’%H
-A

Note that using (1), z¢
Therefore, from (9),

o oo

eiAl't/ + Wepr = €

||Qt,t'||2

2
< Eup |Ew, o €Xp
¢2d >] - t [ tt! Wy [

S2e2A Hwt#t’

2 )] < 2. Let x}, be an iid copy of

(®)

©))

/ / 2
T4y + Wi gy fOT Wy, Wy~ N(O,Ut_t/ld).

SQEQA ||”th,t/

¢?d

/
- wm/

( )]

/
— wt,t’

= Ewt/,w;, [exp (

252622 (||lwpe |13 + || w) 4

)

¢*d
2

2

)

||§>

S Ewtl,wé/ [exp ( ¢2d
1 4S2€2A ||wt +
<2

conditionally).

1
+ iEwt/,w;, lexp <

where the last inequality follows since w; 4, w;yt, ~N (O, af_t,Id) marginally (but not necessarily

457625 |,

¢*d

O

Lemma 10. Fix 6 > 0. Let t > t'. Then, under Assumption (]), with probability at least 1 —

over xy,

He_(t_t/)s(t,:vt) — st e gy)

where o?_,, =1 — e=2(t=t) <2(t—-1t).

Proof. Using Corollary 2.4 from [7]],
(t $t>

22

¢ VE[s (¢, f) ]

/ 2
, < eltt )L\/Sd(t —t')log (5)

(10)

2
2

)



Using (1),
v =e )y 424, for 2 ~ N (0,07_,T) (11)
Where z; 4 is independent of 2. Let y; ¢ := e’(t*t/)s(t, x) — s(t, e(t’t')xt). Then,
ye.er || = ||€_(t_t/)8t(xt) —s(t, e(t_t/)%)H
=B [s (¢',2}) [w] — s(t', e~ ay)|
=& [St’ (e(tft/)(xt - Zt,t')) —s(t, 6<t7tl)$t)|33t} I

< eV LE ||z ||, 2]

Note that since z; »r ~ N (0,02 1),

2
Z+ 4+
exp (L;{Jb)} < 2, using Lemma

Therefore, with probability at least 1 — § over x;:

2
exp Hznﬂﬂg
4af_t, d

Using Jensen’s inequality,

E

E

2
xt] < 5 using Markov’s inequality

E [||z2.013 ot

<E|ex
40?7t,d - P

exp

The result then follows by taking log on both sides. O

Lemma 11. Let wy yr := 24 p+07 8 (t,2¢) fort > t' > 0. Then, wy p is l/tyt/\/ﬁnorm subGaussian
Jorvyp =4doy_yp.

. ’_ . . z
Proof. Notice that z; = €' ~‘zy + 2z;p Using Tweedie’s formula, s (t,z:) = —E {02"“ xt}
t—t/
Therefore,
t—t' 2 t—t’ t'—t t'—t
e o pysi(xy) + e my =Elaylr] = w e = —e "Cxy +Ele’ Ttay|zy]

Applying Lemma@with u(x) = —et'~tx (which is et Lipschitz), we conclude the result. O

Lemma 12. Suppose Assumption[I}(1) holds. Let vy p := Elxo|x:] — E[zo|zy] for t > t' > 0. Then,
Vg IS ptﬂg/\/g norm subGaussian for

Pt = 8 (L + 1) GtO't_t/
Proof. Using Tweedie’s formula, for all ¢ > 0,
E 20|z = E [e' (x4 — 2¢) |24] = €'wy + €'E [—24|zy] = €' (20 + 075 (t,24))
Note that 7, = et (@ — 21,4/). Furthermore, note that
E[z0l2i] = —07_ps (ba), Elsv (z0) o] = e (" )s (t,2)
Therefore, we have

vy =€ (zt,t/ + 02 .8 (t,xt)) - etlat% (st/ (zp) — e~ (=) g (t,xt)>

::Tl ::Tz

Using Lemma , T, is 4etat,t/\/8 norm subGaussian. Using Lemma EI, T5 is
4Le' e 020y _y+/d = 4Le'o%0,_\/d norm subGaussian. Therefore, the result follows using
the sum of subGaussian random variables. O
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Lemma 13. Let A > 0 and A < cq for some universal constant cy. Then,

2(k DA

1. Zk 123 k(l e—247)2 < 1— csz (N+ 1— e*2A>

—2A(i-1) 2

2 Zg 1 (1 a7 S (Toc-2a)

1
e—AG-1) - log(x)
3. E] 1 1 e—24j < 1— e*zA + 2A

Proof. Let us start with the first bound. We have,

2(k A 2(k— ])A

k=1j= 7 ( j=1 = (
J
1 Z€Z(k—j)A
—2A 1 oAi2
€ J) k=1

N 1 g2 IA;
_ _ o247
_zjl(l_e_QAj)Q eQA_l(l € )
=
7 62A N 1
- ezA_lzl_e—2Aj

j=1

Consider the function f (z) := 1—1sx5. Then, f () is positive, convex and decreasing. Therefore,

Yo N
;Hwﬁf(l)‘i'/l l—eﬁdx
N
17272A +iln(e2b‘r 1) )
< 1_272A —l—il (ezAN 1)
<N+1_1—2A

which completes the first result. Now for the second result,

N —2A(j—1 e—24j

S mz :

= (1 e 2A] ]_ — e 2A]
—2Ax

€

Consider the function, g (z) := (emaay?

. For z > 0, g (x) is a positive, decreasing and convex
function. Therefore,

N _9A
e 2Aj

N
Z(l—e—m‘j)zgg(l)—i_/l g (z)dx

j=1
o—20 N -2Ax
B (1—e28)? +/1 (1 —6*2Aw)2dx
e 24 1 N

- (1—e28)? oA (1—e282) |

e2h 1

<
= (1—e2ay T 2A(1— 2N

2672A

P —
T (1—e28)?
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which completes the proof. Finally for the third result, consider the function h (z) := 1_6;% For

x > 0, h(x) is a positive, decreasing and convex function. Therefore,

N —Aj

. N
Zm Sh(l)—i—/1 h(z)dx

j=1
efA . N 67A:r p
= — —qax
1— e—ZA 1 1— 6—2Ax

e~ A 1 N
=——+ —1 h (A
o + 5 e (i (Aa) |
e A log (tanh (A))
< _
T 1—e2A 2A
- e 8 log (1 —e724)
—1—e2A 2A
e ™ log(x)

<
- 1—6—2A+ 2A

B Martingale Concentration

Lemma 14. LetY be a (62, K ) -subGaussian random variable following deﬁnition with (K > 1).
Then, for any integer k > 0 and some universal constant C > 0:

E [sz] < CFKRB2E L oF g1 a2k
Proof. By Definition|[I] for any A > 0,
P(|Y|> A) < X exp(—%).
Using the tail-integration representation of moments, we have
E[[Y|?] = /OO]P’(|Y|2k >t)dt = /OOP(|Y\ > /0 gt
0 0

Make the change of variables ¢t = 22¥ so that dt = 2k 22~ 1dz. Then

E[|Y|2k] = /0 Qkx%*l]P’(\Y| >z)dx < Qk/o z2k=t min(l,eKexp(f%))dx.

Let zg = /202K

) (oo} .1:2
E[|Y|?*] < Qk/ a2y 4 Zk/ 21K T2
0 )

o 22
= (28°K)F + 2k‘/ 1K e T2 dy
Zo

(w—w)?

§(252K)k+2k/ el Tm dy
xo

(w—rg)?

< (26%K)* + 22’“*1/@/ (2257 (= zo)? Ve 22 dx
)

2 _ 2
In the second step we have used the fact that whenever x > x(, we must have K — 2””? < — (IQ g;) .

In the third step we have used the fact that 22#~1 < 22#=2[(z — 2)2*~1 + 22"~ '] whenever 2 > .
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A standard Gamma-function integral yields

/000 x2k-L exp( 2,@2) dx = % (26%)F T (k),

and for integer k, I'(k) = (k — 1)!. Substituting this to the equation above, we conclude that for
some universal constant C', we have:

B[[Y[*] < (26°K)* + CE (kg™ K" 1/2 + g2*k)
We then conclude the result using the fact that K > 1 and k < 2k,
O]

Lemma 15. Let Y be a (ﬁQ, K ) -subGaussian random variable following definition|l| such that

K>1L,E[Y]=0andE [Yﬂ < v2. Then, for a sufficiently small universal constant co > 0 such
that, \3 < cg, and any arbitrary A > 0, we have:

Eexp(A?Y?) <14 A2 exp(A\?A?) + CABYK? exp(% - % + CN*B%K)
Proof. For some A > 0, consider:

)\2kE [YQk]

E [exp(A’Y?)] =1+ A% + Z 2

k>2

12)

Now, using LemmalE[, consider
E[Y*] =E [Y*1(]Y] > 4)] + E [Y?*1(]Y] < A)]
< WW-HE [YQ] A2k—2
— JE#]VEYT> A) + 12422
< \JCPRBIR(2k)! 4+ C2HBIK2H exp(K — 45 4 12 A%
< ((2C)F k1B + CF P ER) exp(K — A7) + v2A% 2 (13)

Here, we have used the fact that (2k)! < 4% (k!)2. Plugging this back in Equation (T2)), we conclude
that whenever A3 < ¢ for some small enough constant ¢q, we have:

E [exp(\?Y?)] <1+ A2 exp(\2A2) + ONBI K2 exp(K — A5 + ON2F°K)  (14)

O

Theorem 4. Let Y be a (52, K ) -subGaussian random variable following definition (I} such that
K>1L,E[Y]=0andE [YQ] <12 Set A > B\/4log(ﬁ7K) + BV2K and X < & for some small

enough constant cq > 0. Then, there exists a constant C' such that:

E [exp(A’Y?)] <1+ CA*?

Proof. The result follows from Lemma [I3] substituting the values of A and A. O
Lemma 16. Let M,, = > | (G;,Y; —E[Y;|F;_1]), Mo = 1 and define the filtration {Fi}igpn) such
that:

1. G; is F;_1 measurable.

2. (Gi,Y; — ElYi|Fi_1]) is (82]|Gil|?, K;) sub-Gaussian conditioned on F;_1 (where f3;, K.

are random variables measurable with respect to F;_1)
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3. var((G;, Y; — E[Y;| Fica )| Fic1) < v2]|Gil|? and define J; := max(1, K% log ﬁi{f)

Pick a X > 0 and let A;(\) = {\J;||G;||BivV K; < co} for some small enough universal constant c.
Then, there exists a universal constant C' > 0 such that:

1. exp(AM, — CN2 30 v2||Gs||1*) TTi, 1(Ai(N)) is a super-martingale with respect to the
filtration F;

2. Va >0, P({A\M,, > CN2>""  2|GilI? + o} Ny Ai(N)) < exp(—a)

i=1"1

Proof. Let Ly, := exp(AM,, — CA\* Y7, v2||Gi||*) TTi—; 1(A;(X)). Then we have,

=171

E [Ln

]-'n_l] —L,_.E {exp (MG, Yo = Bl Foa) - CA%02 HGnHQ) 1 (A, (\) ‘J—"n_l]

— L, 1exp (—cvug ||Gn||2) E [exp (MG, Y — E[Yn| Fo1])) 1 ({Jn)\||Gn||/Bn\/Kn < co}) ‘fnl}

< Ly,_qexp (—C/\zufl ||Gn||2> exp (C’/\QV,QL HGnH2> using Theoremand the definition of A,, (A)
< Lnfl

The second result follows from a standard Chernoff bound argument. O
Lemma 17. Under the setting of Lemma let \* = /W and Ayin =
=1 "1 z
¢ . . . _ —B . .
W Let B € N be arbitrary and consider the event: B = {e~" < min(\*, \pin) <

max(\*, Amin) < €B}. Then, for some universal constant Cy > 0 and any o > 0,

P ({Mn > Ch A Z VIGill? + Cix2=3n B) <(2B+1)e "

=1

Proof. We apply union bound over A € Ap := {e~ B e~ B+1 ... P}, Using Lemmal[idalong
with a union bound,

n
P(Uxeny {AM,, > C\? Z V|Gill? +a} Ny Ai(N) < (2B + 1) exp(—a)
i=1
Consider the following events:
1. Event 1: & = {max(\*, Apin) > P}
2. Bvent 2: & = {min(\*, A\nin) < e~ B}
3. Bvent 3: & := {78 < \* < Apin < €5}

4. Bventd: & = {e 8 < \pin < A* < B}

In the event &4, almost surely there exists a random X € Ap such that /Amin € [%, e] and such that

the event N7, A, () holds. Thus, we have:

ex

(M, > Cex” Y v2I|Gi]* + 5 @

)\min

Y&

min

YN E4 C{M, > Cedmn > V2|GHll +

3 2 2 @ _ Y 212, @ n 7y
Q{Mn>C)\;ui Gl +i}ﬁ€4—{Mn>C)\;uiHGzH +§}m€’4mi:1 Ai(N)

Cé&un (UAE/\B {(AM,, > CX* > " v2(|Gil|* + a} NI, AZ—(A)> (15)

i=1
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Similarly, under the event &3, there exists a random A* € A such that: A*/A* € [1, ], such that the
event M;.A; (A\*) holds. Therefore, we must have:

(M, >C’e)\*ZV2||G ||2+ Y ne (M, >C)\*ZV2HG 2 + 7*}053

={M, > CX\* > 2|Gi|* + ;} N &Ny Ai(X¥)

i=1

Cé&nN (uAGAB{/\Mn >CN DY G + o Ny Al-(/\)> (16)

Notice that A\* is chosen such that

C’e)\*Zui2||G¢||2+i e(C+1) ol Zﬂnc; 12)

= e(CH+ 1A Y v7(IG? (17)

e(C+ 1A S V2G7 + —;Of (18)

Combining these equations, we conclude that for some constant C; > 0, we must have

{M,, > Cy( /\*sz

=1

)}m(53u€4) (uAeAB{AMn > C\? Z V2|Gi|? + o} NPy

=1

Noting that B = &3 U &4, we conclude the result.

C Martingale Decomposition and Variance Calculation

In this section, we will consider the quantity similar to H7 in Lemma decompose it into a sum of
martingale difference sequence, and then bounds its variance using the Tweedie’s formula. In this
section, assume that we are given ¢ : Rt x R? — R? and consider the quantity:

Yt i i i i
Hi= 3 2ot of), o — B af?)

- (9
teT ie[m]

We suppose that ¢(¢, x,gl)) has a finite second moment. Where v, > 0 is some sequence. When
(="
Fj= a(xgz) 1<i<m,t>tn_jy1)forj € [N]and Fy is the trivial o-algebra. We want to filter
H through the filtration J; to obtain a martingale decomposition. To this end, define:

H; :=E[H|F;];j€{0,...,N} (19)
Lemma 18. 1. Ift <tn_jy1, then

E[(¢(taf?), 2 —E[z{7]2{"])|F;] = 0
2. Ift > tN—j—&-l; then

E[(C(t,2("), 28 — Bl |o{ ) F5] = e (¢ (8 24”), Blal? o] — Bla |2f) )

28
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Proof. 1. Using the fact that x,g " forms a Markov process and that (xg ))520, (:cgj ))820 are
independent when i # j, we have via the Markov property:

E[(C(t,2"), 28" — B[ |z F5] = BIC(t, 2(7), 2 — Bl oot ]
=B [E[¢(taf"), %7 Bl |zl 2l )= ] 0)

iy gl Pen

In the second step, we have used the tower property of the conditional expectation. Now,

zt(i) = zgi) — eftxéi). By the Markov Property, we have: E[z )|xt ,3:,(5)

N ve1)

E[Iél) |x§’)]. Plugging this in, we have:

El(c(t,af"), 27 — B[ 2)1F5] = E [Bl(C(t,28), 27 = B 2Dl ]]efl_ ]
=0 @1)

2. Notice that zgi) = :vgi) - e*tx(i). Clearly, acgi) is measurable with respect to ;. Therefore,

E[(¢(t 2"), 2 — Bl || F)) = =7 (¢(t, 2(), B2l | 7] — Bl 2i))

Now, consider the fact that xéz), xi ), . is a Markov chain. Therefore, the Markov property

states that x(()i)|x Q) : s > 71 has the same law as x(()i)|x(f). Therefore, we must have:
Elz(| 5] = Elz{ |2}
the result.

N+1] Plugging this into the display equation above, we conclude

O

We connect the quantity H defined above to the quantity H/ related to the excess risk.

) (4)
Lemma 19. Lety!” := —Zy, feHand
s ) o) o)
= ) -
i€[m],j€[N]
Suppose we pick ( =
N
Hf = (H - Hy)+ Y (Hy, — Hg_1)
k=2
such that
m N e_(t7 tl)V' @) () 0
H—-Hy = ZZ e ! (Ctj,2e))s 21, E[ztl |xt1 D)
i=1 j=1 tj

m N s
e 7 i i) (i
Hk: - Hk?*l = Z Z 0_2 ! <C(tj7x£1))7E[ )|‘,I:tN k+2] E[m(())|$1(f]\)[_k+1]>

o’ ~ i (i) — Ello ==
Proof. By Tweedie’s formula, notice that y; — s(t,z;’) = =————". This shows us that

H’ = H when we pick ( = % The proof follows due to Lemma|18(once we note that ; = 0

almost surely O
Lemma 20. Define G; := Z;\le e f;:C(t” >)’ — Z] Nk % and
R; 1 as
0 fork =20
Rip = 4 (Ginsr, Bl 1-Elal’|af) 1) forke{l,...N-1}, (22
(G, zg) —E [zg)kc(z)]) fork =N
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Let to = 0. Consider the filtration defined by the sequence of o-algebras, F; j, := a({xij )1 <

j<iteT}uU {x,?) ct > tn_g}) fori € [m]and k € {0,..., N}, satisfying the total ordering
{(i1, 1) < (i2,J2) iff i1 < iz orin =iz, j1 < ja}. Then

1. Fork € [N — 1], G, k1 is measurable with respect to F; j_1 and G; if FN—1 measurable.

2. Fori € [m],k € {0} U[N], (R k)i forms a martingale difference sequence with respect
to the filtration above.

3. H= Eie[m] Zke[N] Rij.

Proof. 1. We firstnote thatfor 1 < k< N — 1,0 {xi it > tN7k+1} C Fi k—1. Therefore,

G, k41 is measurable with respect to F; ;1. Furthermore, if k = IV, then G, is measurable
with respect to F; 1.

2. First note that R; j, is F; ; measurable.

(Ginsr Elellal)_, ]~ E [Elf’|of)_ 11 Fixa]) =0, whenk € [N~ 1],
E[R; k| Fik—1] =
<Gi,E [Z,gf)|fi,k—1} —E [zg)lxﬁ?b =0, when k = N

The case of R; g is straightforward.

3. This follows from Lemmal[I9]

O
Lemma 21. Consider the setting of Lemma Define:
0 ifk=0
Vi = IE[?U(()Z)|$§§V)7H1] - E[mg)bgg%] ifke{l,...,N—1} (23)
zg) —E [zﬁ”ajg)} ifk=N
Let¥; ) == E[‘/;,kVJc|fi7k_1]. Then, we have:
0 ifk=0
E [Rp|Fik—1] = § GluniZinGignr  ifke{l,...,N —1} (24)
Gl Yi kG ifk=N
Proof. This follows from a straightforward application of Lemma 20} O

Let U be any random vector over R? independent of V ~ N(0,021,). Let W = U + V and let p
be the density of W, s = Vlogp and h = V2 log p. Then, second order Tweedie’s formula states
(Theorem 1,[31]):

E[VVTIW] = o*h(W) + o*s(W)s " (W) 4 01,
Lemma 22. Let 5. : R? — R? be continuously differentiable for every T > 0. Let t' < t and
Ty = e_(t_t/)mt/ + z¢,¢ where 2y ~ N (07 offt,Id), as defined in Section Then,

.
E [zt,t/z;, \mt] = af_t/ht (z¢) + af_t/s (t,z) s (t,xy) + Uf_t,Id

E |s (¢ av)s (o) " o] = st a)s(t20)T + Xy (20) ~ Blh (20) |24

where hy (x;) := V2 log (p; (7))
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Proof. Applying second order Tweedie’s formula:
E [zt,t/z;—t,|xt] = Ufﬁt/ht (z¢) + Ufﬁt,s (t,xz¢) s (¢, xt)T + Ufft,ld, and , (25)

Elzp 2 |x0] — ohs(t,xe)sT (', 2p) = 021 + ophy (24) (26)

By Markov property, we must have for any measurable function g:

Elg(z)|xe] = E[E[g(z)|@e, vor]|ze] = E[E[g(20 ) |24/ ]| 4]
Applying this to (26):

af,E[s(t’, xt/)sT(t', x|zt = Elzw z;\mt] — Uf,I — af,]E[ht/ (xy)|m4] 27

’ . J— ’7
Now, note that z; = e~ txg+et ~tzp + 2, . Takin = e tyy+ 2, wehave: z; = yo+eb “tzp.
0 ; 0 o+2zt, 0

Therefore, applying the second order Tweedie’s formula again, we must have:

eQ(tLt)E[zt/zmxt] = 64(t’*t)af,s(t, zy)s(t,zy) T + 64(t/7t)0'21/ht(1‘t) + eZ(tlft)af,I
Thatis : Ezp 2] |2,] = €2 ~Dods(t, 2,)s(t, x0) T + 2@ Db hy(x;) + o2 1. Substituting this in

Equation 27)), we have:

Els(t', zp)s (¢, x|z = 2 Ds(t,2)s(t, 2) T + 2 O hy(z)) — Elhy (z0)| 2]
O

Lemma 23. Let s, : R? — R? be continuously differentiable for every T > 0. Fort > t' > 0, let
vy = E[zo|ze] — E[xo|zy], then,

E [vt,t/v;—t,mt} =<
2¢* (o} h (24) + 07—y 1a) + 26" oLE [(s (t' xy) — e (=) (t, xt)) (s (t', ) — e (=) g (, xt))T mt}
where hy (1) := V?log (p; (1)) is the hessian of the log-density function.
Proof. Using Tweedie’s formula, for all £ > 0,
E[zo|z] = E [e' (zp — 2) |2¢] = '@y + €'E [—2z4|zy] = €' (w0 + 075 (t,21))

Note that z;/ = et=t (x¢ — 2¢). Furthermore, note from Tweedie’s formula and Corollary 2.4 [[7]
that:

E (202 = —afﬁt,s (tyze), Els(t,zp) |z = e_(t_t/)s (t,x¢)

Therefore, we have
vy = €' (Zt,t/ + Uf—t’s (tvxt)) - etlat% (5 (' ) — 6_(t_t/)5 (t,xt)>
Then, using Lemma22]and the fact that (a + b)(a +b)T < 2aa™ + 2bb":
E [vtytzv;, |24 ]
=< 2¢%'E [(zmz +02 s (t,xt)) (Zt,t/ + 02 ,s(t, xt))T \xt}
+ 26275/0?/1[‘3 [(s (', zp) — e (=) (, xt)) (s (', zp) — e~ (=) (, xt))T xt}
= 2¢% (afft,ht (x¢) + ofﬁt,Id)

+2e* oLE [(s (¢, 2) — e (=0 (f,ﬂ?t)> (S (¢, a0) — e s (2, zt))T xt}
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To derive an upper bound for

)

op

E |:<8 (t' xp) — e (t=t) s (t, a:t)> (s (t' xy) — e (=) (t,mt))—r |xt]

we adopt a strategy of partitioning the interval [¢', ¢] into smaller subintervals. Specifically, we divide
[t',tf]last =19 <7 < - - < Tp_1 <t = Tp, where B > 1. By leveraging the smoothness of
the score function s, () over each subinterval [r;, 7;11], we express the deviations between s, and
S7,,, in terms of the Hessian, h.(z) := V?logp;(z). This decomposition allows us to quantify
the overall deviation of the score function across the interval [¢', ¢] in terms of contributions from
each subinterval, controlled by the Hessian, /. (x). The following lemma formalizes this approach,
establishing an upper bound for the given operator norm in terms of the Hessian and a carefully
constructed decomposition. This result will serve as the foundation for subsequent analysis.

Lemma 24. Let s, : RY — R? be continuously differentiable for every T > 0. Let B € N and let
Toi=t' <7 <7< ---<Tp_1 <t:=7pgfor B> 1anddefineVt,h; (x;) := V?log (p; (z;)).
Then,

[ | (s ) = st (5 () = s ,)) o

op

<|E

Tt

B—1

~ ~ T T
Z E)\mmriﬁ?r,i [hn (ITiJ\i) (xTi - xTz:) (‘Tﬂ - ‘Tﬂ) hTi, (xTiv)\i) |x7i+1:|‘|
=0

op
where I, is an independent copy of x,, when conditioned on x, . \; is uniformly distributed over
[0, 1] independent of the random variables defined above and -, x, == \jx-, + (1 — ;) Z,.

P}’OOf: LetVi € [O,B — 1], A; = Ti+1 — Ti- Then,
B—1

s (tl,l't/) - e—(t—t )5 (t7xt) — Z c; (5 (Ti’xﬂ_> _ e_(7i+1—7i)s (Ti+17x7i+1)) , co=1, ¢ip1 = e—(TH—l—Ti,)ci
=0

Therefore,

[ | (s ) = e sta0) (5 ) = s ,)) o

op

.
= ||E Z Cicj (s (Tiy Try) — e~ (Tit1—Tig (Ti+1, xnﬂ)) (s (Tj, a;Tj) — e (mit1—Ti)g (Tj+1, xTHl)) |z
0<i,j<B—1 o

For i # j, assuming ¢ < j WLOG, using the Markovian property,
-
E |:(5 (Tia xﬂ) - ei(TiJrliTi)S (Ti—i-la x7i+1)> (5 (Tj’ ‘T"'J‘) - ei(TjJrliTi)S (Tj+1’ x"'J-H)) |xt:|
[ . . . . T
= E {(3 (Tia xn) - ei(TH—liTI)S (T’i+17 xn+1)) (S (Tj’ x"’j) - ei(rﬁ—liﬂ)s (Tj-‘rl’ mTJH)) |x7'j ) $7’j+1:| |$t:|

-
=E|E {5 (Ti Tr;) — e Tt (Ti+1?$7i+1) |x7'j7m7j+1} (S (Tj7x7j) — e (T (Tj+1’m‘fa‘+1)> |xt]

i T
=E|E {E [3 (Tis@r,) — e (T (Ti+17$ﬂ+1) |x7‘1:| ‘ijﬁijﬂ} (s (Tj7x7j) —e (T (Tj+17x‘rj+1)> |xt}
=0 )

Therefore,

E| (st a0) — e~ s t,00) (5 (s a0) — e s (t20)) | |
Hl )( ) i

op

! T
c? (s (13, &,,) — e~ (Tit17Ti)g (Ti+1,xﬂ.+1)) (S (i, Tr,) — e~ (T (Ti+17377'i+1)) |z

g

op

&=
1
S
&=
—

-
$(Tiy&r;) — e (Ti+1=7i) g (Ti+1,$n+1)) (s (T4, Try) — e (Tt (Tz'-s-l’ 33n+1)) x‘l’i+1:| |$t]

op
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Note that E [s (7, zr,)

Ve, | = e 175 (1341, 2., ). Therefore,

H [ (', xy —e_(t_t/>s(t,xt)) (8 (t',xy) —e_(t_t,)s(t,xt)>—r|$t} (28)
op
BZ E (s () = 87, (#2,)) (5 (i 07,) = 57, (@) Jor,s, | m] (29)
=0

op

Using the fundamental theorem of calculus, for z-, 5, := Az, + (1 — ;) Z.,, A € (0,1), we have,

1
s@mm»fﬁxx»:/“mxwm»@nfﬂgﬁ
0

= E)\NL{(OJ) [hn (mn,k) (mn - 537'1)]
Substituting in (29) and using the fact that ¢; < 1 completes our proof. O

We aim to derive a sharp bound on the quantities stated in the previous lemma. Since the Hessian is
not assumed to be Lipschitz continuous, directly bounding these quantities can be challenging. To
address this, we employ a mollification technique. Mollification smooths a function by averaging it
over a small neighborhood, effectively regularizing it to ensure desirable continuity properties. This
approach is particularly useful when dealing with functions that may not be smooth or Lipschitz
continuous, as it allows us to derive meaningful bounds by working with the mollified version of the
function.

In our case, the Hessian is mollified by integrating over a uniformly distributed random variable on a
small ball of radius e. This process ensures that the mollified Hessian exhibits controlled variation,
enabling us to bound the difference between its values at two points z and y. The following lemma
formalizes this construction and provides a bound on the operator norm of the difference between the
mollified Hessians at x and y.

Lemma 25. Let h: R — R™? such that Vo € R?, ||h (2)||,, < L. Let z be uniformly distributed
over the unit Ly ball. For € > 0, define h.(x) := E.[h.(x + €z)]. Then, for all z,y € RY,

2Ld
@) = he(w)lop < =2 12 = gl

Proof. Define B (a, R) be the ball of radius R around a. Define the set B(z,€) N B(y,e) = S and
denote dj to be the lebesgue measure over B (0, €). Then,

mm%JMw=/ﬁw+mmu@—/ﬁ@+zm%wv

1
" B0, )] /B(x,e) hlw)dw = ~/B(y,e) h(y)dy]

e | I
= h(w)dw — h(y)dy
‘B(Oa6)| [ B(z,e)nSt ( ) B(y,e)nSt ( ) ‘|

(30)
Vol(S)
= ||he(x) — he <2L————
Ie(w) = ne(w)loy < 2Lz 0
Using Theorem 1 from [41]], we have
Vol(S%) < ||z =y, x Surf (B(0,¢))
Therefore,
Surf (B(0,¢€))
he(x) — he <2L——— 1% —
|| (.’L’) (y)Hop VOl(B(O,E)) X ||l‘ y||2
We have for B(0, ¢), %((gf)))) = d/e which completes our result. O
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Lemma [25| demonstrates that the mollified Hessian h. becomes Lipschitz due to the smoothing
introduced by the uniform averaging over the ball z, even though the original Hessian h does not
have this property. This insight is crucial when dealing with expressions such as

- o NT T
Baey o [P (@03) (e = 0) (w0 = 50) " by (o,2) L]
which arise from Lemma 24l

When ¢ and ¢ are close, one would hope to exploit the smoothness of the Hessian h; with respect to
time. Specifically, if 2, were smooth in the time parameter, this would allow the expectation to move
inside, enabling the use of Tweedie’s second-order formula (Lemma[22) to derive variance bounds
that are dimension-free and independent of strong assumptions on the Hessian.

However, directly imposing such strong assumptions on the Hessian is restrictive. To address this, we
decompose the Hessian hy (zy,3) into two components:

hy (zp 5) = hy e (2 ) + (he (e 2) — he e (Te2)) -

Here, the first term, hy . (24,5 ), leverages the Lipschitz continuity of the mollified Hessian and
can be analyzed by conditioning on z;. The second term, which represents the deviation between
the original and mollified Hessians, requires a finer analysis that draws upon Lusin’s theorem, as
developed further in Lemma [2§]

The decomposition allows us to systematically address each term: - The Lipschitz property of h .
helps bound the first term cleanly. - The second term is bounded using probabilistic arguments based
on the regularity properties introduced by mollification.

The following lemma formalizes this decomposition and provides the necessary bounds to proceed
with the analysis.

Lemma 26. Suppose Assumption [I}(0) and (1) hold. Lett > t' > 0 and define the following
quantities:

. Let Ty be an independent copy of xy when conditioned on x;.

. Let A\ ~ Unif (0, 1) independent of the variables above.

. Let hy () := V?1og (py (+)).

. For z be uniformly distributed over the unit Ly ball and € > 0, define hy ((x) := E,[hy (x +
€z)).

6. Let gy c (T4 2) := (h (e 2) = hyr (T 2))-

1
2
3. Letxy y:=Axy + (L= N) Ty, Zpp = x4 — e~ (=7,
4
5

Then, there exists a random d x d matrix M such that | M| , < 2LA (1 = X) 20 + A2t v |, and

€

H]E)\,zt/,it/ [ht’ ($t/,>\) (%/ - jt’) (»Tt’ - ft’)T hy (ﬂft',A)T |$t}

op

’ ’ 7 T
< 6e2(t=) ‘ hi e <€t7t xt) (of_ e (1) + 07/ La) b c (etit l’t)

op
+3 (Encya (1M1 llze = 3l b +Eayoa [IEx [g1e (@ I3 e = Gl 1))

Proof. By assumption, we have Vo € R%, ||k (z)||, < L. Note that conditioned on x;, we have

Ty = ei(tit/)fﬂt/ + Zt,t’ = ei(tit,)"ft/ + 215,25/

Where Z; ¢+ ~ N(0, 07, 14) marginally. Therefore,
zon=e " a — e (1= N) 2o + Now)
Using Lemma 25]

. 2Ld )
ht’,e (xt’,)\) = ht’,é (et ¢ mt) + M7 fOr HM”op g T ||(1 - )\) Zt,t’ + AZif,t’Hz
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Then,
her (2 2) = by e(x 2) + (he (0 2) = har (@0 )))
= hy e (et_t/xt) + M + (hy (g )) — he (20 2))
Let ¢; = Exga, .z, [htl (e 2) (p — Ty) (20 — i‘t/)—r hy (xtf,,\)T |xt} and gy (zpy) =

(he (z¢ )) — her e(xy,2)). Then, using the fact that (a +b+c)(a+b+c)" < 3(aa’ +bb" +cc')
for arbitrary vectors a, b, c € R, we have:

’ ’ T
qt j 3E)‘7mt/vit’ |:ht’,5 (etit l’t) (g;t/ - jt’) (xt/ — fﬁt/)—r ht/75 (etit l’t) |xt:|

::Tl

+3Ex 2, 2, {M (r — Zyr) (4 — i’t’)—r MT‘mt}

=T5

+3Ex 2, .z, |:gt’,e (xer2) (2 — &) (xp — »’Et’)T gt e (xt’,A)T |»L't:|

:=T3
Let’s first deal with 7. We use the fact that x; = e_(t_t/%ct/ + zp = e_(t_w
with first order and second order Tweedie’s formula in Lemma[22]

’ 7 ! T
T, = QeQ(t_t )ht’,e (et_t J,‘t> (U?_t'ht (.I‘t) + Of_t'Id) ht’,e (et_t J}t)

i‘t/ + Zt,t’ along

Now, for T5, we have
Ty =Exz, 1, [M (w0 — &) (w0 — Tv) MT|xt}

< Enuy iy [|1MI5 o = dvll o] L
and similarly for T3,

Ty 2 Bz [IBn [g1e (@0 )3 e = Gl | Lo

which completes our proof. O

Lemma@]provides a corollary of Lusin’s theorem (see for e.g. [L1]) to assert that any measurable
function, such as the Hessian h;(z) = V2 log p;(), can be approximated uniformly on a compact
subset G, C [t/,t] x F, where the excluded measure is arbitrarily small. This result ensures that
h(z) is uniformly continuous on G.,, with its continuity quantified by a modulus of continuity w- (-)
depending only on «. See [39] for Heine—Cantor theorem which implies uniform continuity due to
compactness.

Lemma 27 (Corollary of Lusin’s Theorem). Let F be a convex, compact set over R and A be the
Lebesgue measure. Let hy(x) = V? log p(x) be measurable. For any y > 0, there exists a compact
set G, C [t',t] x F such that A([t',t] x F)\ Gy) < vy and (t,x) — hy(x) is uniformly continuous
over G.,. Let us call the corresponding modulus of continuity as w.,(), which depends only on ~.

Building on Lemma 27, Lemma 28] aims to bound the fourth moment of the operator norm of the
difference hr,(z,, ) — hr, (2+, x), Which arises from the deviation between the Hessian and its
mollified counterpart. To achieve this, the interval [t',¢] is partitioned into smaller subintervals
To,T1,- - -, 7B, allowing the analysis to proceed incrementally. The lemma exploits the uniform
continuity of h,(z) on G, to tightly control this difference using the modulus of continuity w- (€).
Contributions from outside the compact subset G, are accounted for separately using indicator
functions, with their impact controlled by the boundedness of the Hessian, ||i¢(z)l|,, < L. The

resulting bound consists of two key terms: a primary term proportional to Bw., (€)%, capturing the
uniform continuity of the Hessian on G, and a residual term proportional to the probability of h;(x)
lying outside G, which is effectively managed by the boundedness assumption. This decomposition
is crucial for controlling the variance of the Hessian and ensuring the residual terms remain small.
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Lemma28. FixaBeN. Lettg =t/ <71 <79 <---<7p_1 <t:=1p. LetAssumption
(0),(1) hold. Let hy(x), hy (x) be defined as in Lemma Let Z be uniformly distributed on the unit

L? ball in R?, independent of everything else. Then for any v > 0:

B—1
4
Z ]E:cn,fcn [HEANUnif(O,l) [hn (1‘7'1:,)\1') - h7'117€(x7'i7)\11)]||0p |x7'i+1:| <
=0
B—-1 1
Bw.y(e)4 +16L4 Z E., ., {/ 1((1i, 27, 2) € Gy) + L((Ti, 27,0 +€2) & G’.Y)d)\’glcﬂ.Jrl
i=0 0

where -, is an i.i.d copy of T, conditioned on xr_ , and x, = A\t + (1 — X) Z, for any given
A € [0,1] and w.,, G, are as defined in Lemma

Proof. Let us consider Lusin’s theorem (Lemma [27) over [t,t] x F endowed with the Lebesgue
measure A. By Assumption[1}(0),(1): we have ||k (z)|| < L for every ¢ almost everywhere under the
Lebesgue measure on R?. We denote E A~Unif(0,1) @8 [E and only in the set of equations below, we

denote expectation with respect to z,, Z,, Z conditioned on z.,_ , by [E:

E[IEx [hr, (27,0) = oo e(@r )l loress | (1)

4
|1'7'i+1:|

1
=E H‘ / hr (@ri ) = Dy (@7, 2 )dA
0

op

1
<B| [ (or) = Bz <2)A
0
1

< E/ L(rsy207,0) € G)L((Fy2rox + €2) € Gy Yoo (€)4dN
0

1
+E/ (L((73, 27, 0) & Goy) + 1((15, 2\ + €Z) & G.,)] 16L*dN
0

1
< w,(e)* + IE:/ [L((7i, 2, 0) € Goy) + L((15, 27, A + €Z) & G-)] 16L*dN (32)
0

Therefore, we must have:

B-1 1
SB[ hn) = o]
i=0 0

B—-1 1
< Buw,(e)’ +16L* Y E {/ L((7i,2r,2) € Goy) + L((75,2r, 4 + €) & G )dA
i=0 0
O

The following lemma consolidates the results and arguments developed so far to provide a variance
bound for a martingale difference sequence. Our goal is to bound the variance of the terms in the
sequence R; j, which is determined by both the predictable sequence G; ;11 and the smoothness
properties of the score function and its Hessian. To achieve this, we build on several key results:

1. Lemma[28] which establishes bounds for the difference between the Hessian and its mollified
counterpart by leveraging the compactness provided by Lusin’s theorem.

2. Lemma[26] which shows how the mollified Hessian can be used to control variance terms
using its Lipschitz properties.

3. Lemma 24] which provides a decomposition of the conditional variance in terms of contri-
butions from smaller subintervals.

The argument proceeds by partitioning the time interval [¢ g, ty—g+1] into smaller subintervals and
analyzing the contributions to the variance over each subinterval. Using mollification and uniform
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continuity on compact subsets, we control the deviations arising from the lack of Lipschitz continuity
in the Hessian. Furthermore, the variance bounds incorporate the contributions from outside the
compact subset, which are managed via Lusin’s theorem. By carefully summing these contributions
and leveraging smoothing techniques, we arrive at a sharp variance bound that scales with the
parameters A (the interval size) and L (the bound on the Hessian)

The final result, formalized in Lemma @[, also uses the second-order Tweedie formula to handle
the special case of the last time step (k = IN) in the martingale sequence. This lemma serves as a
culmination of our efforts, combining mollification, decomposition, and smoothness assumptions to
derive a practical variance bound that is essential for analyzing the concentration of the martingale
difference sequence.

Lemma 29 (Variance bound for martingale difference sequence). Consider the martingale difference
sequence R; ., predictable sequence G i1 with respect to the filtration F; ), as considered in
Lemmal[Z]} Define A :=tn_j41 — tn—p

0 ifk=0
E [R?),J]—}-,k,l} < C(LA? + A+ L2A)e?'N—r+1||G, o | ifke{l,...,N—1} (33)
C(LA? + A)||Gi|? ifk=N

Proof. Consider the case k € {1,..., N — 1}. For the sake of clarity, we lett = txy_11,t = tn_k-
Then, A =t — ¢’ and let B € N. We decompose [t', t] as follows:

.t =ul L, ; L:=[t'+ 7@731)Aat/ +2].
For Vi € [B], 7 ~ Unif(l;), J ~ Unif({1,...,B}). Given 7;, define the random variables
Z, A\, Ty 2y Tr; 2, Tr, as in Lemma [28] and with Z, A, (x5)s>0 indepenent of (7;);, J. Define the
random variable 7* := 77, X = 2z« x, Xc = ¥,+ ) + €Z. Notice that T" is uniformly distributed
over [t/ t].

Letr; :==7j41 — 7 < %. Using Lemma along with the Cauchy-Schwarz inequality, we have

~ ~ NT T
HEM,IH@W |:h7—7. (xTiJ\i) (xﬂ - xﬂ) ('rTi - xTi) hTi (x‘l'z‘,)\i) |‘,I"7'i+1j| ‘
op

< 6e" [ Car ) (Ui by (1) + 0',2“1, Id) e, e (e”xn)—r

12L2%d? .
+ 2 E)\,m.ri,i.ri |:H(1 - )‘) ZTri+1,7'i + A2”7'z'+17"'i

op

1
2

1
4 3 ~
9 |x7'i+1:| EAJW@W [Hxﬂ — T ij |x7'i+1:|

€

1
4 2 ~
+ 3E$Ti)iﬂ'i |:H]E>\1 [hﬂ (‘/L‘sz)\i) - hTz‘ﬁ(xTz',)\i)]Hop |x7'i+1:| Eki,ﬂiq,i” |:Hxﬂ — T

1
2

4
op IxTi+1 :|
(34

Using Lemma[24]along with (34) and Cauchy Schwarz inequality, we have

E| (st a0) — e~ s t,00) (5 (s a0) — e s (t20)) | |
Hl )( )i

op

B-1
E lz E/\i,ﬂCTi,iT,i [hﬂ (xTi,M) (x‘l'i - i‘ﬂ') (xﬂ - i‘Ti)T ho, (xﬂ,/\i)—r x"’z‘+1:|‘|
=0
B-1
<63 R U
=0

th]
op
120242 = - 4 -
+ 2 Z E {EA,IH@” [H(l =) Zripim T >‘Zn+1,‘ri 2 |l‘7'7‘,+1i| E)\,zri,iri [”xn ~ Trillop |x7—1+1} |1't]
1=0

o

< T

op

By e (€7 2y) (Ui b, (2r,) + UEiId) B, e (erixn)—r

=
[N

[N
[N

B-1
+3 Z E |:Em‘r?' g |:||E)\1 [hTz (x7i7/\i) - hTi,E(xTiJ\i)]H?)‘p |"I"7'i+1j| EAi,Iq—i g [Hxﬂ — T, 3p |:I"Ti+lj|
=0
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<62 27’1E |:’

e (€M) (Jﬁihn (xr;) + inId) B e (€7 27,)

-
|l’t]
op

121242 32 1 A 1
+ 2 E [EA7mTi7‘/%Ti [H(l - ZT1+1,7'1 +)‘Zﬂ+1,ﬂ |x7'1+1:| Ej, Loy Try [|x7'z _i.‘l'i op |',I:7'i+1j| |xt:|
1=0
2
+3E (Z Euyin, (1B, [r, (0r0) = (e, 0 oy 27 ) (Z Excior, v, |2, = 1, op|wm1}> 2t

(35)

N

Using (33)) and the observation that Ey, ,_ 7. [||:vT — T,
have

E| (s, 00) — s t,00) (s o) — s t,00) | |z
= [( )( )

< 3Be (

:4)1) |xTi+1] = O (Uzzd) = O (%)’ we

op

[N

I3A2  L[2A\ 12A2L2d* 3Ad (3= .
B2 + 5 ) e + i (Z Es. &, {IIE,\ [r, (X7 0;) — hﬂ,e(:cﬂ,)\i)]||0p |xﬂ.+1}
1=0

Using Lemma[28]

(zE (1B, rn) - h<>]|}>

Nl=

N

< \/7‘*)7 2 42L? (Z E [/ 1(( Tux)\i,‘ri) ¢ G’Y) + 1((Ti?x/\i,7’i + EZZ') ¢ GW)dAz]>
< VBu, () +2L2 (B (B((T, X) ¢ G,) + P((T, X,) & G,)))*

Therefore,

H { (t', zp) — e (=) g (t,xt)> (s (t', zp) — e (=) g (t,act))—r |xt]
L+ L8+ BR L s 607d (10 + (B(T.X) # Go) + BT X # G

Notice that none of w., G, distribution of T, X depend on B. Therefore pick ¢ — 0 and B — oo
such that 5z — 0 and w,(e) — 0. (T, X.) — (T, X) almost surely as ¢ — 0. Then, we
take v — 0 and argue via continuity of the law of (7', X') with respect to Lebesgue measure that

P(T,X) ¢ G,) = P((T,X) & [t',t] x F). Since F is arbitrary compact convex set, we let /' 1 R?
to conclude the following:

E [(s (' zp) — e (1) g (t7mt)) (s (', zp) — e (1) g (t,xt)>T |xt}
Using Lemma[23] we have
|E [® ol — Elzolar) Elwolad] — B faolev]) " o]

S 2€2t || (U?_t/ht (xt) + Jtz—t’Id) Hop

E [(s (', zp) — e~ (=) (txt)) (s (', xp) — e () (t, (Et))T |$t}

=0 (*" (LA* + A + L?A))
The result for £ < N then follows due to Lemma[21]

Now, consider the case k = N. Recall X, ;, defined in Lemma [21] .Then by second order Tweedie

formula (Lemma we have ¥, , = of hy, (2¢,) + 07 Iq S A%L + A. Combining this with
Lemma[21] we conc ude the result. O

op

< 6Be’t (

=0 (L*A) (36)

op

op

,
+ 2€2t 0'21/

op
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We state a useful corollary which is subsequently useful for time bootstrapping and is implicit in the
above proof.

Corollary 1. Lett' < tand A :=t — t'. Then, under Assumption|l]

E |:<8 (' xy) — e (t=t) g (t, xt)> (s (', xy) — e (t=t) s (t,xt)>—r |xt] =0 (L*A)

op

Proof. The proof is implicit due to (36). O

Lemma 30. Fix ¢ € (0,1). Consider R; j, and F; j, as defined in Lemma@and let A :=tn_ki1 —
tN—k. Under Assumptionm following the definition in Deﬁnitimzm conditioned on F; 1, R; 1 is
(@%k”GLk 12, W, x)-subGaussian where (3; ., W; i, are F; 1 measurable random variables such
that W; j, < log (%) with probability at-least 1 — ¢ and

Bip = 8(L+1)e~-r1V/Ad, k€[N -1,
SR \aVAd, k=N

Proof. We have,

P (|(Gunrn Bl 122, ]~ B2 ,1)| > alFins)

N—k+1 tN—k
L o 5
=F (‘<Gi’k+1’E[$8)|x’E2k+l] o ]E[x(()z)‘xg\)i—k]>’ z 0‘2|-7'—i,k_1>
=P A G, Elz®).® T NOING! 2 S o)
=P (exp ik, Blag? |z 1= Elag’ | 1) ) = exp (Aa®) | Fips
g | (8),.() () () 2
< exp (~Aa”) E [exp (A <Gi7k+1’E[x0 %] — Elzg \xthk]> ) |]:i,k—1:|

| (8)(..() @60 1\
— exp (—Aa?) E |exp ()\ (Gigsr Belafl)_, ] - Ela|2)_]) ) mkl}

2
> fi,k1:|
2

m for py, defined in Lemma ,
k1202

pr =8 (L+1)eN-rt1g,

EN—k+1

< exp (—2a?) E [exp (MGi,an; [EEEN S B

Since G; 41 is measurable with respect to F; 1, set A :=

Therefore,
P (KG Ez®)z® |- E[E0? ]>‘ > ol F )
i,k+1, 0 tN—k+1 0 tN—k — i,k—1
L L 2
a2 [T s ’f
SexXpl\ 5 5 €xp ik—1
|G es1ll3 P Pid
Note that Lemma shows that E[az(i)|x(i) |- E[x(i) \x(i) ]is ppVd bGaussi
0 |Tin s o 1%y, ] is prvVd norm subGaussian
L N 2
B 128, - Bl ]
E [exp 5 2 <2
pid
Therefore, using Markov’s inequality, with probablity atleast 1 — 4,
QIO B OO N ]
[xO xtN,]H,l] [xo xtN,k] 9
E |exp 5 Fik—1
pid
L N 2\
B I N e e i Y -
=5 €xXp p%d i,k—1 =5
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Pluggint these equations above we conclude that with probability at-least 1 — 4, for every a > 0,
we have: P (‘<Gi,k+1,]E[ \xtN ein) — E[xél)|x§fv)fk]>‘ > oz|.7-'i,k,1) < 2 exp(—Aa?), which
proves the result for k € [N — 1].

For k = N, we similarly use the definition of v Lemma@,

vy =40,
we have,
, a2
~ L0 (1)) () —a? A B[]
P (‘<Gi,zt1 -E {ztl |4, }>‘ > a\fi7k_1> < exp =Ny E |exp oy Fik—1
1Gill; vid L
The conclusion follows by a similar argument as (37). O

Based on the bounds established in Lemma[29]and Lemma [30] we establish the following results.

Lemma 31. For j € [N], Lett; := Aj and v; = A. Then, for some universal constant C' > 0 the
following equations hold:

Z E[Rzz,klfﬁk—l} < OAS(LA +1 +L2)(1 év—2A + a- €—2A Z ZHC t]?‘rt

i€[m],k€[N] m] j

and

max sup Bi N vVWinlGill, sup  Bixr/Wik

P gt | §C(L+1)\/Zlog(%) /dsuszksupH((tk,xtk)H
zem iElm

ke[N—1]

Proof. Define g3 := (LA? + A + L?>A). Applying Lemma 29| we conclude:

> BRI IFiaal S Y LA+ A)GIP+ Y (LAY A+ LPA)N G |
i€[m],kE[N] 1€[m] 1€[m], ke[Nf ]

Ny N o—(ti—te) (4. () N o= (ti—te) (1. (D)2
vj€ C(ty,xy e C(ty, 2"
s 3 3 I sy 3 g e
i€[m] k=1" j=k J i1€[m] ji=k J
N ef(tﬂft’“)f(t-,x(z)) 2
= AZg2 Z Z - 3>
i€[m] k=1" j=k tj
N N 672(1& —tr) N
< A%g} Z Z(Z ) Z| (z) H , using Cauchy-Schwarz inequality
i€[m] k=1 N j=k UtJ
2 2 [ e TAUR) Y i
NI [P ETEATY
ic[m] k=1 \ j=k
) s N N 672AJ k) N
= A% Z(Z (1 —e2i8)2 ) ZHC
i€[m] k=1 " j=k
< A2g(2)(1761\12A +ac esz Z ZHC t],xt H using Lemma (38)

Recall 3; ,, W; i, as defined in Lemma@ Applying these results along with the union bound we
conclude with probab1l1ty 1 — 4, the following holds every 4, k simultaneously:
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it |

max | sup B v/ Winl|Gill, sup  Biy/Wik
a 9,

< CVA(L+1) [dsup W; ; max (supetN |Gkl SupHG |)
i,k

N
< CVA(L+1) [dsup W, Z “97 ) sup YellC(trs w&))II, using Holder’s inequality
i,k i,k

j=1

—A@G-1) i
e | s Gtk w1,
2

C'(L—i—l)\ﬁlog(1 /dsuleksupHC(tk,xtk)H,usmgLemmalE

= CA3/2(L—|—1 dsupVV“c

uMz

O

We will specialize the setting in Lemma [T7) with M, being given by H, the filtration being F;j,
and the martingale decomposition given in Lemma Similarly, 3; corresponds to (5; k)i k. Ki
corresponds to (W; ), given in Lemma v} corresponds to the upper bound on IE[RZ2 | Fi k] in

“)) satisfies .J; < C'log(2d) for

some constant C. In this case, the quantity >, v; ||G |? as glven in Lemmancorresponds to
> ik B[R 2, | Fi.kx—1] and it can be bound using Lemma

2
Lemma Therefore, J; corresponds to max(1, log(’B' L

N
S ER2|Fino] < OAYLA +1+ L) (=ax + mdemys) D O [IC(H . 2))|?

i€[m],kE[N] i€[m] j=1

Similarly, we adapt Apnin, A* be the random variables defined in Lemmato our case for some
arbitrary B € N, o > 1. This lemma demonstrates the concentration of the quantity H conditioned
on the event B := {Amin, \* € [e~5, eB]}. It remains to deal with the following cases:

1. max(Amin, A*) > e
2. min(Apin, \*) < e B

First, consider the case max(Amin, \*) > e”.

Lemma 32. Assume v, = A, A < cg for some universal constant co. Then max(Amin, A*) > eB

implies

i CNma _
> )P < e

i€[m],teT

Proof. Using the fact that & > 1, we note that
max(Amin, A*) > eP
= max( sup VAN = 4+1|G pyal, sup VA|G; |) < Cv/ae™ P for some universal constant C

1E€[m] i€[m]
ke[N—-1]

(39
By defining G; o = 0 and , we note that a§N7k+letN*k+1(Gi7k+1 —Gik) = C(tN_kH,asEfV)le)

for k < N and 07, (G; — € G; n—1) = ((t1, 24, ). Using the fact that 07, < 1 for some universal
constant cg, we conclude that
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max(Amin, \*) > ef

i o
—  swp [¢bay?) <0y 5"

i€[m],teT
i CN
= X Kma)P s T e (40)
i€[m],teT
O
We now consider the event min(A*, Ayin) < e B.
Lemma 33. Assume v, = A, t; = jA, A < co for some universal constant co, oo > 1.
min(A\*, Ain) < e~ 8 implies:
; A
> eI 2 ey 2(2d)(L + 1)2 sup, , W;
i€[ml teT m 08 SUP;k Wik
Proof. It is easy to show that min(\*, Apin) < e~ F implies:
2t ~ e?
max(sup e“" N 1 ||G; o], sup |Gsl|) > C
(i,kp 1Gieal sz b log(2d)(L + 1)vVmAdsup, 4, /Wi
This implies that there exists 4, k such that
Itz e?
Sz
0%, Nlog(2d)(L + 1)vVmAdsup; s, /Wi
We then conclude the result using the fact that o7, > coA O

Lemma 34. Assume NA > 1, A < cq for some universal constant co. Assume t; = Aj and v; = A.

Leta > Land B € N. Lt L3(Q) = Y et IS0 28 1% Lo (€) = supjcmyser I1€(E 217)]-
Let 0oy := log(x) log(2d)/dA sup; ;, Wi . Then with probability 1 — (2B + 1)e™, at least one
of the following inequalities hold:

1.
Li—l—l < Cy/aNA2L2(¢) + Caleo(¢)omax
2 ON
L3() < ———e 2
3.
L3(¢) > co A

mdN?2log(2d)(L + 1)2 sup; . Wi

Proof. As considered in Lemma define the event B := {Anin, \* € [e75,eP]}. Applying
Lemmarﬂ]to our case with the martingale increments as defined in the discussion above, along with
bounds for the quantities Y, v?||G;||? and sup, J; 3;v/K; | G;|| as developed in Lemma 31| we
conclude that:

1. Almost surely

STRIGH? < ONAYL+1) YT [lc(t =)

i=1 i€[m],teT
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2. Almost surely

sup Ji 8[| GillVE; < O(L + 1) log(2d) log(4) /dAsu]gWi,k sup  [|¢(t, 2|

i€[m],teT

P ({LHH > Cy/aNA2L2(C) + COALOO(C)crmaX} n B) < (2B+1)e® (41)

Define the events By := {max(Amin, \*) > €8}, By := {min(Apim, A*) < e B}, A :{LH+1 >

C/aNA2L3(¢) + C’a]Loo(C)amax}. By Lemma the event {L3(¢) > C¥ma.—25} C 8 By

Lemma33] the event:

2 Ae?P C
LQ(C) Z 2 g 62
mdN?log®(2d)(L + 1) sup; , Wi

Therefore consider complement of the event of interest in the statement of the lemma:

CNma _ Ae?P
an{130 > CFelnliio > 2 }
A mdN?log®(2d)(L + 1)%sup, , Wi

cAnBS N8BS
- (AmBmBEmBS) U (AmBCmBEmBS)

Clearly, P(B U By U By) = 1. This implies P(B¢ N B N BS) = 0. Therefore, using the above
inclusions along with Equation we conclude:

]P(Am{]Lg(g) > CNA’W@QB} N BS) <P(ANB) < (2B +1)e®

O
D Convergence of Empirical Risk Minimization
) (i)

Lemma 35. For f € H, let yt(l) = —Z— and

i £t ) = 55,20

L= Y, — 2,
i€[m],j€[N]
i i i i i
HI = Z Ej<f(tj,x§j)) —s(tj,argj)),yt(j)—s(tj,xij))>.
1€[m],j€[N]

If s € H then for f = arg inf ren ﬁ(f) we have

c(fy < v, (42)

where L is defined in ().

; 0
Proof. Lety!") := —Z4-. We have, for any f € H,

E(f) _ 2(3) L)+ Z Vi <f (tj,xg)) — s (tj,xg)> , S (tj,:pg)) — yt(;)> )

i€[m],jE[N]

43



ills (25,2 = | . PO ~
where £ (s) 1= > e je(n] %H ( njz) “i 1z Since f is the minimizer, £ (f) < L (s). There-

fore,
E(f) < Z <f (tj7$t ) —S(tj,xtj_)) yt() (tj’xtj-)>>

m

i€[m],j€[N]
which completes our proof. O

We will first demonstrate a very crude bound, which will be of use later to derive a finer bound based
on Martingale concentration developed in previous sections.

Lemma 36. Fix o € (0,1) and let y, := ;—? YVt € T,v: := A < 1. Furthermore, assume a linear

discretization, i.e, t; = Aj. For L, L as defined in Lemmaandf = argminfe}-z(f), we have
almost surely:

c(f) <L)
we have with probability atleast 1 — 6,
L (s) < C(NA +log(L))dlog(mN)
Proof. Using Lemma 35]and the Cauchy-Schwarz inequality,

c(ye 3 2Vl oe(onl) b o)) ez

m

i€[m],j€[N]
which completes the first part of the proof. Next, we have
2

. ti, (i_) _ (1:)
E(s): Z Vi HS(JQU;;) Yii 1\,

i€[m],jE[N]

Clearly, since y,gi) is marginally Gaussian , we conclude that it is 40—\{& norm subGaussian (see

Definition . Using the fact that s(¢, z;) is the conditional expectation of yt(i), Lemma F.3. in
[14]) shows that s(t, z;) is 4v/d/o;-norm subGaussian. Therefore applying a union bound over all

, , oo Tl
st 2] 11| = M , with probability at-least 1 — § the following holds:

o ||?

— Y

20
Z Z H (t ¢ ) 2 gAdlog(NTm)Z%

i€[m]teT teT

Now, note the fact that oy > co min(1,¢) for some universal constant co. Therefore, » , % <
t
1
( )

N + . Plugging this into the equation above, we conclude the result.

, (i)
Lemma 37. Recall yt(l) = —— forallt € T. Let for f € H,

we y (7 (t220) =5 (1.2) 02 =5 (15,27

m

i€[m],j€[N]
Then, for € > 0,

p(HI =) <p| U {(H =N {e() <L)}

feF

where L, E, f are defined in Lemma
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Proof. From Lemma [36, we must have £(f) < £(s). Therefore:

P(H =) <P [ {# =} {fisaminimizerof £}
JeH

<Pl U =N {cn <L)}

=
O

Lemma 38. Let f € H and suppose Assumption[I| holds. For any fixed 7o > 0, with probability
1 — 6, the following holds for every f € H.:

| f(t+70, Tegry) — s(E+T0, Tpry )| = €™ f(, 2) —5(t, 240) | — O(e*™ L/dr9) —2€*™ L|| 24 4.1, |

1f (s we) = st )| = e f (E+70, Tigry) = 8(E+T0, Tgry )| = O(€7 L/ dr0) =267 L 21, 147, |

Proof. Let g(t,x) := f(t,x) — s(t,z). Note that £y, = €% + 2¢ t41,- BY Assumption g is
2L Lipschitz in « and with probability 1 —  over x4, -,, and every f € H:

lg(t+ 70, Zeiro) | 2 € llg(ts o)l = lg(t + 70, Zo47y) — €™ g(E, 24|

> e gt x|l — lg(t + 70, Tesry) — €7 g(t, €™ Tipry) || — 26 L€ 1my — 4|
> e™||g(t, z)|| — O(e*™ Ly /drolog(5)) — 26> L| 21,141, | (44)
We conclude the second inequality with a similar proof. O

Lemma 39. Under Assumption[l} with probability 1 — 6, for a universal constant C' > 0 the following
holds uniformly for every f € H.:

2
(w0 17 () st ) = €A% (3 IF (tgean) = s (o) ) + €220 o)

i€[m)]
JEN]

JE[N]
Proof. For the sake of clarity, we will denote ¢ = f — s. Using Lemma[38] via the union bound
for every t = t;, 7o = |t; — tj| along with Gaussian concentration for z,gzt) +7,» We conclude that

with probability 1 — § the following holds uniformly for every f € F, i € [m] and j,k € T with
|7 — k|A < 1 for some universal constant C, ¢g > 0:

7)o (8], 2 ol r082) = i), - 0t~ v
Squaring both sides and using the AM-GM inequality,
; L 2 _ o
I ) ()2 5 ) () L - - srn
(45)

Now, let (i*, k™) € argsup;c ) ke[n Hf(tk,acgk)) - s(tk,xt )||2. Now, for any j such that |(j —
k*)|A < 1, the Equation {@3)) imphes

S (e s @e)z X (e?) o ()]

i€[m],j€[N] Jili—kr|A<A2/3

2 . .
s X (S o) s - 2 v

Jili—k*|A<A2/3
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This implies the following inequality from which we can conclude the result.

5 (o) -2 g b (k) = ) s s

1€[m],jE€[N]

O

Theorem 1 (Empirical Ly Bound). Let Assumptionlhold Fix 0 € (0,1). Forall j € [N], let
tj = Ajand~y; := A. Let B := Clog ((L + 1) dmN log (}) /A) for an absolute constant C > 0,

and let Alog3(i)d3 log®(2d) log® (2hm) log® (%) < land NA < Clog(x). Then for

2
m 2 (L+1) log (BH> NA

€2 )

with probability at least 1 — 6,

(#) (4)
Z i (t ot ) S(t]’m )Hz < 2
- S

i€[m],je[N]

Proof. Consider L(f) defined in Lemma HY as defined in Lemma Let f be the empirical risk
minimizer. Then, by Lemma , we have: £( f) < H/ almost surely. Then, using Lemma we
have: L(f) < L(s) almost surely.

As per Lemman we pick UB = C(NA + log(%))dlog(™" ) for some large enough constant C
and conclude that

(46)

P (L(f) > UB) < g

Let f € F be arbitrary. We consider the martingale H developed in Appendix with ¢ = S;f .
In this case we can identify H/ = H. Considering the notation given in Lemma |34, we have:
L3(¢) = L L(f). Let a = log(XUHIEET) By Lemma we conclude P(A; (f) U As(f) U
As(f)) >1— (2B + 1)e~“ where:

1.
H/ aNAL I i i
Ai(f) IZ{MSC - (f)_|_C' - ftlg-|f(t’mg))_5(t7$§))|}
2.
As(f) =={L(f) < CNm2ae?B}
3.

A2 2B
Aslf) ::{qf )2 N2 (L + Vs Wi,k}

Taking a union bound over all f € H, we conclude that f satisfies:
P(AL(f) U As(f) UAs(f) = 1= (2B + 1)[H[e ™.

10\H|(2B+1))
5

Since @ = log( , we conclude:

P(A1(f) U Ao (f) U As(f) =1~ (47)

IR
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By Lemma we conclude that with probability 1 — supl e Wik < log( ). Now, consider

P(AS(f)) S IP(/L}( ) M {sup VVZ k < log( )}) + P({sup Wz k > 1Og(8Nm)})

i,k i,k
. 4]
B(As(f) N {sup Wi < log(*5)}) + §
A2e2B 5
<P[<L(f) > h
= <{ D 2 o ea (L + 1)2 log(3Xm) }) "1
<P({L(f) > UB}) + %, (by using the definition of B)
< ; (by using Equation (46)) (48)

Now, consider the event As( f ). It is clear from our choice of B that following inclusion holds:

(£() < -} € Ao() (49)

Now, consider the event A ( f ). Define the following events for some large enough constant C'.

2
= nyer{ (s 1 t1) = (20 1,

i€[m]
JEIN]

1
3(ZW%%—wwm@Hﬁﬂmaw}

i€[m]
JEIN]

D :={0max < Clog(4)log(2d)/dAlog(¥2)}

Lemma we have IP’(C ) > 17 2. By Lemma and union bound we have sup; ;, Wi < log(35™)
with probability 1 — 2 Therefore P(D)>1- g. Under the event A, (f) N C N D we have:

L(f)<H f (This holds almost surely by Lemma

QO0max

%E¥QZC@H)

o < O(L+1) = =

[AVS mL(f) + LVdAYS log(Ngm)}

Omax < Clog(i)log(?d) dA log([\CTm)

Using the choice of A being small enough as stated in the Theorem, as well as our choice of a, we
conclude that under the event A; (f) N C N D, for some large enough constant C”:

L(f) < C'(L+1)

aNALU)+CAL+D
m

(L +1)%log(1/A) log(Z12)

= L(f) <
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Therefore, under the events (A; (f) N D NC) U Ay(f), the guarantee for £(f) stated in the theorem
holds. It now remains to show that P ((A1 (/HinpnC)u .Ag(f)) > 1 — 4. We begin with
Equation (47):

5

1— 1 < P(AL(f) U Az (f) U As(f))

P(AL(f) U Az(f)) +P(A3(f)) < P(AL(f) U Az(f)) + g, by applying Equation #8)
= P((A1 () U A2(f)) N C N D) + P((AL(F) U As(f)) N (€N D)%) + g
P((A:(f) U A2(f)) nCnD) +P(C%) + P(DY) + g

< P((AL(f)UAx(f))ynCND) + by bound on P(C), P(D) given above

Za
. . 1)
= B((A() NCND) U (Ao(f) e N D)) + 2
. . 1)
<B(A(H)NCND)UA) + 2 (50)
This demonstrates the desired result. O

E Generalization error bounds

Lemma 40. Let all f (t,z) € H, be parameterized as g (t,;0) for § € © C RP and 0, be such
that h (t,x¢;04) = s (t, z¢). Suppose I, i > 0 such that V0 € O,

E llg (t,26:0) = g (t,20,0.)[13] < X210~ 0., and
E [llg (t,2136) = g (4.0, 0.)13] = w16~ 6.7

Then, all f € H satisfy Assumptionwith K= %

Proof. The proof follows by squaring the second inequality and comparing with the first inequality.
O

Lemma 41. For timestep t > 0, let x4 be defined as in (1). Consider function f : R x R?¢ — R4
such that Ik > 1 satisfying,

1

(Be. [17 () = staol2] ) < o (B, 17 o) = s ]

Let X = {xiz)} ] be iid samples. Then, with probability atleast 1 — exp ( ) there exists a
ic[m
set G C [m] such that |G| > 75 and

vied, |7 (taf) s (to)]] 2 2Be [IF (hw) — st w0l2]

Proof. Using the Payley-Zygmund inequality, for any i € [m], V0 € [0, 1],

Be, [ (t0) — 5 () 2]

T
Qveﬂﬂs@ﬁﬁhzmMva>sw%MDzum2 -
Es, I (t,20) = 5 (t,20)]3]
G
Define the iid indicator random variable {x; }

i€[m] as,

=1 (|7 (1) = s (10) [ 2 35 17 o) - s ]
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Then, using 1), P (x; = 1) > 1%5. Let o :=>";" | E [x;] > 1% Using standard chernoff bounds
for Bernoulli random variables,

Ve € ( Z (1- <e —62—'u
€ Xz_ 6 = €xp 2

The result then follows by setting € := 1. O

Theorem 2 (L, Error Bound). Let Assumptions|l|and[2|hold. Fix § € (0,1). Forall j € [N, let
t; == Ajand~; := A. Let B := C'log ((L + 1) dmN log ( ) /A) for an absolute constant C' > 0,

and letAlogg(%)d3 log®(2d) log® (2Nm)l og (%) <land NA < Clog(x). If

2
m > k% max < log N ,(L+1) Na log BIH|
) €2 ]

then with probability at least 1 — 6,

> ey, [IF () = s (s, 5] S €
JE[N]

Proof. Using Theorem|[I] we have with probability at least 1 — &,

‘ 2

Ve; f(tj7xtj) —s(tj,xtj) ) (L+ 1)2 ]Og(Bg‘l‘)
> : S
m m

i€[m],j€[N]

Using Lemma@ and if m > k?log (%) then, using a union-bound, for all particular timesteps
{t}; <[} With probability at least 1 — 4,

2

.

A

Z f(t]7xf )m (t aj()>H2 53

1€[m]

1 ~
?’YtjEth [Hf (tj7xtj) - (tJ'?xtj)

Adding over all timesteps {t;} ;-

~ 2
F (b)) = s (th,on) |

F 2 Ve,
Z Py’f-’Emfj {Hf (tjvxtj) - (tjvxt_,»)HJ <K? Z -
JEIN]

i€[m],j€[N]

K2 (L +1)%log (B‘H‘>

m

~

The result then follows by setting the RHS smaller by 2. O

Theorem 5 (Accelerated Inference). Under the same assumptions as Theorem [2] partition the
timesteps {t; = Aj};c[n into k disjoint subsets S, S, ..., Sk, where each subset S; contains
timesteps of the form t; = A(i 4+ mk) for m € N. Define v} := kA for all j in any subset S;. Then,
there exists at least one subset S; such that:

2

L) s

2 ~Y

Z’}/j Te; |:Hf t]vxtj t],l‘t])

with probability at least 1 — 0.

Proof. From Theorem 2} we have with probability 1 — 4

Z ’YJ Tt |:Hf t]axt t])xt)

JE[N]

N
i)
o

)
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where y; = A. Partition the IV timesteps into k disjoint subsets S1, ..., Sy as described. Each subset
S; contributes:

2

NE

Z’Y] ’Et |:Hf t])‘rt t]7xf

JjES;

2 .
o= 3 Ak [l - i)
JES:
Summing over all k subsets gives the original total:
k

Z Z AEItj |:Hf(tj,xtj) — s(tj, ;)

i=1j€S;

€.

2
)
Now scale each subset’s step size by k (i.e., 'y; = kA). The contribution of subset S; becomes:

J

N

Z’}/j Tt |:Hf tjvxf t]7xf

JjES;

’ﬂ =k AE,, |:Hf(tj7$tj) — s(tj, )

JES:

Summing over all subsets with the scaled %’-, we get:

szyj Tt |:Hf tj7-'17t tJ,xt

i=1j€S;

J-rs 5 e, [l

We conclude that at least one subset .S; must satisfy:

2 2
s

Z’yj Tt |:Hf t]7xt t]axt)

JjeS;

since otherwise all k subsets would contribute more than €2, leading to a total exceeding ke?, which
contradicts the scaled bound ke?. O

F Dimension Free Experiments

In this section, we describe our experimental setup for the experiments conducted in Figure [I] We
implement DSM on samples drawn from A/(0, %) using an Ornstein—Uhlenbeck schedule with
a; = exp(—260t;) (§ = 1.0, T = 5.0) and a two-layer MLP of hidden size H = 1000 that
concatenates the noisy sample x; € R? with a scalar time embedding ¢; /(N — 1) € [0, 1] to predict
noise Zpred. A random covariance ¥ = QAQT is generated from a GOE matrix with eigenvalues
A;; ~ Uniform(1,2). We train for E = 200 epochs on m¢,a;, = 1000 samples (batch size 1000,
learning rate = 10~3) and evaluate on mcs; = 1000 held-out samples over N = 100 timesteps.
For each dimension d € {10, 20, 30, 40, 75,100, 125, 150, 175,200} (each averaged over R =5

runs) we compute the per-step MSE E; = (1/myest) Y™ || — X, ! ( ) _ pred/, /1T—a;l?,
average IJ; over j = 2,..., N and runs to obtain a time-averaged error deﬁne the scaled error

E(d) = (mean time-averaged error) /(#params(d) - loglog d), and plot E(d) versus d on a log-log
axis alongside a best-fit linear curve. Our experiments were performed on a single Google Colab
CPU.
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G Bootstrapped Score Matching

Algorithm 1 BSM ({xéi)}.e[ | ,T, N, {Hi}ie[N] JCO)

Input: Dataset D := {x(()i)}ie[m], Initial Sample Size m, Number of discretized timesteps N
labelled as 0 < tg < t; < --- < tny = T, Sequence of Function classes {Hi}ie[N]’ ko e N
Output: Estimated Score Functions {3y, } ¢y to optimize E;, [||,§(tk, xt, ) — s(t, astk)||§}
1 for k € [N] do
2 Let Vi € [m], x,(si) = xéi)e’t’“ + 20

k ty

if £ < kg then

, _@ 2
3 81, < argmingey, — Yielm) Hf(tk,xgi)) - Uzt;’” > Denoising Score Matching (DSM)
ko2
4 end
5 else

Ve <t — tp—1

v 1—e 2tk—1
ap < € ’Ykl—ei*%k

> Bootstrapped Score Matching (BSM)

-(0) —2) (e (@ ) T
Uy, — (I — ) U?”“ + ag b Sy (2, ) — > Bootstrapped
k —

ng Ttg1
Targets
i ~(i)]|?
. . Hf(tk,xg,k))*yik) R . . .
8¢, < argmingeyy, Zie[m] ——————2 > Learning with biased targets
7 end
s end

Lemma 42 (Bootstrap Consistency). For some o >, let

- . —Z/
Ty 1= ——; —« (S (t' ap) — — )

o oy

Then, E [§:|x:] = s(t, xt).

Proof. Note that by Tweedie’s formula,
st zy)=FE {Z;/

t/

It/:|
Therefore, using the Markovian property, we have
Z!

E|s(t, z¢) — ;2 xt} =E {E [s (' wy) — JZ;/|:C,5/,JU,5] |xt} ,

t’ t’

— 2
=E |:E |:S (t/,(Et/) - 40.; |-’17t’:| |xt:| 9

!

=0
Finally, the result follows using another application of Tweedie’s formula which shows that s (¢, z;) =
E[fzt/aﬂzt]. O
2
Lemma 43 (Bootstrap Variance). For A :=t —t' and o := e~ 2 f;; , let
t
~ Zt / —zt
= — tay) — —o
Then, under Assumption|l]
_ _ (L2+1)A
HE [(yt — s(t,w)) (G — S(tvxt))wl’t} Hop =0 ( ok
t
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Proof. Using Tweedie’s formula,

-z

se(z1) = E {02

Using the Markov property,

E|s(t, xpy) — 7?/ xt] =FE []E {s (' wy) — 72;1 xf/,xt] xt] =K []E {s (' @) — 7?/ :rt/] xt] =0
b Lo o

— — / — 2t 2yt

’ . ,U0 . ) = .
Therefore, E [hy 1/ |x¢] = 0. Let vy ¢/ s¢(xy) —as(t',xp) and 1y p £ —azh
9% O

. . . — — /
First consider 7 ;. We have using (1), z; = e~ =)z, + 2, » where ze ~N(0,07_,). Then,

2t 24 e‘Azt/ + ztp 2y e A « Zt
Top = 5 -5 = 5~ 5 =|—5 — 5 |t 54
g% Ty g% 7 gt t 0t

Next, for v, 4+ again using Tweedie’s formula,

vy =E ;?;t xt] —as(t',xy) =E {'zt xt] —as(t', )
L Ot O
_7 7A ’r - ’ —_ 7A ’ ’
_E e Zt Zt,t xt:| as(t’,xt/)—E[ e 2215 If,:| E|:Zt,2t zt:| —as(t',xt/)
O O
=E|E { ey, xt} xt:| —E [Zt’zt/ fct] — prws(t', )
Ot
=E|E { $t/} zt} —E [Zt’;/ xt} —as (t',x4) , using the Markov property
Ot
_Zt/ / Ztt o e 8
=aFE |E x| || —as(t o) —E | =5 |2 | + | = — — | E [z |74]
IoF: o7 op:
/ / Zt,t! (e} e A
=a(E[s(t,2p) |z — st xp)) —E| = |2 | + | =5 — —5 | Efze|z4] (55)
o; o7 o3
Therefore, using (33) and (54),
U — s(t, @) = vepr + 1 v
, , 1 o e 8
=a(E[s(t zv)|ze] — st 20)) + = (e —Elerwl|e]) + | 5 — — | (20 — E[2v|24])
o} oy o}

1
=a(E[s({t' ap)|ad —s(t',2¢)) + = (20 — E[ze0|2¢]) , using the value of p
g%

=« (e*(t*t/)s(t, zy) — s (t, zw)) + o (20,0 + 07y s(t,24)) , using Theorem 1 from [7]
¢

Therefore,
E[(§e — s(t,20)) (@ — s(t, x0)) " |2

[ 7 ’ T i
< 2’ (ef(tft )s(t,xy) — s (¢, xt/)) (e*(t*t )s(t, @) — s (t',xt/)) |t

2 " T
+ g]E {(zt,t’ + Uf_t/s(t, zt)) (zt,f/ + Uf_t/s(t,xt)) \xt}
t

[ ’ ’ T i
=20°E (e_(t_t )s(t,xy) — s (t, a:t/)) (e_(t_t Vs(t,xy) — 5 (t’,xt/)> |z

2
t1 (o}_phi(2s) + 07 14) using Lemma where hy(x;) := V2 log(ps (1))
Oy
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which implies,
HE [(Z?t —s(t,24)) (G — S(tvxt))T|xt] Hop

E {(e(tt/)s(t,xt) -5 (t’,aw)) (e*(t*t')s(t, T) — 8 (t/,xt/))—r |.Tt:|

< 202

op

||crt t/ht(xt)+at t’IdH

s
Oy
( 2L2A> , using Assumption [T]and Corollary [T]

L2+1 )

G.1 Experimental Details

In this section, we provide some preliminary experiments (Figure 3)) with the Bootstrapped Score
Matching algorithm described in Section[5] The formal pseudocode has been provided in Algorithm |T]

Gaussian : L2 error vs timesteps GMM: Empirical vs True Density

— DsMm — DSM
0.004 ————t 030 |l - Bom
—— True GMM Density

0.003

L2 Error
o
=}
I
N

0.001

0.000

0 200 400 600 800 1000 15
Timesteps Value
(a) L2 error for a multivariate Gaussian (b) Empirical density for a mixture of
density Gaussians

Figure 3: Experiments with Bootstrapped Score Matching. (a) represents the L2 error at each
timestep while performing score estimation for a multivariate Gaussian density. In this case, since
the score function is linear, (E[) can be solved exactly without a neural network. We note that BSM
significantly enhances the quality of the score function. (b) explores multimodal densities, specifically
a mixture of Gaussians. Here, we use a 3-layer neural network to represent the score function and plot
the empirical density learned by using (2) with different score estimation algorithms. We note that
using score bootstrapping significantly enhances the proportional representation of the minor mode,
leading to a fair output. We provide details of the experimental setup in the Appendix Section @

In the first experiment, we study the accuracy of different score estimation methods in the context of
learning the score function of a Gaussian distribution under the variance-reduced Bootstrapped Score
Matching (BSM) objective. We compare BSM with DSM to evaluate their relative performance
in estimating the true score function across different timesteps. Our target distribution is a d-
dimensional Gaussian distribution with covariance matrix & € R4*?_constructed as ¥ = 5M M7 +
5vvT where M € R4 and v € R?¥! are sampled from a standard normal distribution. We
generate m = 10000 samples from the target distribution. Note that since the target density is
gaussian, the density at all intermediate timesteps, p;, also follows a gaussian distribution. The
time evolution follows an non-linear decay model, with N = 1000 discrete timesteps sampled as:
t; = linspace(0.001, tyax, NV )2, where  tmax = V5. The noise covariance scaling factor follows
ot = v/ 1 — e~2t. The bootstrap ratio for BSM is adaptively chosen as 1 — (0¢/(0t—+ + 0+)), where
t’ represents the previous timestep. The score function is estimated using the standard least-squares
regression solution on account of the simple target distribution which implies a linear score function
of the form s(t, z) := A;x for some matrix A;. We run 5 training epochs for the first few timesteps
(t < 3) and 1 epoch thereafter. We plot the squared error of the learned score matrix, Ay against the
true score matrix, A, at all timesteps.
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In the second experiment, we move away from the Gaussian density, which is unimodal, to a Gaussian
Mixture model (GMM), which is multimodal. We fix the dimensionality of the data as d = 1 for ease
of visualization, and generate a mixture of two gaussians with means +5 and mixture weights 0.7 and
0.3 respectively. We generate m = 10000 samples from the GMM. The time evolution is linear with
N = 1000 timesteps. We train a 3 layer neural network with hidden layer dimensions of 10 each,
separately for DSM and BSM. We train the neural network for 100 epochs, with an initial learning
rate of 0.05, using the AdamW optimizer, along with a cosine scheduler to manage the learning rate
schedule. The number of warmup steps of the scheduler are chosen to be 10% of the total training
steps. When training the BSM network, we start bootstrapping after ky = 250 timesteps and 90
epochs. The bootstrap ratio is fixed at 0.9. Once training is completed, we sample 10000 points
using the learned score functions to plot and compare the empirical density. Our experiments were
performed on a single Google Colab CPU.
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