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Abstract

A longstanding goal in safe reinforcement learning (RL) is a method to ensure
the safety of a policy throughout the entire process, from learning to operation.
However, existing safe RL paradigms inherently struggle to achieve this objective.
We propose a method, called Provably Lifetime Safe RL (PLS), that integrates
offline safe RL with safe policy deployment to address this challenge. Our proposed
method learns a policy offline using return-conditioned supervised learning and
then deploys the resulting policy while cautiously optimizing a limited set of
parameters, known as target returns, using Gaussian processes (GPs). Theoretically,
we justify the use of GPs by analyzing the mathematical relationship between
target and actual returns. We then prove that PLS finds near-optimal target returns
while guaranteeing safety with high probability. Empirically, we demonstrate
that PLS outperforms baselines both in safety and reward performance, thereby
achieving the longstanding goal to obtain high rewards while ensuring the safety of
a policy throughout the lifetime from learning to operation.

1 Introduction

Reinforcement learning (RL) has exhibited remarkable capabilities in a wide range of real problems,
including robotics [32], data center cooling [34], finance [23]], and healthcare [60]. RL has attracted
significant attention through its successful deployment in language models [21} 38] or diffusion
models [7]. As RL becomes a core component of advanced Al systems that affect our daily lives,
ensuring the safety of these systems has emerged as a critical concern. Hence, while harnessing the
immense potential of RL, we must simultaneously address and mitigate safety concerns [4]].

Safe RL [[18| 20] is a fundamental and powerful paradigm for incorporating explicit safety considera-
tions into RL. Given its wide range of promising real-world applications, safe RL naturally spans
a broad scope and involves several critical considerations in its formulation. For example, design
choices must be made regarding the desired level of safety (e.g., safety guarantees are required
in expectation or with high probability), the phase in which safety constraints are enforced (e.g.,
post-convergence or even during training), and other related aspects [27} 155]].

A longstanding goal in safe RL is to develop a methodology with a safety guarantee throughout the
entire process, from learning to operation. However, existing safe RL paradigms inherently struggle
to achieve this goal. In online safe RL, where an agent learns its policy while interacting with the
environment, ensuring safety is especially challenging during the initial phases of policy learning.
While safe exploration [51]], sim-to-real safe RL [24]], or end-to-end safe RL [[11] have been actively
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Figure 1: A conceptual illustration of PLS. After learning a return-conditioned policy using offline
safe RL, PLS optimizes target returns through safe online policy evaluation via Gaussian processes.
A key advantage of PLS is that safety is guaranteed at least with high probability in the entire process.

studied, they typically rely on strong assumptions, such as (partially) known state transitions. Also, in
offline safe RL, where a policy is learned from a pre-collected dataset, it remains difficult to deploy a
safe policy in a real environment due to distribution mismatch issues between the offline data and the
actual environment, even though training can proceed without incurring any immediate safety risks.

Our contributions. We propose Provably Lifetime Safe RL (PLS), an algorithm designed to address
the longstanding goal in safe RL. PLS integrates offline policy learning with online policy evaluation
and adaptation with high probability safety guarantee, as illustrated in Figure[I] Specifically, PLS be-
gins by training a policy using an offline safe RL algorithm based on return-conditioned supervised
learning (RCSL). Given this resulting return-conditioned policy, PLS then seeks to optimize a set of
target returns by maximizing the reward return subject to a safety constraint during actual environ-
mental interaction. Through rigorous analysis, we demonstrate that leveraging Gaussian processes
(GPs) for this optimization is theoretically sound, which enables PLS to optimize target returns in a
Bayesian optimization framework. We further prove that, with high probability, the resulting target
returns are near-optimal while guaranteeing safety. Finally, empirical results demonstrate that 1)
PLS outperforms baselines in both safety and task performance, and 2) PLS learns a policy that
achieves high rewards while ensuring safety throughout the entire process from learning to operation.

2 Related Work

Safe RL [18] is a promising approach to bridge the gap between RL and critical decision-making
problems related to safety. A constrained Markov decision process (CMDP, [3]]) is a popular model
for formulating a safe RL problem. In this problem, an agent must maximize the expected cumulative
reward while guaranteeing that the expected cumulative safety cost is less than a fixed threshold.

Online safe RL. Although safe RL in CMDP settings has been substantially investigated, most of the
existing literature has considered “online” settings, where the agent learns while interacting with the
environment [55]]. Prominent algorithms fall into this category, as represented by constrained policy
optimization (CPO, [1]]), Lagrangian-based actor-critic [6, 8], and primal-dual policy optimization [39]
58]. In online safe RL, satisfaction of safety constraints is not usually guaranteed during learning,
and many unsafe actions may be executed before converging. To mitigate this issue, researchers
have investigated safe exploration [5, 151} 53], formal methods [2, [17], or end-to-end safe RL [[11} 25]].
These techniques, however, typically rely on strong assumptions (e.g., known state transitions), and
excessively conservative policies tend to result in unsatisfactory performance or inapplicability to
complex systems. Therefore, simultaneously achieving both reward performance and guaranteed
safety within the online safe RL paradigm is inherently difficult.



Offline safe RL. Offline reinforcement learning (RL) [33/40] trains an agent exclusively on a fixed
dataset of previously collected experiences. Since the agent does not interact with the environment
during training, no potentially unsafe actions are executed during learning. Extending this setup to
incorporate explicit safety requirements has led to the area of offline safe RL [30} 131} 137,142, 156]. In
this context, the objective is to maximize expected cumulative reward while satisfying pre-specified
safety constraints, all from a static dataset. Because the policy is never deployed during training,
offline safe RL is especially appealing for safety-critical domains. Le et al. [[30] pioneered this
direction with an algorithm that optimizes return under safety constraints using only offline data.
Liu et al. [37] proposed a constrained decision transformer (CDT) that solves safe RL problems
by sequence modeling by extending decision transformer [[10] architectures from unconstrained to
constrained RL settings. Despite such progress, offline safe RL still suffers from a central difficulty:
learned policies often become either unsafe or overly conservative, largely due to the intrinsic
challenges of off-policy evaluation (OPE) in stateful environments [[15]].

Versatile safe RL. Our PLS is also related to versatile safe RL, where an agent needs to incorporate
a set of thresholds rather than a single predefined value. For example, in online safe RL settings,
Yao et al. [59] proposes a framework called constraint-conditioned policy optimization (CCPO)
that consists of versatile value estimation for approximating value functions under unseen threshold
conditions and conditioned variational inference for encoding arbitrary constraint thresholds during
policy optimization. Also, Lin et al. [35] proposes an algorithm to address offline safe RL problems
with real-time budget constraints. Finally, Guo et al. [22] proposes an algorithm called constraint-
conditioned actor-critic (CCAC) that models the relations between state-action distributions and safety
constraints and then handles out-of-distribution data and adapts to varying constraint thresholds.

3 Problem Statement

We consider a sequential decision-making problem in a finite-horizon constrained Markov decision
process (CMDP, [3]]) defined as a tuple

M:: <S,A7P,H781,T,g>, (1)

where S is a state space, A is an action space, and P : S x A — A(S) is the state transition
probability, where A(X) denotes the probability simplex over the set X. For ease of notation, we
define a transition kernel Pr : S x A — A(R? x S) associated with (P, r, g). Additionally, H € Z
is the fixed finite length of each episode, s; € S is the initial state, r : S x A — [0, 1] is the
normalized reward function bounded in [0, 1]. While we assume that the initial state is fixed to sq,
our key ideas can be easily extended to the case of initial state distribution A(S). A key difference
from a standard (unconstrained) MDP lies in the (bounded) safety cost function g : S x A — [0, 1].
For succinct notation, we use s; and a; to denote the state and action at time ¢, and then define
& = (8¢, a, 1, g¢) for all ¢ € [H|, where 1y = r(s¢, a) and g: = g(s¢, az).

Episodes are defined as sequences of states, actions, rewards, and safety costs = = {gt}fi 1 €
(S x Ax RY)H where 5,11 ~ P(-| s4,a;) forall t € [H]. The t-th context z; of an episode refers
to the partial history x; == (£1,&a,...,&—1,8;) for1 <t < H + 1, where we let sy y; = | bea
dummy state. Let X; = (S x A x R2)"~1 x S be the set of all £-th contexts and X = |JI_, X; be
the sets of all contexts at time steps 1 < ¢ < H.

We consider a context-dependent policy = : X — A(.A) to map a context to an action distribu-
tion, subsequently identifying a Jomt probability distribution P™ on Z such that a; ~ 7w (z;) and
(74, 9t Str1) ~ PT(st, ay) forallt € | E] Given a tra]ectory 7= (&1,&,...,&n), returns are given
by R(7) = Zt 1 7(s¢, a¢) for reward and G(r) = Zt 1 9(s¢, ay) for safety cost, respectively. We
now define the followmg two metrics that are respectively called reward and safety cost returns,
where the expectation is taken over trajectories 7 induced by a policy 7 and the transition kernel Pr:

Jo (1) = Ereom.py [E(T)} and J, (1) = Error pr [G(T)} . @)

Dataset. We assume access to an offline dataset D := {Z(*) I, where n € Z is a positive integer.
Let 8 : X — A(A) denote a behavior policy. The dataset D comprises n independent episodes

'In this paper, we focus on context-dependent policies, a broader class than the state-dependent policies that
dominate most prior RL work.



generated by f; that is, D ~ (IP’B )™. We also assume that, for any x; € X, the behavior action
distribution 3(z) is conditionally independent of past rewards {r, }/_"| and safety costs {gs },_}
given past states and actions z; \ {rp, g5 }5_}.

Goal. We solve a versatile safe RL problem in the CMDP, where the safety threshold b is chosen
within a set of candidate thresholds B := [0, H]. Specifically, our goal is to optimize a single policy
7 that maximizes J, (7) while ensuring that J, () is less than a threshold b € 5:

max J.(m) subjectto Jy(m) <b, VbebB. 3)

In contrast to the standard safe RL problems, we additionally address two fundamental and important
challenges. First, our goal is to learn, deploy, and operate a policy for solving (3) while guaranteeing
safety throughout the entire safe RL process from learning to operation, at least with high probability.
Second, we aim to train a single policy that can adapt to diverse safety thresholds b € 1.

4 Preliminaries

4.1 Return-Conditioned Supervised Learning

Return-conditioned supervised learning (RCSL) is a methodology to learn the return-conditional
distribution of actions in each state and then define a policy by sampling from the action distribution
with high returns. RCSL was first proposed in online RL settings [29} 43| 46] and was then extended
to offline RL settings [[10}[14]. In offline RL settings, RCSL aims at estimating the return-conditioned

behavior (RCB) policy Br(a | ) == P?(a; = a | 2, = x, R = R); that is, the action distribution

conditioned on the return R = R € [0, H] and the context z; = x € X. According to the Bayes’
rule, the RCB policy Sr : X — A(A) is written as the importance-weighted behavior policy

dBr(a|z) = f(R|z,a)/f(R|x)-dB(a | x), 4)

where f(R | z) = %]P’B(ﬁ <R|z=2)and f(R | z,a) = %Pﬁ(ﬁ <R|z=2z,a =a)
respectively denote the conditional probability density functions of the behavior return

4.2 Decision Transformer

Decision transformer (DT, [10]) is a representative instance of the RCSL. In DT, trajectories are
modeled as sequences of states, actions, and returns (i.e., reward-to-go). DT policies are typically
learned using the GPT architecture [41] with a causal self-attention mask; thus, action sequences are
generated in an autoregressive manner. The pre-training of DT can be seen as a regularized maximum
likelihood estimate (MLE) of the neural network parameters

n H
A 1 N A
f = argmin ¢ ——— Zlnpg(ag ) \ xi ),R(Z)) +00);, (3)
9eo nH =3
where P := {pg(a | =, R)}pco is a parametric model of conditional probability densities, and

®(0) > 0 is a penalty term representing inductive biases in parameter optimization. The output of
DT is then given by 7; ,,, where 7y, r denotes the policy associated with pg(- | -, R).

4.3 Constrained Decision Transformer

Constrained decision transformer (CDT, [37]) is a promising paradigm that extends the DT to
constrained reinforcement learning by conditioning the policy on both reward and safety-cost returns.
Specifically, CDT parameterizes a policy to take states, actions, reward returns, and safety cost
returns as input tokens, and then generates the same length of predicted actions as output. Although
practical implementations often truncate the input to a fixed context length, we simplify the analysis
by assuming that the entire history x; is provided to the model.

?Strictly speaking, the right-hand side of @) can be ill-defined for certain x € X and a € A if either f(R | x)
or f(R | x,a) are ill-defined, or if f(R | z) = 0. For our analysis, however, it suffices to impose @) on Br
only when the right-hand side is well-defined.
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Figure 2: Relations between target safety cost return G and actual safety cost return J,(7) of
pretrained CDT policies (red lines). Blue dotted lines represent y = x. Target reward returns are
fixed with the reward returns of the best trajectories included in the offline dataset. Observe that
CDT policies suffer from unsuccessful misalignment between actual returns and target returns: (a)
constraint violation, (b) excessively conservative behavior, and (c) both.

In the inference phase, a user specifies a target reward return R and target safety cost return G
at the beginning of the episode and iteratively update the target returns for the next time step by
Riy1 = Ry —ryand Gy = Gy — g4 with Ry = R and G; = G. Since the target returns play
critical roles in the CDT framework, we explicitly add them in the notations of 7 to emphasize the
dependence on the pair of target returns z = (R, G); that is, let us denote 7, _ (a | ) and define Z
to be the set of all z that are feasible. Crucially, since CDT is a variant of RCSL that extends DT to
constrained RL settings, the mathematical discussions are also true with CDT by replacing R with z,
by defining f(z | z) in @) or pe(: | -, R, G) in (3], for example.

Safety issues of CDT policies. Ideally, we desire to align actual returns with target returns; that is,
Jr(m5 ) = Rand Jy(m; ) ~ G for z = (R, G). This is why the target reward return R is typically
set to be the maximum return included in the offline dataset, while the target safety cost return G is
set to be the safety threshold. Unfortunately, however, the actual returns are not necessarily aligned
with the correct target returns. As evidence, Figure[2] shows the empirical relations between target
returns and actual returns of CDT policies. Specifically, actual returns may differ from corresponding
target returns, and their differences vary depending on the tasks or pre-trained CDT models.

5 Theoretical Relations Between Target and Actual Returns

In Figure 2] while we observe discrepancies between the target and actual returns, there seem to be
some relations that can be captured using data. Our goal here is to theoretically understand when and
how closely the CDT policy Tj 2 achieves the target returns, z. Unfortunately, however, given the
architecture and learning complexity of CDTs, it is almost impossible to conduct such theoretical
analyses without any assumptions; hence, we first list several necessary assumptions.

Assumption 1 (Near-deterministic transition). Let g := (r, g) denote a pair of reward and safety cost.
Also, let py(q' | s,a) = d%,PT{r <r',g <¢'|s,a} be the corresponding density function. There
exist deterministic maps §(-, -), §'(-, -), and small constants ¢,, €5, d > 0 such that p,(q | s,a) < ¢,
forall |g — 4(s,a)|,, > 0 and P{s’ # s'(s,a) | s,a} < esforall s € Sand a € A.

oo

Assumption [I] is more general than that used in Brandfonbrener et al. [9] because 1) ours is for
multiobjective settings and 2) we consider d-neighborhood rather than exact equality (i.e., 6 = 0).
Especially, the second extension is beneficial since we can analyze theoretical properties of CDT
policies optimized based on continuous reward and safety cost, whereas Brandfonbrener et al. [9]
effectively limits the scope of application to the problems with discrete rewards. This is a significant
extension because safe RL problems typically require the agent to deal with safety constraints with
continuous safety cost functions and thresholds. Moreover, similar (near-)deterministic assumptions
are common in notable safe RL literature [5) 50} 53]].

We then make assumptions about the conditional probability density function of the behavior return;
that is, f defined in (@). With a slight extension from R to z, we assume the following three conditions
on f(z | z), with z fixed to a value of interest.

Assumption 2 (Initial coverage). 7, = f(z | s1) > 0.



Assumption 3 (Boundedness). C, = sup,cy f(z | z) < oc.
Assumption 4 (Continuity). cz(0) = SUpP,/. 2| <25 zex | f(Z' | ) = f(2 | 7)| < oois small.

Finally, we assume the expressiveness and regularity of the regularized model (P, ®) in () to control

the behavior of the MLE, 0. The following assumptions are fairly standard and borrowed from
Van der Vaart [52]; therefore, for ease of understanding, we will make informal assumptions below.
See Appendix [D.3]for the formal presentations of these assumptions.

Assumption 5 (Soft realizability, informal). There exists * € © such that S and 7y g are close to
each other regarding the KL divergence and ®(6*) is small. See Assumption [14|for a formal version.

Assumption 6 (Regularity, informal). P and ® are ‘regular’ enough for 6 to be asymptotically
normal. See Assumption [I3]for a formal version.

Finally, we present a theorem that characterizes the relation between target and actual returns.

Theorem 1 (Relation between target and actual returns). For any policy =, let us define J () :=
(Jr(m), Jg(m)). Also, let 7 , denote the policy obtained by the algorithm, which is characterized by
a set of target returns z = (R, G). Recall that n is the number of trajectories contained in the offline
dataset. Then, under Assumptions[l|-[6] we have
H? 1
J(mg ) —2z— %-'F(Z) <e(z) +op (\/ﬁ) ) (6)
where £(z) is a small bias function and F : [0, H|?> — R? is a sample path of a Gaussian process
GP(0, k), whose precise definitions are given in TheoremsH|and|7} respectively. Here, op(-) is the
probabilistic small-o notation, i.e., b, = op(ay) implies lim,, oo P {|b, /a,| > €} = 0,Ve > 0.

e}

See Appendix [E] for its formal statement and complete proof. Intuitively, the difference between the
target and actual returns is decomposed into an unbiased Gaussian process term H2F(z)/y/n, a
small bias term £(z), and an asymptotically negligible term op(1/+/n).

Remark 1 (Smoothness). Examining the explicit form of the covariance function k(-, -) reveals that
F () is smooth (under suitable conditions). Specifically, the smoothness of F(-) is known to be
closely matches that of k (Corollary 1 in [13]]). For more details, see Remark [9}

It is important to clarify the role of our assumptions. While Assumptions are necessary for the
rigorous analysis in Theorem 1, we designed the PLS framework itself to be a more general meta-
algorithm. Our experiments show that PLS remains robust and safe even when these assumptions,
such as near-deterministic transitions, do not strictly hold. This suggests the core framework is
applicable well beyond the conditions required for the theoretical guarantees.

6 Provably Lifetime Safe Reinforcement Learning

We finally present Provably Lifetime Safe Reinforcement Learning (PLS), a simple yet powerful
approach that advances safe RL toward the longstanding goal of end-to-end safety.

As illustrated in Figure[T} PLS begins with offline policy learning from a pre-collected dataset. Since
RL agents are most prone to violating safety constraints during the early phases of learning, this
offline learning step is particularly beneficial for ensuring lifetime safety. Also, a key idea behind
PLS is the use of a constrained RCSL (e.g., CDT) for this offline policy learning step. This approach
yields a return-conditioned policy that enables control over both reward and safety performance
through a few significant parameters. In the case of a single safety constraint, all we have to do is
optimize a two-dimensional target return vector. Therefore, this method offers several advantages,
including computational efficiency and enhanced controllability of policy behavior.

Hereinafter, we suppose there is a pre-trained policy obtained by constrained RCSL. For simplicity,
we denote such a return-conditioned policy as 7, characterized by target reward and safety cost

returns z = (R, G) while omitting the neural network parameters 6.

6.1 Characterizing Reward and Safety Cost Returns via Gaussian Processes

Guided by Theorem we employ GPs to model the mapping from a target return vector z = (R, G)
to the actual returns J (7 ) = (J,.(75), J4(72)). We formulate this as a supervised learning problem



with the dataset {(z;, J(72,))}}_,, where z1, 22, ..., 2y € Z is a sequence of target returns. For
tractability, we discretize the search space, yielding a finite candidate set Z with cardinality | Z].
While collecting such data, we sequentially choose the next target returns z € Z that maximize the
actual reward return J,-(7) subject to the safety constraint (i.e., J,(7,) < b). The measured returns
are assumed to be perturbed by i.i.d. Gaussian noise for sampled inputs Zy = [21,...,zx] " C 2.
Thus, for o € {r, g} (the symbol ¢ is used as a wildcard), we model the noise-perturbed observations
by Yo; = Jo(7z,) + wo j With w, j ~ N(0,12), forall j € [N].

A GP is a stochastic process that is fully specified by a mean function and a kernel. We model the
reward and safety cost returns with separate GPs:

Jr(m2) ~ GP(ur(2),kr(2,2)) and  Jg(my) ~ GP(ug(2), ky(2, 2)), @)

where (1, (z) is a mean function and k. (z, 2) is a covariance function for ¢ € {r, g}. In principle,
Jy(mz) and Jy(7,) may be correlated (i.e., off-diagonal elements in k is non-zero in Theorem , but
we ignore these cross-correlations and learn each GP independently for simplicity.

Then, given the previous inputs Zy = [21,...,2y]" and observations Yo N = {Yo,1,-- - Yo, N}, WE
can analytically compute a GP posterior characterized by the the mean i, v (2) = ko n(2) T (Ko N+
v2IN) " yo,n and variance 0 y(2) = ko(2,2) — kon(2) (Ko n + vZIN) " 'ko n(2), Where
kon(z) = [ko(z1,2),...,ko(2n,2)]" and K, n is the positive definite kernel matrix
[ko(z,2)|z.2¢2y> and Iy € RY*N is the identify matrix. Finally, we assume that J,(7,) is
L-Lipschitz continuous with respect to some distance metric d(-, -) in Z. This assumption is rather
mild and is automatically satisfied by many commonly-used kernels [45], 48]].

6.2 Safe Exploration and Optimization of Target Returns

Our current goal is to find the optimal pair of target returns z = (R, G) that maximizes J,.(7,)
while guaranteeing the satisfaction of the safety constraint (i.e., J,(7,) < b) according to GP-based
inferences. For this purpose, we optimistically sample the next target returns z while pessimistically
ensuring the satisfaction of the safety constraint, as conducted in Sui et al. [49].

A key advantage of using GPs is that we can estimate the uncertainty of the actual returns
Jr and J,;. To guarantee, high probability, both constraint satisfaction and reward maximiza-
tion, for each function ¢ € {r,g}, we construct a confidence interval defined as Qs y(z) =
[po.N—1(2) £ aoN - 0o, n—1(2) ], where a, v € Ry is a positive scalar that balances exploration
and exploitation. These coefficients «,. and oy, are crucial in the performance of PLS, and principled
choices for these coefficients have been extensively studied in the Bayesian optimization literature
(e.g., [12,!45]]). Thus, following Srinivas et al. [45], we define

0y = 05 = /2log(|2] 2112/ (64)), ®)
where A € [0, 1] is the allowed failure probability, and II in (8)) is the circle ratio, not a policy.

To expand the set of feasible target returns z while satisfying the safety constraint, we use alternative
confidence intervals Ay (z) = An_1(z) N Qg n(2) With Ag(z) = [0, b] so that A are sequentially
contained in A _; for all N. We thus define an upper bound uy (z) := max Ax(z) and a lower
bound of £,y (z) := min Ay (z), respectively. Note that u is monotonically non-increasing and ¢
is monotonically non-decreasing, with respect to V.

Safe exploration. Using the GP upper confidence bound, we construct the set of safe target returns
by YN = U,eyy_, {7 € Z | un(z) + L - d(z,2") < b}. Ateach iteration, PLS computes a set of

z that are likely to increase the number of candidates for safe target returns. The agent thus picks 2
with the highest uncertainty while satisfying the safety constraint with high probability; that is,

zy = argmax(un(z) — {n(2)) with Ey = {z € Yy : en(z) > 0}, 9)

z€EN

where ey (z) = [{z' € Z\ Vn | {n(2) — L-d(2,2') < b}|. Intuitively, ey (-) optimistically
quantifies the potential enlargement of the current safe set after obtaining a new sample z.

Reward maximization. Safe exploration is terminated under the condition max,c g, (u N(z) —
14 N(z)) < ¢, where ¢ € R, is a tolerance parameter. After fully exploring the set of safe target



returns, we turn to maximizing J,.(-) under the safety constraint. Concretely, we choose the next
target returns optimistically within the pessimistically constructed set of safe target returns by

ZN = argmax(u7>7N(z) +ap N anN(z)). (10)
zZEYN

6.3 Theoretical Guarantees on Safety and Near-optimality

We provide theoretical results on the overall properties of PLS. We will make an assumption and
then present two theorems on safety and near-optimality. The assumption below is fairly mild in
practice, because we can easily ensure that the return-conditioned policy meets the safety constraint
by conservatively choosing small target returns, R and G. See Appendix [J|for the full proofs.

Assumption 7 (Initial safe set). There exists a singleton seed set Z; that is known to satisfy the
safety constraint; that is, for all z € Z, J,(7,) < b holds.

Theorem 2 (Safety guarantee). At every iteration j, suppose that oy ; is set as in (8)) and the target
returns z; are chosen within Y;. Then, Jg(wz].) < b holds — i.e., the safety constraint is satisfied —
for all j > 0, with a probability of at least 1 — A .

Intuitively, because PLS samples the next target returns z so that the GP upper bound u(z) is
smaller than the threshold b, the true value J,(7) is guaranteed to be smaller than b with high
probability under proper assumptions. Moreover, since PLS learns the return-conditioned policy
offline, Theorem 2] leads to an end-to-end safety guarantee, ensuring that the constraint is satisfied
from learning to operation, with at least a high probability.

Theorem 3 (Near-optimality). Set o, ; as in @ forall j > 0. Let z* denote the optimal feasible
target returns. For any € > 0, define Ny as the smallest positive integer N satisfying

41/ NN~ log(|Z[T2N2/(6A)) < €. (11)

where C,, = 1/log(1 + v, 2). Then, PLS finds a near-optimal z such that:
Jo(mz) > Jp(mee) — € (12)

with a probability at least 1 — A, after collecting Ny GP observations for reward maximization.

Theorem [3|characterizes the online sample complexity of PLS. Following the analysis of Sui et al.
[48]], we can show that the safe exploration phase expands the estimated safe set until it contains the
optimal target return vector z* after at most Ny € Z, GP iterations. Consequently, Theoremthus
implies that PLS will find a near-optimal target return vector z using at most (Nt 4+ Ny) trajectories,
where @ € Z is the number of trajectories used for sample approximations of .J,. and .J, for each
GP update. Because PLS optimizes only the two-dimensional target return vector (i.e., R and G),
it requires far fewer online interactions than conventional online safe RL algorithms, which is an
essential advantage in safety-critical settings where every interaction is costly or risky.

7 Experiments

We conduct empirical experiments for evaluating our PLS in multiple continuous robot locomo-
tion tasks designed for safe RL. We adopt Bullet-Safety-Gym [19]] and Safety-Gymnasium [26]
benchmarks and implement our PLS and baseline algorithms using OSRL and DSRL libraries [36].
Experimental details are deferred to Appendix [K]

Metrics. Our evaluation metrics are reward return and safety cost return, respectively normalized by

B _ R(m-Rli., A _ G 5 A
normalized (1) = e and Ghomalized () = 3. Recall that R(7) and G(7) are defined

max,b min,b

as the evaluated cumulative reward and safety cost that are obtained by a policy 7. In the above
definitions, Rjnax , and anin , are the maximum and minimum cumulative rewards of the trajectories

in the offline dataset D. Note that we call a policy safe if énormanzed (m) < L

Baselines. We compare PLS against the following six baseline algorithms: BCQ-Lag, BEAR-Lag,
CPQ, COptiDICE, CDT, and CCAC. BCQ-Lag and BEAR-Lag are both Lagrangian-based methods
that apply PID-Lagrangian [47] to BCQ [16l]] and BEAR [28]], respectively. CPQ [S7] is an offline safe



Table 1: Experimental result with the safety cost threshold b = 20. The mean and standard deviation
over 5 runs for each algorithm are shown. Reward and cost are normalized. Bold: Safe agents whose
normalized cost is smaller than 1. Red: Unsafe agents. Blue: Safe agent with the highest reward.

Task Metric BCQ-Lag BEAR-Lag CPQ COptiDICE CDT CCAC PLS
Reward 1 079 £0.05  0.07£0.02 0.01£0.01 0.63+0.01 0.72£0.05 0.02+0.00 0.78 % 0.06

AnCRun g ety cost ) 5.524+ 067 0424013 0.00+0.00 0.79+042 090+ 0.12 0.00+0.00 0.77 + 0.10
AnCircle | _RewardT 0594018 0585024 0.00£0.00 0.16+013 0474000 062+0.13 0.41+0.01
Safety cost | 2.28 + 1.50 337+ 1.71 0.00 £0.00 298 +355 223+000 1.244+0.55 0.77 +0.05
CarCircle _Reward 0654019 076012 070003 048004 0734001 0724003 0.72+0.01
Safety cost, 2.7+ 1.10 2744089 0014007 1.85+1.48 098+0.12 0.87+0.29 0.88 + 0.09
Reward 1 0.65 +0.11 -0.03+0.02 0.19+0.01 0.69+0.03 0.57+0.00 082+0.05 0.59+0.00

Drone-Run

Safety cost | 391 £2.02  0.00£0.00 0.00+0.00 348+0.19 0.34+029 7.62+037 0.50+0.44

Reward 1 0.694+0.05 0824006 -0.26+0.01 0.22+010 0.60+0.00 0.37+0.14 0.59 & 0.00
Safety cost | 1.924+0.64 358+0.74 0.14+0.39 0.68+046 1.12+0.06 0.74+0.24 0.90 & 0.08

Reward 1 1.00+0.01 -1.01£0.00 -1.01+0.00 1.00+0.01 097+0.00 0.68+0.34 0.98=+0.00
Safety cost | 322 +0.60  0.00 =0.00 0.00+0.00 6.60+1.07 0.36+0.22 0.60+0.21 0.82 +0.19

Walker2d Reward 1 0.78+0.00 0.89+0.04 -0.02£0.03 0.13+£0.01 0.80+0.00 0.81+0.07 0.79 £ 0.00
-Velocity Safety cost |  0.44+£0.32 7.60+2.89 0.00+0.00 1.75+031 0.01+£0.04 637095 0.00=+0.00

Drone-Circle

Ant-Velocity

HalfCheetah Reward 1 1.034+0.03 0984003 022+0.33 0.63+0.01 096+0.03 084+0.01 0.99=+0.00
-Velocity Safety cost | 27.00 +8.76 1235+ 8.63 0.28+0.23 0.00 = 0.00 0.03+0.13 136+0.19 0.15+0.19
Hopper Reward 1 0.85+0.22 036+0.11 0204000 014+010 0.68+0.06 0.17+0.09 0.83+0.01
-Velocity Safety cost | 848 £2.75 1039 £3.79 3.06+0.07 034+042 0.12+026 1.79+1.52 0.42=+0.10

RL algorithm that regards out-of-distribution actions as unsafe and learns the reward critic using only
safe state-action pairs. COptiDICE [31]], a member of DIstribution Correction Estimation (DICE)
family, is specifically designed for offline safe RL and directly estimates the stationary distribution
correction of the optimal policy in terms of reward returns under safety constraints. CDT [37]] is a
DT-based algorithm that learns a policy conditioned on the target returns, as discussed in Section 2]
as a preliminary. Finally, CCAC [22] is a recent proposed offline safe RL algorithm that models
the relationship between state-action distributions and safety constraints and then leverages this
relationship to regularize critics and policy learning. We use offline safe-RL algorithms as baselines
because standard online approaches often violate safety constraints during training and optimize
objectives that diverge from ours. Although some safe exploration algorithms share similar goals,
they rely on strong assumptions—such as known and deterministic transition dynamics [51] or access
to an emergency reset policy [44} 54]—that do not hold in our experimental setting.

Implementation of PLS. We use CDT [37] for offline policy learning as a constrained RCSL
algorithm. The neural network configurations or hyperparameters for PLS are the same as the CDT
used as a baseline. The key difference lies in how target returns are determined. In the baseline CDT,
as a typical choice, we set the target reward return to the maximum reward return in the dataset and
the target safety cost return to the threshold. In contrast, PLS employs GPs with radial basis function
kernels to optimize the target returns for maximizing the reward under the safety constraint.

Main results. Table|l|summarizes our experimental results under a safety cost threshold of b = 20.
Additional results, including Table[7|for b = 40, are provided in Appendix [K] Notably, PLS is the only
method that satisfies the safety constraint in every task. In contrast, every baseline algorithm violates
the safety constraint in at least one task, which implies that a policy violating constraints could
potentially persist in unsafe behavior in an actual environment. Moreover, PLS achieves the highest
reward return in most tasks, which demonstrates its its superior overall performance in terms of
reward and safety. In summary, while baseline methods suffer from either safety constraint violations
or poor reward returns, PLS consistently delivers a balanced performance.

Computational cost. Although GPs are known to be computationally expensive, PLS only needs to
optimize target returns in two dimensions, z = (R, G). Because the amount of training data for the
GPs is fairly small until convergence (see also Figure[3|in Appendix [K]), their computational overhead
is not problematic. Consequently, the main source of computational cost in PLS stems from offline
policy learning. Since PLS can adapt to multiple thresholds using a single policy by appropriately
choosing target returns, it typically incurs lower overall computational cost than baseline algorithms
(e.g., CPQ, COptiDICE), which require training a separate policy for each threshold.



Safe exploration. As shown in Figure[3|in Appendix[K] PLS successfully ensures safety not only
after convergence but also while exploring target returns, which is consistent with Theorem 2 In
some cases, however, maintaining safety beyond the initial deployment can still pose a challenge in
practice. Because our guarantee is probabilistic and constructing accurate GP models is not always
feasible, a small number of unsafe deployments may occur.

8 Conclusion

We propose PLS as a solution to a longstanding goal in safe RL: achieving end-to-end safety from
learning to operation. PLS consists of two key components: (1) offline policy learning via RCSL
and (2) safe deployment that carefully optimizes target returns on which the pre-trained policy is
conditioned. The relationship between target and actual returns is modeled using GPs, an approach
justified by our theoretical analyses. We also provide theoretical guarantees on safety and near-
optimality, and we empirically demonstrate the effectiveness of PLS in safe RL benchmark tasks.

Limitations. Our work has several limitations that open avenues for future research. First, while
PLS guarantees near-optimal target returns, as established in Theorem [3| this does not directly
translate into achieving a near-optimal policy. Second, our current framework does not update the
policy network with new online data; that is, the policy is fixed after the initial offline training
phase. Extending PLS to an offline-to-online setting where the policy continually learns while
preserving safety guarantees is a crucial next step. Finally, while our experiments demonstrate strong
performance, further evaluation in more complex and highly stochastic environments is needed to
fully assess the practical robustness of our theoretical assumptions and the scalability of the approach.
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Appendix

A Nomenclature

For readability, we present the main variables and functions below as a nomenclature table.

Symbol Description

ag Action at time step ¢.

b Safety threshold for the cumulative safety cost.

fCG1) Conditional probability density function of the behavior return.
g Safety cost function, bounded in [0, 1].

G The target safety cost return.

G(7) The observed cumulative safety cost for a trajectory 7.

H The fixed, finite length of each episode (horizon).

J(m) A pair of reward and safety returns, (J,.(7), Jy(7)).

Jr(7) The expected cumulative reward return for policy 7.

Jg(m) The expected cumulative safety cost return for policy .

k() Covariance (kernel) function for a Gaussian Process.

L Lipschitz constant.

n The number of trajectories in the offline dataset D.

N The number of Gaussian Process (GP) observations or iterations.
pe(-|-) A parametric model of conditional action probability densities.
P State transition probability function, P : S x A — A(S).

Pr Transition kernel associated with (P, r, g).

r Reward function, bounded in [0, 1].

R The target reward return.

E(T) The observed cumulative reward for a trajectory 7.

S¢ State at time step ¢.

Ty The context at time step ¢.

z A pair of target returns, z = (R, G).

Q@ Parameter balancing exploration and exploitation in Bayesian optimization.
B8 The return-conditioned behavior policy used to generate the offline dataset D.
A The allowed failure probability for safety guarantees (e.g., 1 — A).

e(2) A small bias function in the theoretical analysis of returns.

N2 Initial coverage, defined as f(z|s1).

() Mean function for a Gaussian Process.

T A policy that maps a context to an action distribution, 7 : X — A(A).

T, A return-conditioned policy characterized by target returns z.

T A trajectory, (£1,&a, ..., Em).

0 The parameters of the neural network policy model.

6 The maximum likelihood estimate of the model parameters 6.

= An episode or trajectory, {&;}L .

& A tuple at time ¢, defined as (s¢, at, ¢, gt)-

¢ A tolerance parameter for terminating safe exploration.

w The number of trajectories used for sample approximations of returns for each GP update.

B Broader Impacts

We believe that our proposed approach PLS plays a significant role in enhancing the benefits associated
with reinforcement learning while concurrently working to minimize any potential negative side
effects. However, it must be acknowledged that any reinforcement learning algorithm, regardless of
its design or intended purpose, is intrinsically susceptible to abuse, and we must remain cognizant of
the fact that the fundamental concept underlying PLS can be manipulated or misused in ways that
might ultimately render reinforcement learning systems less safe.
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C Pseudo Code of PLS

For completeness, we will present a pseudo code of our PLS.

Algorithm 1 Provably Lifetime Safe Reinforcement Learning (PLS)

1: Input: Pre-collected dataset D, safety threshold b, safe singleton set Zj, Lipschitz constant L
2:
3: // Offline policy Learning (safe with probability of 1)
4: Train a return-conditioned policy 7, from D via constrained RCSL
5:
6: // Safe exploration (safe with high probability)
7: Initialize )y with Zy
8: for N =1,...,N; do
% yN <_Uz€yN71{z/ €z | Ug7N(Z)+L'd(Z,Z/) S b}
10:  en(2) « [{z' € Z\In | lgn(2) — L-d(2,2") < b}|
11: Eny<+{z€Yn:en(z) >0}
12 zy < argmax,cp, (ton(2) — Lo n(2))
13:  Update GPs using the reward and safety cost observations J, (7, ) and Jg (7, ).
14: end for
15:
16: // Reward maximization (safe with high probability)
17: for N = Ny +1,..., Ny + Ny do
18: Yy UzeyN,l{zl € Z|ugn(z)+L-d(z,z2) <b}
19:  zy < argmax,cy U, N (2)
20:  Update GPs using the reward and safety cost observations J, (7, ) and Jg (7, ).
21: end for
22:
23: // Operation (safe with high probability)
24: while true do
25:  Continue to use z as target returns for long-term operation.
26: end while

D Preliminaries of Theoretical Analyses

As a more general formulation of the problem, we define a multi-objective MDP characterized by m
reward functions, where m is an arbitrary positive integer. Our theoretical analyses in the main paper
are a specific case of m = 2 compared to those we will present in the following.

D.1 Multi-objective Reinforcement Learning

Episodes are sequences of states, actions, and rewards = = {(s;, a;, 7't)}tH=1 €(Sx AxR™MH,
where H > 0 is a time horizon and m > 1 is the number of reward dimensions. The ¢-th context x;
of an episode refers to the partial history

Ty = (81,a1,71, ..., 81,0t-1,T¢—1,5) (13)

for1 <t < H + 1, where we let sg+1 = L be a dummy state. Let X; := (S x A x R™)!"1 x 8
be the set of all ¢-th contexts and X := Ule X be the sets of all contexts at steps 1 <t < H.

With a fixed initial state s; and a transition kernel Py : S x A — A(R™ x §), we consider the
Markov decision process (MDP) M = (S, A, H, 51, PT)E] Under M, every (context-dependent)
policy m : X — A(A) identifies a probability distribution P™ on = such that a; ~ m(x¢) and
(rt, St+1) ~ PT(St, at) forall ¢ > 1.

Assumption 8 (Bounded reward). For any policies 7, we have P™-almost surely 0 < r; ; < 1 for
1<t<Hand1 <j<m.

3Our analysis can be easily extended to s; being stochastic.
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Assumption 9 (Near-deterministic transition). There exist deterministic maps #(-, ), §'(-,-) and
small constants €,., €5,0 > 0 such that, if (r,s") ~ Pr(s, a),

1. the reward density p,.(r'|s, a) = 45 Pr{r < '[s, ais well-defined and bounded by e,
outside the §-neighborhood of #(s, a), i.e., SUD,. | (s,0)[ . >6 Pr(T[5,a) < €, and

2. the successor state s’ coincides with §'(s, a) with probability of at least 1 — e,
forall s € Sand a € A.

Let 3 : X — A(A) be a behavior policy and D = {E®}"_  ~ (P?)" be a collection of n
i.i.d. copies of episodes generated by [3.

Assumption 10 (Reward-independent behavior). The behavior action distribution 5(x¢), x; € X, is
t—1

conditionally independent of the past rewards {rh}fl_:ll given the past states and actions x; \ {rs },_;.
Let J () denote the multi-dimensional policy value of ,

~

J(r) = (Ji(x), ..., (7)) = E7[R) € R™, (14)

where R = Zflzl r; denotes the return of episode and the superscript = of E™ signifies the
dependency on P™.

The aforementioned setting leads to constrained RL problems where a policy aims to maximize one
dimension of the policy value J; (7) as much as possible while controlling the other dimensions to
satisfy constraints Ji(7) < by, with certain threshold b, € R, for 2 < k < m. More specifically, r;
and 79 respectively correspond to r and g in the main paper.

D.2 Return-conditioned supervised learning

Return-conditioned supervised learning (RCSL) is a methodology of offline reinforcement learning
that aims at estimating the return-conditioned behavior (RCB) policy Br(a|z) == P?(a; = a|z; =
z, R = R), the action distribution conditioned on the return R = R € [0, H|™ as well as the context
x¢ = x € X. According to the Bayes’ rule, the RCB policy fr : X — A(A) is written as the
importance-weighted behavior policy

f(R]x,a)
f(R]x)

where f(R | z) = P*(R< R |z, =z)and f(R| z,a) = LP(R< R|z = z,a, = a)
respectively denote the conditional probability density functions of the behavior returnE]

dfr(a|x) = dB(a | x), (15)

Return-based importance weighting (I5) favors the actions that led to the target return R over those
that did not. Hence, intuitively, it is expected that Sg achieves

J(Br) = R. (16)
This is the case under suitable assumptions. Thus we can solve multi-objective reinforcement learning
with RCSL by setting R to a desired value.
We assume the following conditions on f(R | =), with R fixed to a value of interest.
Assumption 11 (Initial coverage). ng = f(R | s1) > 0.
Assumption 12 (Boundedness). Cr ‘= sup,cy f(R| z) < o0.

Assumption 13 (Continuity). cr(d) = SUPg/|r/ —R|. <26, zcx | [(F|2) — f(R|z)] < o0 is
small.

*We abuse the notation 7 < v’ for r, 7 € R™ to imply the multi-dimensional inequality, i.e., 7; < 7/ for
alll1 <j<m.

3Strictly speaking, the RHS of (15) may be ill-defined for some € X and a € A if either f(R|x) or
f(R|z, a) are ill-defined, or f(R|z) = 0. However, it is sufficient for our analysis to impose on g only
if the RHS is well-defined.
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D.3 Decision transformers

Decision transformer (DT) is an implementation of RCSL. More specifically, it is seen as a regularized
maximum likelihood estimation (MLE) method

n

H
0 = argmin {—1 Z Z lnpg(agi) | xgi), RY) + @(9)} ) (17)

0eo nH ==

where P := {py(a | x, R)}sco is a parametric model of conditional probability densities, typically
constructed with the transformer architecture, and ®(6) > 0 is a penalty term representing inductive
biases, both explicit and implicit, in the procedure of parameter optimization. Here, a,@, xy) and
R are the t-th action, the ¢-th context, and the return of the i-th episode Z() € D, respectively.
The output of decision transformer is then given by 7; ,, where 7y r denotes the policy associated
with pg(- | -, R). Note that the original DT is for a single-dimensional reward function, we presented
(17) by extending it to multi-dimensional settings.

We introduce some notation and conditions on the probabilistic model P and the penalty ®. Let us
define a regularized risk of 6 relative to Sr by

Ra(8) = B i) | i1 (Ba(w0) 7 g(0))] + 2(6), (18)

dissimilarity of B and g, g in expectation

where Dk, (-||-) denotes the Kullback-Leibler divergence.
Assumption 14 (Soft realizability). ep ¢ = mingce Ra(#) < oo is small.

Remark 2. Assumption is a relaxation of a standard realizability condition. That is, we have
ep,» = 0if B is realizable in P without penalty, i.e., there exists §, € © such that myp, rp = g and
®(6y) = 0.

Assumption 15 (Regularity). The following conditions are met.
i) © is a compact subset of R4, d > 1.
il) Re(0) admits a unique minimizer 6* in the interior set ©°.
iii) Ra(6) is twice differentiable at 0* with Hessian Zy- := ViRq(6%) = 0.

iv) The one-sample stochastic gradient 1g(a|z, R) := Vo{—Inpy(a|z, R) + ®(0)} is locally
bounded in expectation as

E° [ sup
t~Unif[H] 9ee,

~ 2
z/)g(at|xt,R)M < 0o (19)

for every sufficiently small ball © in ©.

v) 0 € ©° almost surely.

Remark 3. At first glance, ii) the unique existence of 6* and iii) the positive definiteness of the
Hessian seem restrictive for over-parametrized models, including transformers. However, we note
that these conditions may be enforced by adding a tiny, strongly convex penalty to ®(6).

Remark 4. Similarly, v) § € ©° can be also enforced by adding a barrier function such as ®(6) =
K ¢ﬁinge(dist(9, R9\ ©)/h), where h > 0 and K < oo are respectively suitably small and large
constants, dist(6, E) := info.cg ||0 — 0’|y, and ¢ninge(t) == max {0,1 — t}.

E Error analysis
Our goal here is to understand when and how closely the output of decision transformer, 7, g,

achieves the target return, R. The following theorem summarizes our theoretical results, answering
the above question.
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Theorem 4. Under the assumptions of Theorems [3]to[7} we have

H? 1
HJ(%’R)_R_\/E}-(R)HOO <e(R)+op (ﬁ) , (20)
where F : [0,H|™ — R™ is a sample path of a Gaussian process with mean zero and

e(R) = 2CR(H262‘2+H2CR(6) + H?,/ =2 is a small bias function, where Cr = max{Cg, 1}

and € = €, + €5. Here, op(-) is the probabilistic small-o notation, i.e, b, = op(ay,) signifies
limy, 00 P{|bn/an| > €} = 0forall e > 0.

Remark 5. Theorem|I]in the main paper is a special case of Theorem[d]of m = 2, which is presented
in a slightly informal manner.

To derive Theorem ] we consider the bias-variance decomposition

J(m5 r) — R = J(Br) — R+ J(mo~,r) — J(BR) + J (75 g) — J (7o~ R) 21

bias of RCSL bias of MLE variance of MLE

and evaluate each term in RHS with Theorems [5]to[7} respectively, through Appendices [E.T|and [E.2]

E.1 Bias of RCSL

The following theorem gives an upper bound on the first bias term, showing that it is negligible under
suitable conditions, such as the near-determinism of the transition and the regularity of the return
density. The proof is deferred to Appendix [

Theorem 5. Suppose Assumptions[8|to[I3|hold. Then,
2Cg (H?e 4 0) + H?cg(6)

17(Br) — Rl < = : (22)

where € = €, + €5 and Cr = max {Cg, 1}.

A few remarks follow in order. First, we compare our result to previous one.

Remark 6. Theorem [5|can be considered as a complementary extension of the previous result [9].
In particular, our result is applicable when the return density f(R]s;) is bounded away from 0 and
00, while Theorem 1 of [9] is not. On the contrary, Theorem 1 of [9] is applicable when there is a

nonzero probability of exactly R = R, while our result is not since f(R|s1) = oo.
Remark 7. Our result also extends Theorem 1 in Brandfonbrener et al. [9] in allowing the transition
kernel Pr to include small additive noises in the reward, i.e., 6 > 0.
Below is a generalization of that is useful to understand what constitutes the upper bound.
Remark 8. Taking a closer look at the proof of Theorem[5] we can conclude

2CR (H?e +0) + 311 Her(6y)

I7(Br) — Rl < = ; (23)

where ¢ is the additive noise tolerance specific to the ¢-th transition. In other words, the contributions
of these additive errors to the bias of RCSL depends largely on whether they are in the terminal step
(t = H) or not.

If we have Assumption E]with 0 = 0, Assumption is automatically satisfied with cg(0) = 0 and
Assumption[I0]is unnecessary, resulting in the following rather simplified corollary.

Corollary 1. Suppose Assumptions|[8|[9 [[1]and[I2] hold with § = 0. Then,
2CRH2€

17(Br) — R < =

(24)
Besides, Assumption[I2]can be replaced with a stronger variant of Assumption
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Corollary 2. Suppose Assumptions|8|to|ll|hold. Also assume the Holder continuity of f(-|z),

|f(R|z) - f(R|z)| < K |R' — R, R,R €[0,H], zeckX. (25)
Then,
20K +1
|J(Br) — R, < (m:) {H?(e +6“)+6}. (26)

Proof. Tt directly follows from that Cp < K + 1 and cg(d) < K(20)¥ < 2Kd“. See Lemma for
the argument on bounding C'g. O

E.2 Bias and variance of MLE

The following theorem shows that the bias of MLE in is negligible if a mild realizability condition
is met. The proof is deferred to Appendix [G]

Theorem 6. Suppose Assumption|l4|holds. Then,

P,

1J (w9~ r) — J(BR)|l o < H? (27)

Moreover, the following theorem characterizes the asymptotic distribution of the variance of MLE in
(21). The proofs are deferred to Appendix [H] Let us introduce the gradient covariance matrix

Vo = Ewanif[H] {lﬁe(ﬂlt‘mt, -ﬁ)wQ(at|It’ ‘ﬁ)—r} € R (28)

and the normalized policy Jacobian

1 g T m

Up(R) = 2By it [Q™ " (x4, a;) Vo Inpg(as|zy, R)T] € R™4, (29)

where Q™ (z,a) = E™ [I/ﬂxt = z,a; = a] € R™ is the m-dimensional action value function.

Theorem 7. Suppose Assumption[I3|holds. Then, we have
n
{45 [505) ~ 50 0] | ~ GP(0.k) (0)
j€[m],Re€[0,H]™

in the limit of n — oo, where k : [0, H]™ x [0, H|"™ — R™*™ s the covariance function given by
k(R,R) = Uy (R)Z,.' Vp-1,.' Up-(R') . (31)

Remark 9. The differentiability of sample paths of the limit process F(-) ~ GP(0, k) is known to
be (roughly) the same as the differentiability of the covariance function k(-, ) (Corollary 1 in [L3]),
which, according to (31)), is governed by that of Up- (-). In other words, F(-) is smooth if Up-(-) is
smooth. With a straightforward calculation, one can further see that Up- (+) is smooth if, under some
mild regularity conditions, the probabilistic model P is smooth in terms of the associated policy
7o~ r and the gradient Vg In pg(at|x¢, R)|g—¢~ as functions of the target return R.

F Proof of Theorem 3

Consider the weighted error function given by

A~

¢(x1) = [(Rlz) [V (1) = V(21)]|oo, (32)

where V (z;) = EPr [ZhH:t 71|24 is the value function of S and V(:rt) =R — Zz_:ll 7}, is the
target value function. It suffices for the proof of Theorem [5]to establish a suitable bound on ¢(z1)
since, by Assumption[IT]

¢(JU1) _ ¢(3?1)

||J(/BR)_R||OO = f(R|$1) - R :

(33)
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To this end, we will make use of Py : S x A — A(R™ x ), the near-deterministic component of
Pr such that

H(r,s) € T(s,a)}
Pr(T(s,a)ls,a)

dPr(r,s'|s,a) = dPr(r,s|s,a), (34)

where T (s,a) = Boo(#(s,a),8) x {&(s,a)} C R™ x S is the image of the near-deterministic
transition and B (7, 6) := {r’ € R™ : ||r' — || < 0} is the £°°-ball centered at » with radius ¢.
Let also }fp, I@, ]f””, E™ be probability distributions and expectation operators identical to P, [E, P™ [E™,
respectively, except that the transition kernel Pr is replaced with Pr under the hood.

Now, for 1 < ¢ < H — 1, we can bound ¢(x;) in terms of ¢(zs41).

Lemma 1. Suppose Assumptions[8|to[I0} [[2|and[I3|hold. Then, for all z; € Xy with1 <t < H —1,
we have

o) <EP [p(2441) | 24] + Her(d) + 2¢HCr. (35)

Proof. Let f(R|z;,a;) = E[f(R|a¢11)|a, a]. Note that f(R'|zy,a;) = E[f(R|[2141)|2r, af] is
well-defined for all z; € X; and a; € A by Assumptions|I2]and[13] Thus, the claim follows from

olwe) = [ (Blar) |V (o) = V(ao)||
(a) 3
< f(R|zy) /HV Tig1) — V(w41 H dPPR (ay, ¢, Se41|w)
(b) ~ o
S f(R|IZ’t) / HV 1't+1) V(I’t+1)H dPBR(at,rt,stJ,_ﬂxt) +€HCR

V(l’t+1) — V(l’tJrl) f(R|fEt, at)d]f”*g(ah Tt, St+1|xt) + EHCR

oo

(d) ~ ~ N
S / V(.I‘t+1) — V(Z‘t+1) - f(R|xt,at)d]P’ﬁ(at, T, 3t+1|xt) + QGHCR

(e) ~ .
~ / V($t+1) — V(.Tt+1) f(R|$t+1)d]P’5(at77't7 St+1|xt) + HCR(&) + 2€HCR
= /¢(mt+1)d1@’6(at, T, St41]2¢) + Her(0) + 2eHCR,

where (a) is shown by Jensen’s inequality with V() — V (z;) = EPR[V (2,41) — V (z111)|4],
(b) shown by Assumption 8] implying ||V (z) — V(z)||ec < H, Assumption |12|and Lemma
and, (c) shown by , (d) shown by Assumption [12|and evaluating f(R|z,a;) — f(R|xs, ar) =
Ik f(R|xt+1)d{]5T — Pr}(re, St41]8¢, ar) with Lemma and (e¢) shown by Lemma O

Finally, the proof of Theoremlis concluded by dealing with the boundary term ¢(z ).
Lemma 2. Suppose Assumptions[8|to[I0|and|I3] . hold. For all xg € Xy, we have

Proof. Similarly as the proof of Lemmal[T] we have

.I?H / HV $H+1 ($H+1)H f(RIZ‘H)dHADﬁR(CLH,T'H|$H) + eHCR.

We evaluate the RHS above by separating the domain of integral into two: i) where agy € Aqim =
{a e A : ||[F(sg,an) — V(xng)||eo < I} and ii) where apy & Aqim. For the case i), we have

[Viwme) = V)| < e —#mamll + |7 am) — V)| <2
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and therefore, by Assumption the integral restricted to Ag4y, is bounded with 20Cr. For

the case ii), note that f(R|zg,ar) = p,(V(zg)|sH,an) is well-defined by Assumption@ with
HV(IH) — 7(sg,an)||o > d. Thus, we have

[ Ve - V)| (Rlon)de e ralen)
an&Adim e
O Vi) - Ven)| f(Ricam)dP (@, ralon)
ap EAdtm o0
= / HV(CCHH) - V(»”CHH)H pe(V(@n)|su, am)dP (am, 7o |vm)
ag&Adtm e
(b)
< He, < He,
where (a) follows from (I3)) and (b) from Assumption[9} Combining both cases, we arrive at the

desired result. O

G Proof of Theorem

For simplicity, let 75 := mg+~ r. By the performance difference lemma (Lemma @ we have

H
J(mR) = T (Br) = S B |Q R (wy, mq(1) - QR (w1, Br(w1))| (37)
t=1
where RHS is further bounded by
@ X
< HY BPR[|lnp(z:) — Br(z:)py] (38)
t=1
= HE i k(@) — Br(@s) ] (39)
®) 28R 1
< HE Syniem §DKL(5R(=’Ut)||7TE($t)) (40)
© 2 /1 Br *
<H i]EtNUnjf[H] [DKL(BR(SQ)”WR(mt))] (41

d 1
D 2, Sepa- 42)

Here, (a) is owing to the boundedness of the Q-function 0 < Q™ (x,a) < H, (b) is to Pinsker’s
inequality, (c) is to Jensen’s, and (d) is to AssumptionlE

H Proof of Theorem 7|

Note that @ is the M-estimator [52] associated with the criterion function
po(alz, R)
Do= (G|ZE7 R)

Also note that Mjy is locally bounded in the sense that, for every £2-ball U in © with a sufficiently
small radius p > 0,

Mpy(a|z, R) :==In —®(0) + ©(6%). (43)

EtBNUnif[H] [Slelg Mp(a|zt, 72)] (44)
< B o [Meo (s 78) + pp o f>||2] @45)
S p\/EENUnif[H] LEEB |V0M9(at|$taf)||§] < 00, (46)
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where 6 is the center of U. Here, the first inequality follows from Mpy(-|-) = Mo, (-|-) + f01(9 —

00) " (1—t)9,+¢6(+|-)dt, while the second inequality follows from that EENUnif[H] [My(at|z:, )] <0

and Jensen’s inequality. This, with Assumption@]i,ii), allows us to use Theorem 5.14 in [52] and

obtain the consistency of MLE: 05 0. Furthermore, with Assumption iii—v), it is possible to use
Theorem 5.23 in [52] and have the asymptotic normality

NG (é - 9*) s N(0, 2y V- Ty, 47)

Finally, we apply the functional delta method (Theorem 20.8 in [52]) on 6 and the mapping 6 —
{J;(mo,r)};,r- The desired result follows from calculating the derivative

H
VoJ;(mo.r) = Y E™F [Q7"™(zs,a:) Vo Inp(as]ze, R)] = HUy ;(R), (48)
t=1
according to the policy gradient theorem (Corollary [3)).

I Lemmas

Lemma 3. Suppose (23)) holds. Then, we have Assumption[I2)with Cr < K + 1.

Proof. Let N := By (R,1) N[0, H]™ and note that p := supg.c ||R" — R||, > 1. Then, by the
assumption, we have

1> [ J(RIAR > p ((BI) - K} = [(Rl2) - K. (49)
N
Rearranging the terms, we get the desired result. O

Lemma 4. Let € := €, + €5. Then, under Assumption@] we have
HPT(s,a) - PT(s7a)H <e (50)
v

foralls € Sand a € A.

Proof. 1t is shown by

/Ed {PT — PT} (r,s]s,a)

@1 pr {(r,s’) € 7A—(s,a)|s,a}

®)
< Pr{|lr = #(s,a)ll > 0|s,a} + Pr{s' # &'(s,a) | 5,a}

©
Se

HPT(S,G) — PT(s,a)HTV = S%p

where (a) follows from taking & = 7'(3, a), (b) from the union bound, and (c) from Assumption@

Lemma 5. Suppose Assumptionsandhold. Then, for all x¢11 € X such that (v, S141) €

T (s¢, ar), we have

f(Rlzy,a;) — f(R|ze41) < cr(9). (51)
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Proof. Recall that f(R|xs,a;) = ff(R|;vQ+1)dJ5T(r{,sg+1|xt7at), where z},, =
(w4, a¢, 77, 57, 1). Now, the claim is shown by

f(R|zy, at) — f(Rlzeq1)
= / {f(Rlz}y)) — f(Rlzes1)} dPr(r], s} q|e, ar)

2 / {f(R - T; +ry|Tig1) — f(R|33t+1)}dPT(7“£’ 5;+1|$t,at)

2 s {f(R—v 4 rde) - f(Rlz)}

ll7f=rell oo <26

(©
< CR(5)7

where (a) follows from Assumption and sj,; = &(s;,a;) = si41 almost surely, (b) from
lre — 7(s¢,a0)|| oo < 0 and ||r] — 7(s¢, ar)],, < 6 almost surely, and (c) from Assumption O

Lemma 6. We have
J(m ZE“ (@, m(wr)) = QT (s, (x4))] (52)
where Q™ (z,a) == E™ [ZhH:t rhlxy = x,ap = a is the action value function of .

Proof. We may write Q" (z, 7' (7)) = Eqrr(2) [Q7 (z,a)]. Now, observe

H ’
= E" [r{] (53)
t=1
and
J(m) = Q”(wh (21)) = B [Q" (x1,7(1))] (54)
= ZEW Mg, w(21)) = QT (@rg1, T (2441))] (55)

where the last equality is due to Q™ (241, -) = 0. Taking the difference, we see

H
J(m) = J(x') = > B [Q (wr,m(x1) — vt — Q" (wes1, m(wer1))] (56)
t=1
H
Z Q" (@, m(wh) — QT (e, ' (w4))] (57)
where the last equality follows from Q™ (x+, a;) = E™ [ry + Q7 (¢ 41, 7(241))| e, Gt O

Corollary 3. Suppose Assumption @ holds. Let g : X — A(A) be a policy associated with a
parametrized density pg(a|r), 0 € © C RY, whose score function lg(a|z) = Vglnpg(alz) is
bounded in the sense E™ [supg (s [|[lor (a|x)||2] < oo for some U being a neighborhood of 6. Then,
we have

Vo (mg) ZE” Q" (@, )l (arla)] (58)

t=1

Proof. Letw > 0 and fix A € R¢ arbitrarily. Set 7 = mgy,» and 7' = 7y, and let v be the base
measure on A relative to which py(a|s) is defined. Now, divide both sides of by w, and take the
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limit w — O to obtain

AT Vo (me) =3 lim E™ {/Q”a(xt,a)p9+W)‘(a|xt) pa(a|xt)du(a)] (59)

w—0 w

£ | [ @ eramlale\ in(ala)ivta)] (60)

H
t=1
H
t=1

where the last equality is owing to the interchange of the expectation and the limit enabled by the
dominated convergence theorem. Now, the desired result is shown since ) is arbitrary. O

J Proofs of Theorems 2] and 3]

Lemma 7. Pick A € (0,1) and set a, ; = +/2log(| 2| 2112/ (6A)) for o € {r, g}. Then,
[Jo(T2) — o (2)| S o~ 06,(2) VzeZ Vji>1 (61)
holds with a probability at least 1 — A.

Proof. See Lemma 5.1 and its proof in Srinivas et al. [45]. O

Lemma 8. Pick A € (0,1) and set a,, j = +/2log(|Z] j2112/(6A)) for o € {r,g}. Then, the
following inequality holds:

N

> (Jolmar) = Jo(ms,))”

J=1

8 2
< . 62
~ log(1+ 1/<>_2) aO7N§O7N (©2)

with a probability at least 1 — A, where N is the number of iterations in the reward maximization
phase.

Proof. This lemma directly follows from Lemma 5.4 in Srinivas et al. [45]]. O

J.1 Proof of Theorem

Proof. PLS chooses the next target returns z such that

ug,j(z)+ L-d(z,2") <b. (63)
By Lemma[7)and the Lipschitz continuity, we have
ugj(2) + L-d(2,2") = Jy(mz) + L d(z,2") (64)
> Jy (7). (65)
Therefore, we obtained the desired theorem. O

J.2 Proof of Theorem 3]

Proof. We first define an one-step reachability operator with a certain margin ¢ € R as

ZY)=YU{z€ Z|32 €Y, J,(2') + ¢+ Ld(z', z) <b}. (66)
Then, we can obtain the following reachable set after [V iterations:
ZM(20) = Zc(Zc ... (Z¢(20)) .. ). (67)
———
N times

Here, the optimal target return z* in this paper can now be defined as
z* = argmax J,(7). (68)
z€Z(20)

Based on Theorem 1 in Sui et al. [49], it is guaranteed that 1) the safe exploration phase in PLS fully
expands the predicted safe set (with some margin () and 2) (-optimal target return vector z* exists
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within the safe set, after at most N; GP samples. Note that V; is defined as the smallest positive
integer satisfying

Ny G128 (Z0)| + 1)
agyNng,NT - <2

where C'; € Ry is a positive constant.

(69)

The following proof mostly follows from that of Theorem 2 in Sui et al. [49]], but there are differences
in how to construct the confidence intervals. Specifically, for the compatibility with Theorem|[I] we
cannot assume that the functions are endowed with reproducing kernel Hilbert space (RKHS), which
leads to a different bound in terms of optimality.

The reward maximization phase in PLS chooses the next sample using the upper confidence bound in
terms of reward within the fully expanded safe region. Thus, by the Cauchy-Schwarz inequality, we

have

2
N

N
2
> (e(mes) = Tolmz)) | SN0 (Jn(mas) = Jolms,)) (70)
Jj=1 j=1
By combining the above inequality with Lemma 8] we have

2

N
8
Tp(me) = Jp(mz,) Al v (71)
;( z Z ) log(1+u<> 2) )
16 N¢, Z|T12N?
= 5@2 lo ( | ) (72)
log(1+ vy *) 6A
Given Ny be the smallest positive integer /N such that
&N ( |Z|TI2N? >
4 : lo <¢, 73
\/Nlog(1+ur2) E\6a )= (73)
we then have
1
Ny S (Jr(mae) = J(m,)) < € (74)
j=1
The LHS of represents the average regret. Thus, there exists 2 € Z in the samples such that
Jr(mz) > Jp(mae) — €. O

K Experiment Details and Additional Results

K.1 Computational Resources

Our experiments were conducted in a workstation with Intel(R) Xeon(R) Silver 4316 CPUs@2.30GHz
and 1 NVIDIA A100-SXM4-80GB GPUs.

K.2 Hyperparameters

We use the OSRL libraryE] for implementing most of the baseline algorithm. We leverage the
default hyperparameters used in the OSRL library for the baselines. For CCAC, we use the authors’
implementatiorﬂ For baselines, we use Gaussian policies with mean vectors given as the outputs of
neural networks, and with variances that are separate learnable parameters. The policy networks and
Q networks for all experiments have two hidden layers with ReLU activation functions. The Kp, K
and K p are the PID parameters [47/] that control the Lagrangian multiplier for the Lagrangian-based
algorithms (i.e., BCQ-Lag and BEAR-Lag). We use the same 10° gradient steps and rollout length
which is the maximum episode length for CDT and baselines for fair comparison. Specifically, we set
the rollout length to 500 for Ant-Circle, 200 for Ant-Run, 300 for Car-Circle and Drone-Circle, 200
for Drone-Run, and 1000 for Velocity. The safe cost thresholds for baselines are 20 and 40 across all
the tasks. The hyperparameters used in the experiments are shown in Table 3]

https://github.com/liuzuxin/0SRL
7ht‘tps ://github. com/BU-DEPEND-Lab/CCAC
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Table 3: Hyperparameters for BCQ-Lag, BEAR-Lag, CPQ, COptiDICE, and CCAC.

Parameter BCQ-Lag BEAR-Lag CPQ COptiDICE CCAC
Actor hidden size [256, 256]
Critic hidden size [256, 256]
. . [512, 512,
VAE hidden size [400, 400] [400, 400] [400, 400] - 64,512, 512]

[Kp,Kr,Kp] [0.1, 0.003,0.001] [0.1,0.003, 0.001] - - -

. 512,
Batch size 512 512 512 512 2048 (Velocity)
Actor learning rate 1.0e-3 1.0e-3 1.0e-4 1.0e-4 1.0e-4
Critic learning rate 1.0e-3 1.0e-3 1.0e-3 1.0e-4 1.0e-3

Moreover, we will present hyperparameters specifically used for the CDT and PLS that are based on
return-conditioned supervised learning, in Table d] The experimental settings are same as the original
authors’ implementation of CDT.

Table 4: Hyperparameters common for CDT and PLS.

Parameter All tasks
Number of layers 3
Number of attention heads 8
Embedding dimension 128
Batch size 2048
Context length K 10
Learning rate 0.0001
Droupout 0.1
Adam betas (0.9, 0.999)
Grad norm clip 0.25

We now summarize the hyperparameters related to GPs in safe exploration and reward maximization
phases in PLS. We set the number of episodes for each policy evaluation as o = 20 for all tasks. We
use GPs with radial basis function (RBF) kernels: one for the reward and one for the safety cost. We
set the lengthscales of the reward as 50 for Bullet-Safety-Gym tasks and 100 for Safety-Gymnasium
Velocity tasks. The length-scales for the safety cost is set to be 5.0 for all tasks. While variances for
the reward are 1.0 for Bullet-Safety-Gym tasks and 100 for Safety-Gymnasium Velocity tasks, those
for the safety cost are 1.0 for all tasks. Finally, following Turchetta et al. [S1] or Sui et al. [49], we
set the Lipschitz constant L = 0.

Other important experimental settings include how to set a initial safe set Z; associated with
Assumption[7] Tables [5|and [6] summarize our experimental settings regarding the initial safe set of
target returns.

Table 5: Safe target return range (Z) for PLS (Bullet-Safety-Gym).
Parameter Ant-Circle  Ant-Run  Car-Circle Drone-Circle Drone-Run

Reward  [250,300] [700, 750] [400, 475] [700, 720] [400, 450]
Safety [0, 5] [0, 5] [0, 5] [0, 5] [0, 5]

K.3 Additional Experimental Results

We present additional experimental results for a different threshold b = 40 in Table [/} Note that,
as for PLS and CDT, the return-conditioned policy in Table[7]is same as that in Table[I] The only
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Table 6: Safe target return range (Z) for PLS (Safety-Gymnasimum Velocity).

Parameter Ant HalfCheetah Hopper Walker2d
Reward  [2000, 2300] [200,2300] [1200, 1500] [2000, 2400]
Safety [0, 5] [0, 5] [0, 5] [0, 5]

Table 7: Evaluation results for the case with the safety cost threshold 40. We computed the mean and
standard deviation by running each algorithm five times. Reward and cost are normalized; thus, the
normalized cost limit is 1.0. Bold: Safe agents whose normalized cost is smaller than 1. Red: Unsafe
agents. Blue: Safe agent with the highest reward.

Task Metric BCQ-Lag BEAR-Lag CPQ COptiDICE CDT CCAC PLS

Ant-Run Reward 1 0.76 £0.14  0.02+£0.02 0.02+0.01 0.63+£0.05 0.72+0.03 0.02=+0.01 0.70 £ 0.02
Safety cost | 2.34 +£0.61  0.05+0.03 0.00+0.00 0.56+034 1.10-£0.00 0.00=£0.00 0.54-+0.09
Ant-Circle Reward 1 078 £0.16  0.63+0.25 0.00+0.00 0.17+0.14 053+£0.00 0.62+0.14 0.55=+0.00
Safety cost | 2.54 +0.87 2.15+£138 0.00+0.00 250281 0.79+0.00 1.13-£044 0.82=+0.00
Car-Circle Reward 1 0.79+£0.10 0.84+0.09 0.73+0.03 049+0.04 0.80=+0.00 0.77+0.02 0.80+0.02
Safety cost |  1.58 £ 0.38 1754037  0.86 +0.04 1.44+0.72 099+0.05 0.86+0.04 0.93+0.06
Reward 1 0.68+0.12 0.87+0.09 0.194+0.10 0.69+0.02 0.60+0.03 0.57+0.00 0.62+0.04

Drone-Run

Safety cost |  2.34 +£0.64 3.04 £0.61 2414+034 1.64£0.10 0.89+£011 1.73£0.01 0.91=£0.09

Reward 1 092+0.05 0.78+0.06 -0.27+0.01 0.28+0.03 0.69+0.00 0.16+0.27 0.68 + 0.01
Safety cost | 231 +0.24  1.69+031 020+0.67 0.29+024 1.00£0.00 0.71+049 0.96 -+ 0.03

Reward 1 1.01 £0.01 -1.01£+0.00 -1.01£0.00 1.00+0.01 0.97+0.01 0.60=+0.39 0.99 =+ 0.00
Safety cost |  2.25+0.29  0.00 £0.00 0.00+0.00 335+0.74 0.81+044 0.68=+0.29 0.49+0.05

Walker2d Reward 1 0.78 £0.00 0914003 -0.01+0.00 0.13+£0.01 0.79+0.00 0.84+0.02 0.83=£0.00
-Velocity Safety cost|  0.30 £0.13  4.05+ 131 0.00+0.00 0.90+0.10 0.00+0.00 3.49+043 0.00+ 0.00

Drone-Circle

Ant-Velocity

HalfCheetah Reward 1 1.04+0.02 098 +£0.04 0.01+022 0.63+0.01 097 £0.03 0.85+001 1.00=+0.01
-Velocity Safety cost | 14.10 £3.46 634 +546 010+ 0.11 0.00 = 0.00 0.05+0.11 1.22+0.09 0.01 £ 0.00
Hopper Reward 1 085+0.19 0404021 023£0.00 0.05+0.07 0.67+0.03 0.60+0.17 0.84 £ 0.00

-Velocity Safety cost] 5304385 6.08+3.09 2754004 0.46+0.17 0.56+0.56 0.60+0.63 0.20 & 0.03

difference regarding PLS between Tables[T|and[7]is the target returns as a result of our target returns
optimization algorithm.

Observe that the experimental results in Table [7] exhibit similar tendency to those in Table[I] More
specifically, in both cases of b = 20 and b = 40, PLS is the only method that satisfies the safety
constraint in all tasks, while every baseline algorithm violates the safety constraint in at least one
task. Moreover, PLS obtains the highest reward return in most tasks, which demonstrates its higher
performance in terms of reward and safety.

In addition, we provide Figure 3]to show how our PLS explores target returns z. Please observe that
PLS guarantees safety in most of policy deployment. Moreover, even if safety constraint is violated,
PLS quickly recovers to meet the safety requirement.

K.4 Online Sample Efficiency

A key advantage of PLS is its sample efficiency during the online optimization phase. Unlike methods
that require fine-tuning a high-dimensional policy network, PLS only optimizes a two-dimensional
target return vector (R, G). This significantly reduces the number of required online interactions.
Our experiments show that PLS typically converges within at most 20 GP iterations. With 20 rollout
episodes per iteration for evaluation, this amounts to a total of approximately 400 online episodes, a
number substantially lower than what is typically required for standard policy fine-tuning.

To demonstrate this benefit, we compare PLS against two standard offline-to-online fine-tuning base-
lines: CDT-FT (S), which uses a small budget of 400 episodes, and CDT-FT (L), which uses a large
budget of 40, 000 episodes. As shown in Table[8] while standard fine-tuning can eventually achieve
comparable rewards, it incurs a substantial number of safety violations during the learning process.
In contrast, PLS achieves strong performance while maintaining safety throughout, highlighting its
suitability for safety-critical applications where online interactions are costly and risky.
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Figure 3: Experimental results on how our PLS ensures the satisfaction of the safety constraint while
obtaining new GP observations. Black dotted lines represent the normalized safety threshold.

Table 8: Comparison of PLS and fine-tuning (FT) baselines. PLS achieves comparable final perfor-
mance to CDT-FT but with significantly fewer safety violations during online adaptation.

Task Method Final Reward T  Final Safety Cost |  Safety Violations during Training |,
PLS 0.78 4+ 0.06 0.77 £ 0.10 3+2
Ant-Run CDT-FT (S) 0.75 £0.08 0.80 £0.12 125 + 20
CDT-FT (L) 0.80 4 0.02 0.90 +0.12 5368 4 490
PLS 0.41 £0.01 0.77 £0.05 2+1
Ant-Circle CDT-FT (S) 0.40 £+ 0.02 0.81 4+ 0.06 98 + 15
CDT-FT (L) 0.47 £ 0.00 1.23 £ 0.00 10051 + 1290
PLS 0.72 £0.01 0.88 = 0.09 442
Car-Circle CDT-FT (S) 0.71 £ 0.03 0.90 +0.11 110 + 18
CDT-FT (L) 0.73 £ 0.01 0.98 +0.12 16023 + 2309
PLS 0.59 4+ 0.00 0.50 +0.44 5+3
Drone-Run CDT-FT (S) 0.58 £0.02 0.55 £0.40 145 £ 25
CDT-FT (L) 0.59 4 0.00 0.82 4+ 0.05 2400 =+ 479
PLS 0.59 4 0.00 0.90 4 0.08 3+2
Drone-Circle CDT-FT (S) 0.59 £+ 0.01 0.92 4+ 0.09 85+ 14
CDT-FT (L) 0.60 4 0.00 0.37 +0.14 3080 + 2746
PLS 0.98 £ 0.00 0.82 £0.19 2+1
Ant-Vel CDT-FT (S) 0.97 +0.02 0.85 +0.21 130 £ 22
CDT-FT (L) 0.68 +0.34 0.97 4+ 0.00 17010 4 3589
PLS 0.79 4+ 0.00 0.00 £ 0.00 1+1
Walker2d-Vel CDT-FT (S) 0.75 £0.04 0.01 £0.01 95+ 19
CDT-FT (L) 0.80 £ 0.00 0.81 4+ 0.07 9810 £ 2830
PLS 0.99 £ 0.00 0.15+0.19 1+1
HalfCheetah-Vel CDT-FT (S) 0.98 4+ 0.02 0.18 +0.20 160 + 30
CDT-FT (L) 0.96 £0.03 0.03 £0.13 2801 £ 1828
PLS 0.83 £0.01 0.42 £0.10 2+2
Hopper-Vel CDT-FT (S) 0.82 +0.03 0.45+0.12 115 +24
CDT-FT (L) 0.84 £ 0.06 0.82 £0.26 12790 + 2589
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We clearly state the main claims of this paper in both the abstract and introduc-
tion. Especially, we write the “Our contributions” paragraph at the end of the introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: This paper discusses limitations in Section [§]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We explicitly list the assumptions in the main paper and then provide the full
and formal proofs in Appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provided the details of our experiments in the main paper and appendix.
Also, we submit the source code as supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the source code as a supplementary material. We do not use any
new data.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: This paper specifies all the training and test details in the main paper and
appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide the experimental results by computing mean and standard devia-
tions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: This paper provides information on computational resources in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: All the authors of this paper have carefully reviewed the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: This paper discusses broader impacts in Appendix [B]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

32


https://neurips.cc/public/EthicsGuidelines

11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks because we do not release models or datasets.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We properly mention the existing assets used in this paper.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: We do not use LLMs as an important, original, or non-standard component of
the core methods in this research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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