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Abstract
001

Graphical User Interfaces (GUIs) are central to our002

interaction with digital devices. Recently, grow-003

ing efforts have been made to build models for004

various GUI understanding tasks. However, these005

efforts largely overlook an important GUI-referring006

task: screen reading based on user-indicated points,007

which we name the Screen Point-and-Read (SPR)008

task. This task is predominantly handled by rigid009

accessible screen reading tools, in great need of010

new models driven by advancements in Multimodal011

Large Language Models (MLLMs). In this paper,012

we propose a Tree-of-Lens (ToL) agent, utilizing013

a novel ToL grounding mechanism, to address the014

SPR task. Based on the input point coordinate and015

the corresponding GUI screenshot, our ToL agent016

constructs a Hierarchical Layout Tree. Based on017

the tree, our ToL agent not only comprehends the018

content of the indicated area but also articulates the019

layout and spatial relationships between elements.020

Such layout information is crucial for accurately021

interpreting information on the screen, distinguish-022

ing our ToL agent from other screen reading tools.023

We also thoroughly evaluate the ToL agent against024

other baselines on a newly proposed SPR bench-025

mark, which includes GUIs from mobile, web, and026

operating systems. Last but not least, we test the027

ToL agent on mobile GUI navigation tasks, demon-028

strating its utility in identifying incorrect actions029

along the path of agent execution trajectories. Code030

and data will be released.031

1 Introduction032

Graphical User Interfaces (GUIs), dominate our033

digital interactions with visually rich screenshots034

featuring colors, icons, texts, and spatial layouts.035

Recognizing that screenshots are more accessi-036

ble and intuitive for depicting visual cues, there037
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Figure 1: Our ToL agent describes the region on the
screenshot indicated by a user’s point. Distinguished
from other screen reading tools, our ToL agent can out-
put layout-aware descriptions for points anywhere on
the screen.

are growing efforts to build AI agents to inter- 038

pret GUIs visually (Shaw et al., 2023; Deng et al., 039

2023; Cheng et al., 2024; Hong et al., 2023; You 040

et al., 2024). Existing works, however, overlook the 041

point-based screen reading task, where the input 042

is the coordinate of a user’s indicated point on the 043

screen and the corresponding screenshot, and the 044

output is a descriptive interpretation of the screen 045

region pointed. This task is critical for accessible 046

technology, providing valuable assistance to users 047

with visual impairments and we refer to such a task 048

as the Screen Point-and-Read (SPR) task. 049

Aiming to solve the SPR task, we introduce the 050

Tree-of-Lens (ToL) agent. Taking advantage of the 051

generalizability of the advanced Multimodal Large 052
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Language Models (MLLMs), the ToL agent is built053

for GUIs screenshots across domains with a point054

anywhere on the screen as input. The output from055

the ToL agent is natural language descriptions for056

both the content of the indicated region and the re-057

lated information about the screen layout, as shown058

in Figure 1. Especially, we find that it is critical059

to articulate the layout between elements in the060

screenshot for users to gain a comprehensive under-061

standing of the interface and avoid ambiguity. For062

example, with only content description, one can-063

not distinguish the two identical “Tumbler pack"064

shown in Figure 1.065

Our ToL agent employs a ToL grounding mech-066

anism, constructing a Hierarchical Layout Tree for067

each input screenshot to depict its underlying struc-068

ture. The nodes in the tree represent regions of069

varying scales. We build this tree using an object070

detection model trained on our newly collected An-071

droid Screen Hierarchical Layout (ASHL) dataset,072

which contains 50k bounding boxes of hierarchi-073

cal screen regions from Android screenshots. This074

model enables an automatic extraction of local and075

global regions, forming the Hierarchical Layout076

Tree. After constructing the tree, we extract the tar-077

get path based on the region of interest, producing078

lenses as visual prompts for the MLLM, simulating079

a human-like, gradually refined focus.080

To rigorously evaluate our ToL agent against081

other baselines, we introduce the Screen Point-and-082

Read (SPR) benchmark with the SPR task that re-083

quires the model to generate descriptions based on084

user-indicated points. This benchmark consists of085

650 screenshots from web, mobile, and operating086

system GUIs, manually annotated with 1,500 target087

points and regions. With the SPR benchmark, we088

show that our ToL agent achieves the best perfor-089

mance compared with the baselines of other general090

and GUI-specialized MLLMs, with over 15% and091

30% improvements respectively in terms of the ac-092

curacy of content and layout descriptions compared093

with vanilla text-prompting GPT-4o.094

In addition, we also test our ToL agent with tra-095

jectories from a mobile GUI navigation agent. By096

applying ToL agent to describe the point of each097

action taken in the trajectory, we demonstrate its098

utility in identifying incorrect actions along the ex-099

ecution path. This capability is pivotal for refining100

the development of mobile agents, as it provides101

clear, actionable feedback on navigation decisions.102

This application not only validates the ToL agent’s103

effectiveness but also opens up possibilities for104

strengthening the performance of mobile agents 105

with sophisticated, layout-aware GUI understand- 106

ing capabilities. 107

In conclusion, the contributions of our paper are 108

as follows: 109

• We develop the Tree-of-Lens (ToL) ground- 110

ing method and build the ToL agent that gener- 111

ates descriptions that effectively combine both 112

content and layout information of the pointed 113

screen regions. 114

• We propose the Hierarchical Layout Tree to 115

represent the underlying hierarchical structure 116

of the screenshot. We collect the Android 117

Screen Hierarchical Layout dataset and train a 118

model to build the Hierarchical Layout Tree. 119

• We introduce the Screen Point-and-Read 120

benchmark, which specifically challenges the 121

model to produce accurate descriptions that 122

include both content and layout details. 123

• We rigorously test the ToL agent on the Screen 124

Point-and-Read benchmark and we demon- 125

strate its ability to accurately identify incor- 126

rect actions in mobile navigation trajectories. 127

2 Related Works 128

MLLMs for GUI Understanding Recent ad- 129

vancements in Multimodal Large Language Models 130

(MLLMs) have led to arising a series of highly ca- 131

pable generalist models (Liu et al., 2024b; Chen 132

et al., 2023; Ye et al., 2023; Dai et al., 2023; 133

Bai et al., 2023; Liu et al., 2024a). Spurred by 134

the strong general capability of MLLMs, recent 135

works have been focused on utilizing and improv- 136

ing MLLMs for GUI tasks. Some focus mainly on 137

a specific GUI task such as GUI navigation (Wang 138

et al., 2024; Yang et al., 2023b; Zheng et al., 2024), 139

GUI referring expression comprehension (Cheng 140

et al., 2024), while some aim at a set of GUI ground- 141

ing and referring tasks simultaneously, such as Co- 142

gAgent (Hong et al., 2023), which is Multi-task 143

Fine-tuned on CogVLM (Wang et al., 2023), and 144

Ferret-UI (You et al., 2024), ensuing Ferret (You 145

et al., 2023; Zhang et al., 2024), tailored for GUI 146

domain. In our work, we focus on the Screen Point- 147

and-Read (SPR) task, a referring task in which 148

inputs are point locations on the screen with the 149

corresponding screenshots, and develop a specific 150

benchmark to evaluate the model’s performance in 151
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Figure 2: Pipeline of the Tree-of-Lens agent. The Hierarchical Layout Tree is first constructed based on detected
global and local regions from the input screenshot. Then, a set of hierarchical lenses with various field widths is
generated from the tree and sent as visual prompts to GPT-4o to generate the content and layout descriptions.

such tasks. Also, inspired by big challenges that152

MLLMs are facing in understanding images with153

complex layout information (Fan et al., 2024), we154

propose the Tree-of-Lens (ToL) agent that gener-155

ates layout-aware description, which distinguishes156

from all other GUI agents with GUI referring abil-157

ity.158

Chain-of-Thoughts for Vision The Chain of159

Thoughts (CoT) (Wei et al., 2022) methodology in160

natural language processing (NLP) has spurred vari-161

ous inspiring ideas in this direction. (Creswell et al.,162

2022) applied it to interpretable logical reasoning,163

(Zhou et al., 2022) improved methods for break-164

ing down complex problems, (Wang et al., 2022)165

focused on enhancing the "exploring-selecting"166

mechanism in reasoning path, and (Yao et al., 2024;167

Besta et al., 2024) brought in more sophisticated168

patterns for reasoning. To embrace CoT in the169

vision area, Xi et al. (2023) uses Chain-of-Look170

prompting for surgical scene understanding to learn171

rich semantics from surgical endoscopic videos. In172

comparison, Chen et al. (2024) designated an it-173

erative step-by-step reasoning manner for VQA174

problem, letting MLLMs "See-Think-Confirm" to175

generate a better rationale for the decided answer.176

Recently, Shao et al. (2024) proposed a multi-turn177

processing pipeline that dynamically focuses on178

visual inputs and provides interpretable thoughts.179

Moving along with the direction, we aim to facil-180

itate MLLMs on the GUI referring task by gener-181

ating a chain of lenses with varying field widths,182

ranging from fine-grained to coarse views. The183

chain of lenses demonstrates the hierarchical lay-184

out of the GUI, simulating a human-like sequence185

of attention, improving MLLMs on producing ro-186

bust and accurate descriptions with the content and187

layout information regarding the target point input188

in the accessible screen reading task. 189

3 Tree-of-Lens Agent 190

3.1 Task Definition 191

We aim to develop an agent to interpret designated 192

regions on GUIs indicated by points, which we 193

refer to as the Screen Point-and-Read (SPR) task. 194

This agent needs to process input consisting of 195

a screenshot Si and a point coordinate Pi on the 196

screen, where the point represents a region of the 197

user’s interest. Two target outputs are language de- 198

scriptions D̂c
i for the content of the targeted region 199

and D̂l
i for the layout information of the screen 200

related to the targeted region. 201

3.2 Method Overview 202

Targeting the SPR task, we propose the Tree-of- 203

Lens (ToL) agent equipped with the ToL grounding 204

mechanism, as shown in Figure 2. Since our agent 205

relies on the pure visual modality of the GUI and 206

leverages the strong visual referring capabilities of 207

MLLMs, such as GPT-4o, it can effectively read 208

anywhere pointed on screens from any domain, 209

including but not limited to web, mobile, and oper- 210

ating systems. 211

The three distinct design goals distinguish our 212

LoT agent from previous models. First, our LoT 213

agent outputs rich, natural language descriptions 214

rather than fixed template descriptions from acces- 215

sible screen reading tools such as VoiceOver1. Sec- 216

ond, it can handle any point location on the screen 217

as input by dynamically detecting the pointed re- 218

gion, which might be as small as an icon or a 219

broader area, such as a full-screen window. Last 220

but not least, the descriptions generated by our 221

agent encompass both the content and layout per- 222

1 https://support.apple.com/guide/voiceover/welcome/mac
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spectives, detailing the targeted region’s function223

and position within the GUI’s layout.224

3.3 Hierarchical Layout Tree Construction225

Hierarchical Layout Tree The layout of the GUI226

screenshot usually features an inherent hierarchy227

decided by GUI source codes. We propose the Hier-228

archical Layout Tree to represent this hierarchical229

structure. This tree structure corresponds to each230

screenshot, with each node representing a square231

region within the GUI screenshot. Instead of using232

varied depths of tree structures from the underlying233

source codes of GUIs, for simplicity, the proposed234

Hierarchical Layout Tree has a fixed 3-layer depth235

for every GUI screenshot, with nodes in each layer236

representing regions of varied hierarchies. The top237

layer node represents the whole screenshot. The238

middle layer nodes represent global regions, which239

encompass larger, comprehensive areas that include240

multiple related elements, such as panels or groups241

of controls, forming significant parts of the user242

interface. The leaf nodes represent local regions,243

referring to smaller, more specific areas, typically244

denoting individual interactive elements like but-245

tons, text fields, and icons.246

Model and tree construction pipeline In order247

to extract the Hierarchical Layout Tree that depicts248

the hierarchical layout of screenshots without re-249

lying on such structured text modality, we train250

a GUI region detection model to detect the local251

and global regions for each GUI screenshot, then252

construct the Hierarchical Layout Trees accord-253

ingly. The GUI region detection model is fine-254

tuned on the DINO detection model with ResNet-255

50 backbone (Zhang et al., 2022; Chen et al., 2019).256

Once the regions are detected, we construct the257

Hierarchical Layout Tree, where each predicted258

global region serves as a node connected to one259

or more leaves representing the predicted local260

regions. The connection between global and lo-261

cal regions is determined by the highest IoU be-262

tween the local and global regions, where for a263

predicted local region R̂i, its parent global region264

is R̂j , j = ArgMaxjIoU(Ri, Rj).265

Android Screen Hierarchical Layout dataset266

To train a detection model for the Hierarchical Lay-267

out Tree, we build a dataset named the Android268

Screen Hierarchical Layout (ASHL) dataset, fea-269

turing screenshots and bounding boxes labeled as270

either global or local regions. There are around 52k271
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Figure 3: Example of the lenses generated from the
Hierarchical Layout Tree based on a point coordinate.
Lens 2 can be seen as a zooming-out from Lens 1. ToL
agent’s corresponding output is in Appendix A.

bounding boxes from 2,180 screenshots, spanning 272

all 18 different Android applications. 273

The dataset collection process is fully auto- 274

mated based on the MagicWand simulator (Ding 275

et al.), where we first sample screenshots along 276

with their corresponding source codes based on 277

pre-recorded actions of humans navigating dif- 278

ferent Android applications. Then, we extract 279

GUI regions Ri from the source codes with pre- 280

defined coordinates to become nodes and leaves 281

in a tree structure. The parent-child relationships 282

Parent-Child(Ri, Rj)establish = 1 are also inher- 283

ent directly from the code. Next, we refine the tree 284

by pruning branches corresponding to non-visible 285

regions and merging connected nodes with an In- 286

tersection Over Union (IoU) greater than 0.9 to a 287

single node, representing the region Ri+j , where 288

Ri+j = Max(Ri, Rj), 289

if IoU(Ri, Rj) > 0.9 290

& Parent-Child(Ri, Rj) == 1. (1) 291

Notably, we find that the merged connected nodes 292

Ri+j often indicate regions having united seman- 293

tic contents due to their multiple code attributes. 294

Therefore, we further label those merged nodes 295

with more than one leaf as global regions and the 296

corresponding leaves as local regions: 297

Global Regions = 298

{Ri+j |len(Leaf(Ri+j)) > 1} (2) 299

Local Regions = 300

{Leaf(Ri+j)|len(Leaf(Ri+j)) > 1}, (3) 301

where Leaf(Ri) outputs all the leaves in the tree 302

tracing down from the node of region Ri. 303
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3.4 Target Path Selection and Multi-lens304

Prompting305

Based on the constructed Hierarchical Layout Tree,306

we next select a target path from the tree and gen-307

erate a series of image prompts with annotations308

based on the input screenshot Si and point Pi. The309

image series represents different "lenses" with vary-310

ing field widths and becomes the visual prompt for311

the MLLM, GPT-4o, which we refer to as Multi-312

lense prompting.313

The process first identifies the smallest local re-314

gion that contains the input point. Then the con-315

nected parent global region is extracted from the316

Hierarchical Layout Tree2. We next curate two317

lenses in a sequence that visually articulates this318

hierarchical relationship from a fine-grained to a319

coarse view: the first lens shows only the global320

region from the screenshot while marking the local321

region with a colored bounding box labeled ‘1’, the322

target point with a semi-transparent red dot; the323

second lens includes the complete input screenshot324

and marks the global region with another bounding325

box labeled ‘2’. Figure 3 shows an example.326

Then a Multi-lens Prompting method is adopted,327

where the curated set of lenses is sent to GPT-4o328

with a text prompt which includes the text coordi-329

nate of the target point. Some specific instructions330

are also included in the prompt, asking, "Explain331

where box 1 is in relation to box 2 and where box332

2 is located on the overall screen." In this way, we333

provide clear visual cues that facilitate the GPT-334

4o to generate detailed descriptions that reflect the335

GUI’s content and layout. For more details about336

the prompt used, please refer to Appendix C.337

4 Screen Point-and-Read Benchmark338

4.1 Overview339

We introduce the Screen Point-and-Read (SPR)340

benchmark to rigorously evaluate our ToL agent on341

the SPR task, where descriptions are required based342

on user-indicated points on screenshots. As shown343

in Table 1, this benchmark covers a diverse domain344

of GUIs with a total 650 screenshots. Each screen-345

shot is annotated with an average of around 2 target346

points and their corresponding local regions on the347

screenshot. Figure 4i illustrates the normalized co-348

ordinates of target points Pi in the SPR benchmark,349

demonstrating thorough and comprehensive cover-350

2 In some rare cases, the input point is outside all local regions,
we treat the global regions as local regions in this process and
the parent of the global region is the full screenshot.

(i) (ii)

Figure 4: (i) shows the normalized locations of target
points Pi in the input screenshot Si. (ii) shows dis-
tributions of the area of local regions Ri in our SPR
benchmark.

Domain Screenshots Target Points Local Regions

Web 199 500 500
Mobile 201 500 500
Operating System 250 500 500
Total 650 1,500 1,500

Table 1: Key Statistics of the SPR Benchmark

age of every location on the screen. The regions 351

included have various content, and their area ranges 352

from 1% to over 50% of the screen, as shown in 353

Figure 4ii. 354

4.2 Data Collection 355

We first gather mobile and web screenshots from 356

Screenspot (Cheng et al., 2024) and operating sys- 357

tem screenshot from the data explorer videos3 of 358

OSWorld (Xie et al., 2024). Then we randomly 359

generate 3 or 4 candidates of the target point Pi for 360

each screenshot. Then, to maximize the variety of 361

the region indicated by points, we hire 3 students to 362

check these candidate points, where they assess all 363

the candidate points on each screenshot and remove 364

those that represent duplicated regions. Then, the 365

remaining points are regarded as the target point 366

Pi, and the annotators draw the bounding boxes 367

of the corresponding local regions Ri. After the 368

annotation, scripts were used to spot errors, such as 369

ensuring that local regions Ri included Pi inside. 370

The annotated data is then manually examined by 371

authors to ensure quality. 372

4.3 Evaluation 373

The SPR benchmark evaluates both the accuracy 374

of the generated content description D̂c and the 375

generated layout description D̂l. Since there is 376

no ground truth for the generated descriptions, we 377

3 https://os-world.github.io/explorer.html
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involve human evaluations and also propose auto-378

mated cycle consistency evaluations inspired by the379

two-agent evaluation in Padmakumar et al. (2022);380

Fan et al. (2023).381

Human evaluation We conduct surveys with hu-382

man judges to assess the quality of the generated383

descriptions. Each survey presents a screenshot384

with an indicated point, accompanied by descrip-385

tions from different screen readers. The judges are386

asked to rate these descriptions based on three cri-387

teria: how well they describe the content, how well388

they articulate the layout, and their overall prefer-389

ence. Each question had four options, ranging from390

"very well" to "not at all," which we numerically391

mapped to accuracy scores of 100%, 66%, 33%,392

and 0%, respectively.393

Cycle consistency evaluation In order to eval-394

uate screen reader models automatically, we pro-395

pose the cycle consistency evaluation. The outputs396

(D̂c, D̂l) from the screen-reader are each used as397

the input for an auxiliary model tasked with spe-398

cific validation tasks, with the alternative model’s399

performance indicating the quality of the screen-400

reader’s descriptions.401

Specifically, to evaluate content accuracy, GPT-402

4o serves as the auxiliary model, performing a403

multi-choice selection task. This alternative model404

is asked to select one from the multi-choice candi-405

dates based on the predicted descriptions D̂c. The406

candidates are four screenshots of different GUI407

regions cropped based on human annotation, with408

only one targeted region409

Multi-choice question = Q (4)410

Multi-choice candidates(Si, Pi, D̂c
i)411

= {Crop(Skj , Rkj )|j ∈ [0, 4],412

k0 = i, k1, k2, k3 ∈ N}, (5)413

where Q is the fixed question and Crop(Si, Ri)414

means the screenshot Si cropped at the region Ri.415

For layout description accuracy, we design an-416

other multi-choice selection task for the auxiliary417

model, GPT-4-turbo. This multi-choice selection418

task requires the auxiliary model to select the posi-419

tional relationship of two regions indicated by Pi420

and Pi′) based on corresponding generated layout421

descriptions D̂l
i and D̂l

i′ . Pi′ , the reference point,422

is manually annotated to represent a region Ri′ that423

does not overlap with the local region of the tar-424

get point Ri on the same screen Si, especially for425

the evaluation of the layout description accuracy.4 426

The multi-choice selection task presented to the 427

auxiliary model is 428

Multi-choice question = Qgen(D̂l
i, D̂l

i′) (6) 429

Multi-choice candidates = C, (7) 430

where Qgen is a question template that needs to be 431

filled with the layout descriptions generated, and 432

C are some fixed choices provided such as ‘upper,’ 433

‘lower,’ ‘left,’ etc. Based on the ground truth loca- 434

tion of Ri and Ri′ , we calculate the accuracy of the 435

choices made by the auxiliary model, which indi- 436

cates the screen reader’s proficiency in describing 437

the layout. 438

5 Experiments 439

Baselines We adopt several baselines, including 440

generalist MLLMs: the proprietary GPT-4o (Ope- 441

nAI, 2024) and the open-source LlaVA-NeXT (Liu 442

et al., 2024a). We also test the CogAgent (Hong 443

et al., 2023), a MLLM specifically tuned for GUI 444

tasks. The inputs for baselines are the text prompt 445

with the input point coordinate Pi and the screen- 446

shot Si. We keep prompts for baselines in the same 447

style as the ToL agent, expect that we have to sim- 448

plify it for CogAgent as we find it necessary for Co- 449

gAgent to follow the instructions. Detailed prompt 450

design is shown in Appendix C. 451

Training We divide the ASHL dataset into 90 452

% training and 10% evaluation sets for the GUI 453

region detection model training process. Training 454

is performed on four NVIDIA A6000 GPUs with 455

a batch size of 8, spanning 90 epochs. The opti- 456

mized model demonstrated excellent performance, 457

achieving an Average Precision (AP) of 94.1% and 458

an Average Recall (AR) of 95.9%. 459

5.1 Main Results 460

We evaluate our ToL agent against three baselines 461

on the SPR benchmark as shown in Table 2. The 462

results are consistent across both human evaluation 463

and automatic cycle consistency evaluation, show- 464

ing that our ToL agent achieves the best perfor- 465

mance in terms of content and layout description 466

accuracy. Notably, our ToL agent demonstrates 467

over a 15% improvement compared to the GPT-4o 468

4 There are in total 1,117 target points Pi are accompanied by
a manually selected reference point Pi′ , due to Ri is taking
most area of the full screen.
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Avg. Len. Human evaluation (%) Cycle consistency evaluation (%) Language Similarity
Content Layout Overall Content Acc Layout Acc BERTScore ROUGE

LlaVA-NeXT 51.95 21.69 9.59 21.19 25.43 7.20 85.18 16.52
CogAgent 30.69 22.18 13.33 20.62 25.86 8.00 82.31 15.49
GPT-4o 34.44 32.73 28.12 30.88 35.10 21.87 85.76 15.08
ToL Agent 38.37 41.82 33.42 41.63 74.96 39.67 86.73 19.47

Table 2: Main results. We evaluate our ToL agent against three other baselines with the human evaluation and cycle
consistency evaluation of our SPR benchmark. Additionally, we compare the generated content descriptions with
human verified content descriptions using language similarity scores. The results show that the ToL agent achieves
the best performance.

Content
Acc

Layout
Acc

ToL Agent 75.0 39.7
+ w/o multi-lens visual prompt 71.2 (-3.8) 37.7 (-2.0)
+ w/o target point mark 65.6 (-9.4) 37.6 (-2.1)
+ w/o local & global regions marks 35.1 (-29.9) 21.9 (-18.6)

Table 3: Ablation results. We gradually refine the abla-
tion to exclude various processes in our ToL grounding
mechanism for ToL agent on the SPR benchmark. The
results show the effectiveness of various components.

model. Furthermore, the overall scores from the hu-469

man evaluation indicate that descriptions generated470

by our ToL agent are the most favorable. Interest-471

ingly, although the results show that the CogAgent472

performs slightly worse than LlaVA-NeXT in terms473

of the content and layout description accuracy, the474

overall scores from human judges slightly prefer475

LlaVA-NeXT. We believe this preference is due476

to the LlaVA-NeXT model’s tendency to produce477

longer descriptions with more information about478

the screen, creating a more comprehensive feel.479

Additionally, we leverage language similarity480

scores, including BERTScore and ROUGE-L, to481

compare the generated content descriptions with482

human-verified descriptions. These descriptions483

are captions generated using GPT-4V with the di-484

rect input of Crop(Si, Ri), and we manually ex-485

amined and corrected mistakes. We observe that486

the overall trend from the language similarity eval-487

uation results matches the content evaluation re-488

sults from human and cycle consistency evalua-489

tions. However, the differences in language simi-490

larity scores between models are relatively indis-491

tinguishable. We believe this is because the cap-492

tions are more comprehensive, sometimes redun-493

dant, whereas the screen reading output is more494

focused on delivering the key features of the con-495

tent to help users understand it.496

Content Acc Layout Acc
Human 92.8 70.3
ToL Agent 72.5 (-20.3) 41.3 (-29.0)
ToL w/ GT local regions 85.5 (-7.3) 44.3 (-26.0)
ToL w/ GT global regions 88.2 (-4.6) 46.6 (-23.7)
ToL w/ GT global local regions 89.5 (-3.3) 48.2 (-22.1)

Table 4: Bottleneck analysis. Replacing local and global
regions with GT annotations mainly improves content
description accuracy, indicating rooms of improvements
for both the GUI region generation process and the
MLLM leveraged.

5.2 Ablation Study 497

Effectiveness analysis To assess the effective- 498

ness of the ToL design, we conduct an ablation 499

study where we progressively refine the ablation 500

to exclude key design components and evaluate 501

these ablated versions on our SPR benchmark us- 502

ing the cycle consistency evaluation, as shown in 503

Table 3. First, we modify our ToL agent to ex- 504

clude the multi-lens visual prompting. This change 505

necessitates annotating bounding boxes for the lo- 506

cal region, global region, and the target point on 507

the complete screenshot as a single visual prompt. 508

Then we further remove the red dot mark from 509

the visual prompt, resulting in a design similar to 510

the Set-of-Mark (SoM) prompting method (Yang 511

et al., 2023a). As a result, these changes lead in per- 512

formance degradation in both content and layout 513

description accuracy, indicating the effectiveness 514

of our visual prompting strategies. Finally, we ab- 515

late the input visual prompt to remove marks of 516

local and global regions that we extract from our 517

Hierarchical Layout Tree. This drastic modifica- 518

tion results in a significant decrease in performance, 519

underscoring the importance of our Hierarchical 520

Layout Tree in the of the ToL design. 521

Bottleneck analysis To examine the bottlenecks 522

in our ToL agent, we replace the local and global re- 523

gions generated from the Hierarchical Layout Tree 524

7



Len 2

Len 1 Input: Global region, Local 
Region, Click point

Question: (1) what is this? (2)
where it is located in the 
screen?

Input: Historical actions and 
regions, Instruction, current 
region

Question: Should the agent 
proceed?

Action validation output:

Step 2: Action validation output:

Response: (1) This is a 
settings icon, which 
commonly indicates 
access to system settings 
…… (2) This icon is 
located in the upper-right 
corner within a larger 
interface that appears to 
be a user profile page……

Analysis of Mobile Agent to follow “Tap Settings” in the second step of 
pausing historial track in Youtube App

 

Analysis:  "The 'Current region' description aligns with the 
'Instruction' given, which is to tap Settings. The icon indicated in 
the 'Current region' is a settings icon, ……
Answer: YES

1. Click,     , 

…

History: 

Current:

The current goal is to {Task Goal} 
Based on given info, should the agent proceed?

Actions, Target, 
point, Screenshot:

1.

…

2. 
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t. t. Click,       , 

3. Click,     , 
2. Click,     , 

,
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Action validation output:
 

Analysis:  "The 'Current region' description 
aligns with the 'Instruction' given, which is to 
tap Settings. The icon indicated in the 'Current 
region' is a settings icon, ……
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…

History: 
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Screenshots:
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Figure 5: Pipeline of employing our ToL agent in verifying the actions from a mobile navigation agent.

with human annotations, considered as the ground525

truth (GT). We also assess human performance by526

having human annotators write both content and527

layout descriptions manually. Due to the high cost528

of human efforts, we conduct experiments on a529

20% random sample of the SPR benchmark. As530

shown in Table 4, substituting either GT local re-531

gions or GT global regions significantly close the532

gap toward human performance in the ToL agent’s533

accuracy of content descriptions. However, for lay-534

out descriptions, the gap remains, indicating that535

the MLLM we leverage is the bottleneck in this as-536

pect. This finding aligns with the conclusion from537

(Fan et al., 2024), which highlights that current538

MLLMs face significant challenges in understand-539

ing the layout of multipanel images.540

5.3 Broader Application: Verification of541

Mobile Navigation Agent Actions542

In this section, we demonstrate how our ToL agent543

helps identify incorrect actions for a mobile navi-544

gation agent, MagicWonder, on MagicWand plat-545

form(Ding et al.). Driven by a specific task goal,546

such as "connect to Wifi in settings", MagicWonder547

can generate actions to interact with a live mobile548

screen and save the detailed information for each549

step along its execution trajectory. More details550

are provided in Appendix D.1. To incoorporate our551

ToL agent with the verification purpose, we design552

a simple pipeline. As shown in Figure 5, the layout553

and content descriptions are generated by our ToL554

agent for each action point and sent to the GPT-4-555

Turbo model. The GPT-4-Turbo model, based on556

the task goal, instructions, and descriptions from557

ToL agent, decides whether the last action from the558

MagicWonder is correct or not.559

Data sampling We select 52 mobile agent tra-560

jectories with specific task goals from instruction-561

guided executions on MagicWand platformDing562

et al., with more details in Appendix D.2. Each563

trajectory consists of multiple execution steps trig-564

gered by distinct actions, resulting in a total action565

number of 209. We hire two students to annotate566

Predicted as TP/FP RateCorrect Incorrect
Correct Action 100.2±2.0 8.8 ±2.0 92% ±0.02

Incorrect Action 61.9 ±2.9 36.1 ±2.9 38% ±0.03

Table 5: Results of leveraging the ToL agent to verify
actions from a mobile navigation agent. "Predicted as"
column shows the number of predicted actions. True
positive and false positive rate are shown on the right
most column calculated from the data on the left

incorrect actions in the chosen trajectories to get 567

the ground truth labels. 568

Result We perform 10 end-to-end evaluations 569

and present the mean value and standard deviation 570

in Table 5. Despite minor fluctuations, while 92% 571

correct actions can be stably recognized, about 38% 572

incorrect actions can be identified. This reveals that 573

incorporating the description from the ToL agent 574

can significantly and robustly improve mobile nav- 575

igation agents’ capability. Our ToL agent can also 576

identify particularly tricky challenges faced by mo- 577

bile navigation agents during execution. One no- 578

table issue is the "execution loop," where agents 579

repeatedly take actions on the same or similar re- 580

gions without making progress. Our results show 581

that for all 20 incorrect actions fall into this cate- 582

gory, 44% ± 0.04 can be successfully detected. 583

6 Conclusion and Discussion 584

In this work, we propose a novel Tree-of-Lens 585

(ToL) grounding method and build a ToL agent 586

for the Screen Point-and-Read (SPR) task, an im- 587

portant screen referring task. Our ToL agent out- 588

puts layout-aware descriptions for pointed regions 589

on screenshots. With our newly proposed Screen 590

Point-and-Read (SPR) benchmark, we show that 591

our ToL agent outperforms all other baselines in 592

terms of content and layout description accuracy, 593

demonstrating great potential to improve accessi- 594

bility of digital devices for visually impaired users. 595

We also apply the ToL agent to identify incorrect 596

actions in the execution trajectories of a mobile 597

navigation agent, achieving promising results. 598
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7 Limitations599

In this work, we propose a novel Tree-of-Lens600

(ToL) agent for the Screen Point-and-Read (SPR)601

task. Leveraging GPT4-o to generate content and602

layout descriptions allows us to set up the pipeline603

quickly and validate ToL’s effectiveness in a short604

time period. However, the accumulated server de-605

lay in requesting GPT4-o services has occupied606

more than 80% of end-to-end evaluation, not to607

mention the high expense accompanying, which608

is a non-trivial issue for real-world applications.609

Thus, a more efficient and locally hosted model610

has to be given out in place of GPT-4o. More-611

over, since our ToL agent leverages MLLM to612

generate descriptions, there are potential risks that613

the generated descriptions from the MLLM could614

contain harmful contents. Therefore more post-615

processing strategy might be needed. Last but not616

least, another critical challenge is balancing ap-617

plication efficiency with improved semantic repre-618

sentation, thereby enabling on-device support and619

further expanding ToL’s application areas. Our cur-620

rent work is limited for research purpose and more621

application-wise exploration is pending.622
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A Example outputs of the ToL Agent806

For each GUI domain, we show one example of807

the output of our ToL agent along with the lenses808

generated. We do not deliberately cherry pick the809

best case, but show examples with both strong and810

weak performances. An example for the operation811

system domain is shown in Figure 6. An example812

for the mobile domain is shown in Figure 7. An813

example for the web domain is shown in Figure 8.814

B Examples of the Cycle Consistency815

Evaluation816

We select one result of our cycle consistency evalu-817

ation for the content description and show it in Fig-818

ure 9. The left four images come from the cropped819

areas from different GUI screens, with only one820

of which matches the description in the prompt on821

the right side. As shown, GPT4-o can successfully822

choose the correct option in the "Answer" field and823

give its reasoning in the "Analysis" field.824

For cycle consistency evaluation regarding the825

layout description, the question contains the gen-826

erated layout descriptions from models. We let827

GPT-4o choose one option from predefined 9 rela-828

tive positions together with its analysis, referring829

to the layout evaluation output in Figure 11. The830

ground truth is provided with script based on the hu-831

man annotated local regions for the target point and832

reference point. The ground truth is also checked833

by human.834

Prompt used by LlaVA-NEXT and GPT-4o For835

the baseline models, LlaVA-NEXT and GPT-4o836

share the same prompting template as shown in837

Figure 14.838

Prompt used by CogAgent In order to drive Co-839

gAgent to follow instructions, a simplified prompt-840

ing template is applied, as shown in Figure 15.841

C Text Prompt templates842

We show the templates of text prompts we used for843

different MLLMs. We substitute the {{x}},{{y}}844

with the normalized coordinate of the input point.845

Prompt used by ToL agent For our ToL agent,846

we use the text prompt template shown in Figure847

13 for GPT-4o.848

D Mobile Navigation Action Verification 849

D.1 Example 850

Figure 16 illustrates one action verification case in 851

our experiment: MagicWonder is asked to accom- 852

plish "pause historical track in Youtube App". Len 853

1 and Len 2 show the agent was attempting to click 854

the "Setting" icon by giving the instruction "Tap 855

Settings" at the second step along the execution tra- 856

jectory. The first step in action varification is to get 857

the response from ToL Agent that describes Len 1 858

and Len 2 correctly with more detailed application 859

contexts. Using this information, GPT-4o could 860

correctly judge whether this action on the screen 861

was in accordance with the given instruction. 862

D.2 Sample Strategy of Mobile Navigation 863

Action Execution Trajectory 864

MagicWand simulator can launch mobile agents 865

to take action on devices under the guidance of a 866

series of instructions. The corresponding runtime 867

GUI context, like GUI screenshot, actionable re- 868

gions, instructions for each step and action details, 869

are saved into a self-descriptive JSON format. We 870

deliberately choose the instructions from WeWeb 871

dataset (Ding et al.) having few overlapping with 872

our ASHL dataset. After execution on MagicWand, 873

we chose those trajectories with task completion 874

rate less than 50% to evaluate whether ToL infor- 875

mation was accurate enough. The selected trajec- 876

tories cover 11 Android applications from 8 ap- 877

plication domains, where the chosen applications 878

include SYSTEM, Entertainment, Education, Food 879

& Drinks, Communication, Shopping, News, Maps 880

& Navigation. The chosen Android apps include 881

Messenger, Google Maps, YouTube, Settings, Qui- 882

zlet, FlipBoard, McDonalds, eBay, Google Chat, 883

Here WeGo, DoorDash. 884

D.3 Action verification Pipeline Details 885

As shown in Figure 5, a set of navigation actions, 886

target points, and corresponding screenshots, are 887

first recorded during the interaction between the 888

mobile navigation agent and the mobile screen. 889

Then, our ToL agent first processes each pair of 890

target points and screenshots (Pi, Si), including 891

those from the history path of navigation trajectory 892

and the currently planned one (i ∈ [0, t−1]), where 893

the Pt − 1 is the target point that the navigation 894

agent plans to interact with for the next step. As a 895

result, the layout and content descriptions D̂c
i , D̂l

i 896

are generated. Next, we concatenate all the descrip- 897
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ToL Agent output:

This is a copyright statement and usage disclaimer from the Intellectual Property Office of Singapore. It is located near the center-bottom 
area of the document shown in the word processor on the screen, which is situated within the larger desktop view containing various icons 
and applications.

Lens 1 Lens 2

ToL Agent output:

This is a close button (X icon). It is located in the upper right corner of the language selection area, which itself is positioned centrally on the 
screen.

Lens 1 Lens 2

ToL Agent output:
This is the section where users can view the status, SKU, price, quantity selector, add to cart button, and options to add to wish list or 
compare products for a V8 energy drink. 
This section is located on the right side within the product information area. The product information area itself is positioned on the right half 
of the complete screen.

Lens 1 Lens 2

Figure 6: Example of the generated description for an operation system screenshot from our ToL agent with the
two lenses generated. The global region generated is not perfect as the bounding box is a little bigger than the
application window on the top right part.

ToL Agent output:

This is a copyright statement and usage disclaimer from the Intellectual Property Office of Singapore. It is located near the center-bottom 
area of the document shown in the word processor on the screen, which is situated within the larger desktop view containing various icons 
and applications.

Lens 1 Lens 2

ToL Agent output:

This is a close button (X icon). It is located in the upper right corner of the language selection area, which itself is positioned centrally on the 
screen.

Lens 1 Lens 2

ToL Agent output:
This is the section where users can view the status, SKU, price, quantity selector, add to cart button, and options to add to wish list or 
compare products for a V8 energy drink. 
This section is located on the right side within the product information area. The product information area itself is positioned on the right half 
of the complete screen.

Lens 1 Lens 2

Figure 7: Example of the generated description for a mobile screenshot from our ToL agent with the two lenses
generated.
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ToL Agent output:

This is a copyright statement and usage disclaimer from the Intellectual Property Office of Singapore. It is located near the center-bottom 
area of the document shown in the word processor on the screen, which is situated within the larger desktop view containing various icons 
and applications.

Lens 1 Lens 2

ToL Agent output:

This is a close button (X icon). It is located in the upper right corner of the language selection area, which itself is positioned centrally on the 
screen.

Lens 1 Lens 2

ToL Agent output:
This is the section where users can view the status, SKU, price, quantity selector, add to cart button, and options to add to wish list or 
compare products for a V8 energy drink. 
This section is located on the right side within the product information area. The product information area itself is positioned on the right half 
of the complete screen.

Lens 1 Lens 2

Figure 8: Example of the generated description for a web screenshot from our ToL agent with the two lenses
generated. The description output is not perfect regarding the layout information as the "product information area"
indicated by the global region is not only "on the right half of the complete screen" but the middle and lower areas
of the complete screen.

tions and send them to the GPT-4-Turbo model to898

determine whether agent actions follow the given899

task goal.900

Target path selection For each mobile screen-901

shot saved in the execution trajectory, the DINO de-902

tection model extracts all global regions with confi-903

dential scoring larger than 0.15 and local regions904

with confidential scoring larger than 0.05, consis-905

tent with our baseline evaluation. For click action,906

ToL first finds the smallest local and global regions907

that contain the click point. Usually, DINO’s out-908

put aligns with regions that have clear pixel bound-909

aries. To improve the accuracy of local regions with910

smaller sizes, we extend DINO’s output regions by911

50 pixels. If no match is found, we further extend912

the boundaries horizontally, following general GUI913

design principles. Different from click action, input914

action involves a region with a clear-cut boundary.915

Accordingly, ToL selects the smallest local region916

with an IoU value greater than 0.4 with the input917

region and the corresponding global region with918

an IoU value greater than 0.1 with the input re-919

gion. With the chosen local and global regions,920

ToL follows Chain-of-Lens prompting mentioned921

in section 3.4 to get region description.922

Action verification We prompt GPT-4o by us-923

ing current action name, instruction, and region924

description at the current step, together with histor-925

ical action names and region descriptions, letting it926

judge whether the mobile agent can proceed. Only927

two general rules are mentioned in the prompt:928

1. The agent should not proceed if the "Current929

region" is repeated too often in "Historical 930

action and region description" 931

2. The agent may proceed if the "Current region" 932

aligns with "Instruction" 933

GPT4o’s response includes a simple yes or no 934

and a detailed reason. 935

Prompt used by GPT-4o in Action Verification 936

To evaluate the role of LoT in mobile agents, we 937

only list historical action and region description, 938

current region, the instruction for current execution 939

step together with the format we expect. During 940

runtime, the aforementioned information will be 941

used to replace variables in the prompting template 942

{{haction}}, {{instruction}}, {{region}}, {{ac- 943

tion}} separately. 944

We briefly mention two high-level goals that the 945

agent is trying to achieve and expect it to figure 946

out details via ToL information. More fine-grained 947

work could be introduced later to get even better 948

performance of action validation, though not our 949

main focus now. 950

E Human Evaluation 951

We leverage human evaluation to test different 952

screen reading models on our SPR benchmark. We 953

leverage Amazon Mechanical Turk5 platform to 954

find annotators to complete the survey that we de- 955

signed for our human evaluation. We pay $0.15 956

for each survey and the screenshot of the survey is 957

shown in Figure 18 958

5 https://www.mturk.com
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Given this target description: This is an \"Outdoor Cycle\" workout 
entry showing a distance of 32.42 kilometers, completed on 
2023/11/13.
and the following 4 candidate screenshots labeled with a, b, c and d. 

Which candidate best match the target description? Please provide 
your answer in the following json format: 
{ 
  "Analysis": "...", 
   "Answer": "a/b/c/d/none" 
}

Prompt:Four cropped regions:

Content evaluation output:

{
     "Analysis": "Candidate a displays an 'Outdoor Cycle' workout with a 
distance of 32.42 kilometers completed on 2023/11/13. Candidate b is 
about receiving items and does not match the target description. 
Candidate c shows weather information, which also does not match 
the target description. Candidate d is about sending items and is 
unrelated to the workout entry description.",
      "Answer": "a"
}

Figure 9: One example of our cycle consistency evaluation for content description. A predicted description is shown
on the right and four different cropped screen regions were sent as four separate images to GPT-4o. GPT-4o choose
the matched region or answer with "unknown".

Figure 10: Training Loss of ResNet-50 backbone with
epoch 90.

F GUI Region Detection Model959

Training details Using MMDetection frame-960

work (Chen et al., 2019), we change the training961

into two-label classification according to our task962

setting. Considering our dataset volume, we load963

pre-trained weights yielding the best performance964

on COCO, instead of training from scratch. We965

train the model for 90 epochs with a MultiStepLR966

scheduler set by milestones per 30 epochs and γ967

= 0.1, the loss had further reduced to 2.5803 with968

small fluctuation, as shown in Figure 10.969

We also examine the Average Precision metrics970

with different IoU and Area on the validation set:971

they show a clear convergence trend after epoch 70972

and the results on validation set are shown in Table973

6.974

IoU Area Average

0.50:0.95 all 0.9410
0.50 all 0.9620
0.75 all 0.9470

0.50:0.95 small 0.702
0.50:0.95 medium 0.897
0.50:0.95 large 0.943

Table 6: Average precision on the validation set6 for
GUI region detection model.

Inference Examples and Evaluation Results 975

After training, we utilize the GUI region detection 976

model on unseen OS, Web, and mobile screenshots 977

in our SPR benchmark. We show four examples of 978

the detection results in Figure 17. The identified 979

local regions are marked by green rectangles, and 980

the global regions are highlighted in red. Addition- 981

ally, we manually annotate global regions for 20% 982

of randomly selected data from SPR benchmark. 983

With the human annotated regions for the target 984

points, we calculate the accuracy of our trained 985

GUI region detection model as shown in Figure 986

7. Trained on only mobile data, our model shows 987

generalization ability to other unseen domains. 988

Except for some undetected ones, many local 989

and global regions were successfully identified 990

with promising confidential scores. We assume 991

that GUI elements share some common design pat- 992

terns learned by DINO and guarantee good perfor- 993

mance for zero-shot inference on heterogeneous 994

platforms. 995
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Given target description A: 
It is located near the top of the screen, slightly to the 

right.
and target description B: 

The logo is located in the upper left section of the 
screen, and it is placed within the larger content area of the 
website.

Where is B relative to A? Please provide your answer in the 
following json format: 

{ 
     "Analysis": "...", 
     "Answer": 
"left/right/upper/lower/upper-left/upper-right/lower-left/lower-ri
ght/unknown". 
}

Prompt:

Layout evaluation output:

{
     "Analysis": "Target description A indicates that the 
confirmation dialog is located near the top of the screen, 
slightly to the right. Target description B states that the 'One 
Stop Market' logo is located in the upper left section of the 
screen. Given these positions, the logo (B) is in the upper 
left while the dialog (A) is towards the top and slightly to the 
right.",
     "Answer": "upper-left"
}

Figure 11: One example of our cycle consistency evalua-
tion for layout descriptions. The layout descriptions for
target point and reference point are provided in prompt
and GPT-4o is asked to decide their spatial relationship
by choosing one option from the given 9 options.

Given the following information in a mobile naviga-
tion task:
Historical action and region description: {{haction}}
Task Goal: {{goal}}
Current region: {{region}}

The agent now is going to interact with the "Current
region" with the action: {{action}}. Should the agent
proceed?
Note: The agent should not proceed if the "Current
region" is repeated too often in "Historical action and
region description".
Note: The agent may proceed if the "Current region"
aligns with "Task Goal".

Please provide your answer in the following JSON
format:
{
"Analysis": "...",
"Answer": "yes/no"
}

Figure 12: Prompt used by GPT-4o in Action Validation

You are a smart screen reader that outputs concise nat-
ural language to answer questions from users based
on the area (box 1) pointed out by the user shown as
a red dot on the screen. The red dot is inside the box
1 in the first image, at (x,y) = ({{x}},{{y}}), where
x and y are the normalized coordinates.

Note: box 1 is the box with label 1 and box 2 is the
box with label 2, box 1 is located inside box 2
Note: the first image shows the box 1 from the view
of box 2, and the second image shows the box 2 from
the complete screen.
Note: if the user asks about the location, based on
the layout, explain where box 1 is in box 2 and then
explain where box 2 is in the overall screen.
Note: don’t mention box 1, box 2 or the red dot in
the output.

User question: (1) what is this? (2) where it is located
in the screen?
Your output should in format (1) . . . (2) . . .

Figure 13: Prompt used by ToL agent

You are a smart screen reader that outputs concise
natural language to answer questions from users
based on the area pointed by the user at (x,y) =
({{x}},{{y}}), where x and y are the normalized
coordinates of the image.

Note: if the user asks about the location, based on the
layout, explain where the target area is located locally
and then explain where it is in the overall screen.
Note: don’t mention the area directly in the output,
instead, use "it", "this".

User question: (1) what is this? (2) where it is located
in the screen?
Your output should in format (1) . . . (2) . . .

Figure 14: Prompt used by LlaVA-NEXT and GPT-4o

What is indicated by the point at (x,y) =
({{x}},{{y}}), where x and y are the normalized
coordinates of the image.
and where it is located in the screen?

Figure 15: Prompt used by CogAgent

Domains: Mobile Web OS Avg.
Local Region 38.4% 39.4% 10.0% 29.3%
Global Region 45.6% 35.8% 51.0% 44.1%

Table 7: Accuracy of the generated local region and
global regions from our trained GUI region detection
model compared with human annotation with IoU@0.5.
Since the local regions are small, it brings a great chal-
lenge.
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Len 2

Len 1

Step 1: ToL Agent output:

Step 2: Action validation output:

Response: This is a settings icon, which commonly indicates access to 
system settings. This icon is located in the upper-right corner within a 
larger interface that appears to be a user profile page.

Analysis:  "The 'Current region' description aligns with the 'Instruction' 
given, which is to tap Settings. The icon indicated in the 'Current region' 
is a settings icon.
Answer: YES

Analysis of Mobile Agent to follow “Tap Settings” in the second step of pausing historial track in Youtube App

Figure 16: Given the goal of "pausing historial track in Youtube App", mobile Agent on MagicWand plans to click
on the screen. ToL Agent generates descriptions for the action planed. The description is sent as input for action
verification reasoning, where GPT-4o model output the analysis with decision, which is shown on the bottom right.
The GPT-4o concludes that the click action is correct.
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(i) Web page (ii) Windows GUI

(iii) Ubuntu GUI (iv) Unseen Mobile GUI

Figure 17: Inference results on Web, OS, and unseen Mobile GUI
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Figure 18: Screenshot of the survey we used in the human evaluation based on our SPR benchmark. Due to the
limited page length, questions are not shown completely, but the rest questions follow the same format as the shown
one.
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