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Abstract

Continuous-time models provide important insights into the training dynamics of optimiza-
tion algorithms in deep learning. In this work, we establish a non-asymptotic convergence
analysis of stochastic gradient Langevin dynamics (SGLD), which is an It6 stochastic dif-
ferential equation (SDE) approximation of stochastic gradient descent in continuous time,
in the lazy training regime. We show that, under regularity conditions on the Hessian of
the loss function, SGLD with multiplicative and state-dependent noise (i) yields a non-
degenerate kernel throughout the training process with high probability, and (ii) achieves
exponential convergence to the empirical risk minimizer in expectation, and we establish
finite-time and finite-width bounds on the optimality gap. We corroborate our theoretical
findings with numerical examples in the regression setting.

1 Introduction

Stochastic gradient descent (SGD) has been the main workhorse of deep learning due to its low computational
complexity and effectiveness. The existing theoretical analyses of first-order optimization methods in deep
learning predominantly study the deterministic (full-batch) gradient descent, which neglect the impact of
inherent stochasticity of SGD in training neural networks. Although there exist recent works that investigate
stochastic dynamics (see, for example, Lugosi & Nualart| (2024)), explicit finite-time convergence rates for
the stochastic first-order methods under realistic and interpretable conditions still remain elusive, which
motivates our work.

In this work, we establish theoretical guarantees for stochastic gradient Langevin dynamics (SGLD), a
continuous-time approximation of SGD, in the lazy training regime. One important application of our
theoretical analysis is finite-time and finite-width bounds on the training loss for deep feedforward neural
networks trained by SGLD in a supervised learning setting. The main contributions of our work include the
following:

o Exponential convergence rates in expectation: By leveraging tools from stochastic calculus, we
derive a stochastic Gronwall-type inequality for SDEs in the lazy training regime, which establishes
an exponential decay rate for the expected optimality gap as long as the parameters are within a
certain neighborhood of the initialization. To that end, we explicitly characterize the impact of the
curvature of the loss function in the parameter space and the output scaling factor on the effective
noise during the training process. The resulting scaling law describes sufficient conditions on the
curvature of a global minimum to prevent SGLD from escaping it, which is one of the key outcomes
of our analysis.

o High probability bounds on the conservation of the lazy training regime: A key quantity in
the lazy training analysis is the first-exit time at which the parameters leave a certain neighborhood of
their random initialization, which lower bounds the duration of descent throughout the optimization
steps. Leveraging our stochastic error analysis, we derive high-probability bounds on this first-exit
time, and show that, for sufficiently large output scaling, the parameters remain in this neighborhood
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indefinitely with high probability, thereby completing the convergence argument in the stochastic
setting.

o Applications in deep learning: We apply our theoretical analysis to derive explicit non-
asymptotic (finite-time and finite-width) bounds on training loss for deep neural networks trained
by SGLD in the lazy training regime. To the best of our knowledge, this is the first analysis of
stochastic gradient Langevin dynamics in this regime.

Our work builds on and extends the deterministic lazy training analysis in|Chizat et al. (2020)), which analyzes
the convergence of gradient flow for overparameterized neural networks in the lazy training (or the so-called
kernel) regime. In|Chizat et al.| (2020)), it was demonstrated that the lazy training phenomenon arises from
an appropriately chosen output scaling factor, which ensures that the neural network parameters remain in
a small enough neighborhood of their random initialization. We note that |Chizat et al. (2020) considers
deterministic (full-batch) gradient flow in the lazy training regime, and does not address the stochasticity
that stems from stochastic subsampling in SGD, which is crucial for learning with large datasets. In this
work, we extend this framework by analyzing a stochastic continuous-time approximation of the SGD.

1.1 Related Work

Convergence of overparameterized neural networks in the kernel regime. Overparameterized
neural networks have been shown to achieve interpolation, which implies zero training error when they are
trained with first-order methods despite the highly non-convex optimization landscape. At the same time,
they achieve impressive generalization performance even with noisy data (Belkin et al.| [2019} |Bartlett et al.|
2020; [Zhang et al., |2021). Additionally, works such as |Oymak & Soltanolkotabi| (2019)) have demonstrated
that the overparameterized regime can be reached with fewer parameters than previously suggested by the
theory. The theoretical explanation of this phenomenon has been a focal point of interest. It was shown in
Jacot et al.|(2020)); [Du et al.| (2019b); |Li & Liang| (2018]) that randomly-initialized overparameterized neural
networks, trained with gradient descent, achieve global optimality without moving away from their random
initialization, which is known as the lazy training or kernel regime. The main inspiration for this work is
Chizat et al.| (2020), where lazy training is first analyzed as a consequence of an artificial scaling factor. The
existing works in the lazy training regime predominantly analyze overparameterized neural networks trained
with (full-batch) gradient descent, and they do not extend to stochastic gradient descent, which is the core
focus of our work. Additionally, it is essential to point out that, contrary to other works, our primary goal
is not the analysis of linearized dynamics defined by h(w) := h(wp) + Dh(wo)(w — wp). Tt can be shown
that gradient flow stays arbitrarily close to the linearized dynamics for sufficiently large . We will use very
similar techniques to prove an exponential convergence rate of the empirical error for a sufficiently large «
without looking into the case where o — 0.

Convergence of stochastic gradient descent for neural networks. Dynamics of stochastic gradient
descent have been investigated in |Lugosi & Nualart| (2024)) for deep linear neural networks, which shows that
a global optimum is achieved under some regularity assumptions on the loss landscape with a convergence
rate that has an implicit dependency on the problem parameters. In our work, inspired by the analysis
in [Lugosi & Nualart| (2024)), we analyze the stochastic gradient dynamics for training non-linear neural
networks, and establish exponential convergence to the global optimum with an explicit and interpretable
convergence rate under easily verifiable regularity assumptions.

Modeling of discrete training algorithms by SDEs: Continuous-time modeling of discrete-time
stochastic gradient descent by using SDEs has recently been investigated in many works, as the SDE model
provides essential insights into the discrete stochastic gradient descent training algorithm. In this work, we
consider an SDE-model to approximate stochastic gradient descent dynamics, inspired by |Li et al.| (2017)),
which proved the viability of using stochastic gradient Langevin dynamics to model mini-batch stochastic
gradient descent. Under certain assumptions, [Li et al| (2017)) shows that mini-batch stochastic gradient
descent is a weak order-one approximation of the stochastic gradient Langevin dynamics equation [1f (see
Remark .

Our work is closely related to |Chizat et al. (2020)) and |Lugosi & Nualart| (2024). However, there are many
substantial differences between prior work and our contributions. For instance, |Chizat et al. (2020]) does not
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consider the stochastic term needed to model stochastic learning algorithms. Compared to[Lugosi & Nualart,
(2024)), we investigate the dynamics in the lazy training regime, which allows us to formulate less restrictive
and easily verifiable assumptions in a machine learning context. An indepth discussion on the differences of
our contributions and prior works is presented in Appendix [A]

We limit our results to continuous models (as defined in the following section), although training typically
employs stochastic gradient descent or other iterative methods in most practical applications. In addition
to the multiple technical advantages arising from the continuous approximation of real (discrete) dynamics,
such as the possibility of utilizing many tools from 1t6 calculus and the independence of the step size of the
algorithm, this choice has yielded significant insights that apply to discrete models. One such instance is
presented in [Malladi et al.| (2024)), where the authors derive a continuous model for the adaptive gradient
algorithms, which is then used to motivate the optimality of the square root scaling rule for adjusting
hyperparameters as batch sizes increase.

1.2 Notation

Id denotes the identity matrix. A < B indicates that B — A is positive-definite. ||z|l2 = VaTx denotes the
2-norm of x € R. We use A, (A) for the smallest eigenvalue of a Matrix A. For a positive-definite matrix
A, we define the vector norm ||z||% := 27 Az. Additionally, ||A|r is the Frobenius norm of A and B,.(x)
is the open ball of radius r around the xg, in the Euclidean norm. We denote the modulus of Lipschitz
continuity of a function f as Lip(f). The notation Dh denotes the Jacobian of h. Similarly, Vh represents
the gradient of h and V2h represents its Hessian. For a function f : R — R, it holds that VI f = Df. We
add an index to V to indicate, that the gradient is only taken with respect to one of the arguments. Vj
can be seen as the gradient in the Hilbert space F. However, this can be replaced by the standard gradient
with respect to the values that h € F takes on the finite set {z;}!" ;. Lastly, 14 denotes the characteristic
function, which is equal to 1 if the logical expression A holds true and 0 otherwise.

2 Problem Setup and Stochastic Gradient Langevin Dynamics

2.1 Problem Setting

In this work, we consider a smooth parametric predictor h : RP — F, where the parameter space is RP and
the output space is a Hilbert space F (equipped with the norm || - ||r). In addition, we assume that the
empirical risk R : F — R, and the loss function ¢ : R¢ x F — R are smooth. Both functions are related by
Ey[l(z, h(w))] = R(h(w)), where E, denotes the expected value with regards to some probability distribution
P from which the datapoints z ~ P are sampled independently. The main objective in this paper is to solve
the following problem:

Find w* s.t. R(h(w”)) <€,

for some € > 0. Empirical risk minimization in supervised learning is a special case of the formulation
above, where P is a discrete probability measure on a given set of data points {(x;, y;)}"; and an unknown
ground truth h* € F, that connects x; and y; by h*(z;) = y;. In empirical risk minimization, a popular
choice for the loss function is given by ¢(z,h) = (h(z) — y)?, where y = h*(x). For further details about
the supervised learning formulation, see Section [4] where we apply the results to train neural networks with
smooth activations in a supervised learning setting.

2.2 Lazy Training as Stochastic Langevin Dynamics

We consider the scaled stochastic gradient Langevin dynamics defined by the It6 SDE

dw, = —éDTh(wt)VhR(ah(wt))dt + %(Ea(wt))%dwh (1)

«

where W; is a standard Brownian motion in RP, ¥, (w) is the covariance matrix of V,¢(-,ah(w)) and
Na,@ € Ry. We adopt a random initialization wg such that h(wg) = 0 holds almost surely. For neural
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networks, this can be achieved by using the symmetric initialization scheme (Bai & Lee, 2020; (Chizat et al.,
2020; (Cayci & Eryilmaz, [2025)).

Here, 04 (w) := (Za(w))? denotes the matrix square root o2 (w)oe(w) = Ea(w), which is well-defined since
Yo (w) is symmetric positive definite. The noise scaling factor 7, may depend on the output scaling factor
« in certain cases (see Appendix .

Remark 1. For the empirical risk minimization problem where the risk function is defined by R(h(w)) =
LN Uz, h(w)), the SDE in equation |1 is a continuous-time approzimation of the stochastic gradient
descent (SGD)

i1 =k — " DTh(w) VaR(ah () + Y2V, )
where Vi, := \/Na (DT h(wi) Vi R(ah(wk)) — DT h(wi) Vil(z, ah(wy))) and z ~ Unif{zy,...,z,} is a sample
from the distribution on the input space. In that case, Vi|xy is a random vector with mean 0 and covariance
matric neSa(xk). In|Li et al| (2017) it is shown that the stochastic continuous-time model that we consider
in equation[d is an order-one weak approzimation of the SDE equation[]l There are other stochastic models
to approzimate SGD in continuous time (Li et al.,|2017; |Simsekli et al), |2019; |Gurbuzbalaban et al.l |2021).

3 Convergence of Stochastic Gradient Langevin Dynamics in the Lazy Training
Regime

In this section, we show the convergence in expectation of the loss function under suitable regularity as-
sumptions. Contrary to other SDE models, equation [I| contains a noise term that vanishes at a minimizer.
Due to the introduced regularity of the loss ¢ in the following Assumption [I] and curvature constraint from
Assumption 2] we can effectively keep the parameters from escaping a minima.

Assumption 1. We make the following assumptions.

e Regularity of the loss function: £ : R™ x F — R is Lipschitz-smooth
[[Vil(z,h1) — Vipl(z, ho)ll2 < Lip(Vil)[|h1 — ha|lF,
and m-strongly convex

(Vil(z, hy) — Vil(z, ho))T (hy — ha) > m||h1 — hol|r.

o Regularity of the model: The derivative of the model h : R? — F is Lip(Dh)-Lipschitz continuous,
and the neural tangent kernel at initialization is strictly positive definite Amin(Dh(wo)D T h(wg)) > 0.

Assumption [1] holds for many loss functions, with the most common example being the squared error (see
Appendix. The smoothness assumption on h holds for shallow neural networks (see Corollary. For deep
neural networks, we will present an alternative that circumvents the smoothness of h (see Corollary [2[ and
Appendix . The empirical neural tangent kernel is strictly positive definite for overparameterized neural
networks with high probability over the random initialization under reasonable data regularity conditions
(Du et al., 2019bza; Banerjee et al., 2023)).

The following assumption on the Hessian of the risk function is critical for the analysis in the stochastic
setting.

Assumption 2. We assume that Tr (U“(W)Tv}%(};zo(‘g)(;’))%(w)> < 20‘22”’, for all w € By(wp), where r is the

radius that will be discussed later in this section (before Theorem [1]).

Assumption [2] automatically holds for sufficiently over parametrized shallow and deep neural networks under
realistic assumptions. In Appendix [B] and [C] we provide the proof for shallow and deep neural networks
with smooth activation functions.

Assumption 3. Assume that the gradient and the expectation of the loss interchange, i.e., Vi R(h) =
E[Vhé(x,h)]
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For the empirical risk minimization in supervised learning, Assumption [3] automatically holds due to the
uniform sampling distribution over a finite training set.

Lemma 1 (Regularity of R). Under Assumption and Assumptz’on@ R is Lip(V0)-smooth and m-strongly
convet.

Proof of Lemmal[ll Using the convexity from Assumption [I} we have

IVaR(h1) = Vi R(h2)|| = [[Ex[Vil(z, h1) — Vil(z, h2)]|l2
< Eu[IVal(z, h1) — Vil(z, h2))]2]
< Eo[Lip(Vit)||h1 — hal|]
= Lip(Vil)||h1 — ha|s.

Similarly, we can use the m-strong convexity from Assumption [I] to obtain

(ViR(h1) — Vi R(h2))T (hy — ho) = B [(Vil(z, hy) — Vil(z, ho)) | (h1 — ha)
=B, [(Vil(z,hy) — Vil(z, ho))T (hy — ho)]
> Eg[m[h1 — halls]
= ml[h1 — hallF,

which concludes the proof. O

Remark 2. At this point, it is essential to point out that Assumption[]] is already sufficient for the existence
of a global minimizer of R in the supervised learning setting with a finite set of data points. Since we have
shown in Lemma 1| that h — R(h) is m-strong convex as a function on the prediction space. Since the
prediction space can be characterized by a final dimensional set if R only depends on a finite number of
values of h, we already know that there exists a global minimizer h* € F. However, we do not assume the
existence of w* € RP such that h(w*) = h* (which is not needed for the theoretical findings of this paper).
The existence of w* is generally not guaranteed, since the mapping w — R(h(w)) does not have to be strongly
convez. Later in the numerical experiments as well as the proofs of Corollaries [1] and [3, we assumed the
ezistence of w*, since it holds for the teacher-student setting, and to simplify the calculations.

As a key feature of analysis in the lazy training regime, the weights w; do not deviate too far from their
initial value, which implies that AId < Dh(w;)D* h(w;) for some A > 0. Many publications have focused on
establishing strictly positive lower bounds for this value for deterministic (full-batch) gradient flow (see, for
instance, \Du et al. (2019b)); |Chizat et al.| (2020))); however, we are not aware of any results that guarantee
the positivity of A = \pin(Dh(wi) DT h(w;)) for SGD or SGLD. We will solve this problem by introducing a
stopping time, which is the smallest time at which this condition no longer holds, and prove in Corollary
that this stopping time will be oo with high probability for a sufficiently large. The minimum eigenvalue of
the NTK is strictly positive, at least as long as ||wy — wplle <7 := W. Therefore, we will introduce the
random stopping time

T:=1inf{t > 0: ||ws — wol|2 > r},

denoting the first time AId < Dh(w;)DTh(w;) is degenerate. In addition, the inequality in Assumption
also holds at least for ¢ < 7. Working with this quantity and proving 7 = oo with high probability is a major

challenge in our analysis. In addition, we define min{T, 7} =: T, where T > 0 is some arbitrary but fixed
runtime of the algorithm. Let ¢ < T in the following.

Theorem 1 (Convergence of stochastic gradient Langevin dynamics). Let h* be the_global minimizer of R.
Define the optimality gap as R(h) :== R(h) — R(h*) > 0. Then, under Assumptz'ons it holds that

Eu[R(ah(w)] < Eu[R(ah(wo))] exp(—m)*t), 3)

foranyt <.
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Proof of Theorem[1 In the first part, this proof follows [Lugosi & Nualart| (2024) by using It6’s lemma to
find an exponential upper bound of the risk function. In the second part, we use the scaling factor a to
control the boundedness of the second-order (Hessian) term by using the interchangeability of the gradient
and the expectation of the loss function. This directly connects the boundedness of the Hessian term to the
curvature of the loss in parameter space.

As defined, wy follows the SDE in equation l In the following, we apply It6’s formula to compute dg(w;),
where g : RP — R is defined by g(w) = log(R(ah(w))), for all ¢t with R(ah(w;)) > 0. The gradient and the
Hessian of g are as follows:

Vog(w) WQDTh(w)vhR(ah(w))
2 ——éoﬂ w ah(w ah(w w 1 ah(w
VE9(e) = = 0 D) VaR(ah()F R0() Dhe) + s VER(0A()
This implies that g(w;) is the solution of the following SDE
T Wt AN\ Wt %
o - - IZTHIT R I, "
N V& R(ah(we)) Dh(wi)oa (w13
+5m(- R(oh(w,))? )a ®)
Na ga(we)"VER(ah(wr))oa (W)
T o2 ( Rlah(w)) )dt )
T
\/%V R(ah(wt))Dh(wt)aa(wt)th- 7)

R(ah(wt))

Similar to |[Lugosi & Nualart| (2024)), we observe that the quadratic variation of the process

_ " VER(oh(ws)) Dh(wi)oa(ws)
Mt'_m/ : R(ah(ws)) W,

defined in equation [7] is given by

_ o [y (VR R(@h(w,) Dh(ws)oa(@)BY
e na/o ! ( R(ah(w,))? ) s

which appears in equation [5] We can use the multi-dimensional Ité formula again on the process & :=
eMi=3(M)e ¢4 prove that it is a nonnegative martingale, which implies that

E,[&] = 1. (8)

Returning to equation [lequation [7} we can rewrite this SDE in the integral form and take exponentials on
both sides, which gives

t1IDT h(w, ah(ws))2
R(ah(w)) =R(ah(w)) exp <_ /0 IDTh( R)(ZZZ( );L( )l ds)

t Oal\Ws 2 2
. exp LQQ/ Tr H ( _)vaR(Olh(ws)) dS+Mt _ 1<M>t .
202 Jy R(ah(ws)) 2

Next, we will bound each of the integrals separately. It holds that

ws)ds.

/t Vi R(ah(ws)) Dh(ws) DT h(ws) Vi R(ah(w,)) / IVhR(ah(ws)l D, prag
R(ah(ws)) 0

- R(ah(wy))
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Since t < T, the eigenvalues of Dh(w;)DTh(w;) are lower bounded by A2. Therefore, it follows that

2
[ O it g o [IVEOMIE it [ gy =gy
0 R(ah(w,)) ~" Jo Rlahw)) ~ 0 ’

using the Polyak-Lojasiewicz inequality, which holds due to the strong convexity of R. By Assumption [2]
we get

o [ (gaws)Tsz(ah(ws))aa(ws)) as< | ¥m ds

53 =
2a 0

R(ah(ws))

Consequently we obtain
R(ah(w;)) < R(ah(wo)) exp (2)\2mt + X2mt + M, — ;<M>t>

= R(ah(wo)) exp (—/\2mt + M, — ;<M>t)

Taking expectations on both sides and using equation [8 the desired result follows. O

Remark 3. It is crucial to point out that Theorem[]] does not provide the result
By [R(ovh(wy)] 222 0,

but instead
= t—o0

E, [R(ah(wt)]l{T:OO}] — 0.
We will return to this problem in Theorem@ to control the error stemming from E,, [R(ah(wt)]l{r<oo}].

Until now, we have only provided a general result that can be applied to different settings. The following
results justify the applicability of Theorem I]to shallow as well as deep neural networks in supervised learning.

Corollary 1 (Risk convergence for shallow neural networks). Consider a shallow neural network of the form

1 m
P(z;w,c) == N > cjo(wf @),
j=1

where we only train the weights w and randomly choose ¢ at initialization. Here, o is the non-linear activation
function o = tanh. This neural network fulfills the assumptions of Theorem [1 This implies that, for
appropriate loss functions that fulfill Assumption |1| (such as the mean squared loss function), equation @
holds for shallow neural networks.

Proof of Corollary[l, The proof is presented in Appendix [B} O

In the following, we extend the results for the shallow feedforward neural networks to deep neural networks
of depth H > 2 based on |Du et al.| (2019b)).

Corollary 2 (Risk convergence for deep neural networks). Recursively define a H-layer deep neural network

2k = \/EU(W(k)x(k_l)), for1<k<H
F(a3) = aTal),

for input data £(© € R? and W) e R™*? g5 well as W) € R™ ™ for 2 < h < H. The parameter w
contains both the hidden layer weights W) as well as the output layer a. If o is L-Lipschitz, |[W*)(0)|| <
cwov/m and |z (0)|]2 < cp0, then equation @ holds for a Lip(V{)-smooth and m-strongly convex loss
function.
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Proof. The proof of Corollary [2] can be found in Appendix [C] O

Remark 4 (First-exit time for deep neural networks). The theorem cannot be applied directly to deep neural
networks, since they do not have a Lipschitz continuous derivative. Therefore we cannot define the first-exit
time

T = é‘éft{t ¢ |lwe — wol| > A/ Lip(Dh)}.

However, using the Lemmas B1-Bj in |Du et al| (2019d), we can define a different first-exit time that
guarantees the positive definiteness of the NTK. Instead of using the radius r := \/Lip(Dh), we will use a
different radius, for which the above proof can be conducted identically. This circumuvents the need for Dh to
be Lipschitz-smooth. Further discussion is provided in Appendiz[C]

Our immediate next goal is to find an upper bound for the optimality gap (either in predictor or parameter
space) that is independent of «. This will allow us to increase o without changing the bound itself.

Corollary 3 (Convergence to the global empirical risk minimizer). Under Assumptions it holds that

Lip(VR
. llon(e) ~ 113 < PV flan () - b 2] exp(-ma2t).
By choosing an initialization for the neural network, such that h(wy) = 0, the right-hand side becomes

independent of «.

Proof of Corollary[3 By the strong m-convexity of R follows that
m N _
7 lah(w) = W[z < R(ah(wr)).
We then combine this, with Theorem [I| and the Lipschitz continuity of R to get

SE.[lah(we) = h*[le] < B [R(ah(wo))] exp(-mA%)

Lip(VR *
< BB g ljahesn) — 1] exp(-ma2t),

where we used the smoothness inequality R(ah(wo)) — R(h*) < 1Lip(VR)||ah(wo) — h*[|# by Lemma 3.4 in
Bubeck et al.| (2015). This leads to the desired equation
N Lip(VR .
Elllan(e) — 13 < PPV (o) b 3] exp(-m)
O

We use the above results to show that by choosing « sufficiently large, we can ensure that 7 = oo with high
probability since AId < Dh(w;) DT h(w;) holds. In the following result and throughout the rest of the paper,
we denote the conditional probability and expectation given the random initialization wgy as P, and E,,.

Theorem 2. Under Assumptions|[IH3, it holds that
1 <||Dh(w0)||FLip(VR) Lip(V¥)
_ 3 +
mz \2 mA

(9)

P(llws = woll2 >7) <

) VERVRE (I8 % 3.

ar

Proof of Theorem[3 To prove the above statement, we will first use equation [I|and rewrite it to get an upper
bound on the expected distance of w; from initialization. The resulting terms can then be further bounded
by using the regularity of the loss function from Assumption [I]and the results from Theorem [I] We connect
the expected distance to the probability of exiting a ball around the initialization using Markov’s inequality
by P(Jjwy — wol| > €) < M. Using equation |1} we can rewrite the distance of w; to the origin

«

/ ‘1 DT h(wy) VR(ah(w,))dt + \/T”T’ / t Ou(w:)dB,

et = wolle = \
2

IN

1 t o t
- / 107 () eIV B(axhon) o + 27 | / Oa(w)dBy |2
0 0
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Using Cauchy-Schwarz and Theorem 5.21 in [Mao| (2007)) subsequently, we obtain

Eu[fy DT h(wo) |6l VR(ah(w))|l2di] L Vil Bl Jo oa(we)dBi]|2]

Eu[llwr —woll] <

N|=

Eo[fy IDT h(w:)||r|| VR(ah(w))]|2dt] N [Ew[ﬁf Tr(Ea(ws))ds]}

(0% «

We will first apply Markov’s inequality to obtain

=

t
fo DT h(we) [[v ]| VR(cah(we)) || 2dH] n {]Ew[fo H(Ea(ws))d‘gﬂ
ro ro
We will continue by first bounding the first part of the right-hand side in Equation

P(llwr = woll2 2 7) <

E,[[* I DTh VR(ah dt] t<T 1
ar

ra

= *IIDh(wO)IIFLip(VR)/ \/]Ew[\lah(w) il PIRCE

® 1
< — | Dh(wo)llsLip(V R) / VEulllah(w) — h*[3)dt

( ) 1 Lip(VR
—HDh(wo)HFLip(VR)/ \/ lpm )Ew[Hah(wo)fh*H%] exp(—2mA2t)dt
0

t

= Lionteoetip@ry g, fane i) [ ep-mizoa

\/Llp VR)E [||ah(w0) — hj3]
m3 A2

where (#) follows from Jensen’s inequality and (&) follows from Corollary 8] Next, we will bound the second
term from the right-hand side of [T0] We start by bounding

)

1 .
< — || Dh(wo) |<Lip(VR)
ar

/0 Tr(Xq(ws))ds = /0 Tr (E.[V{(z, ah(ws) VT e(z, ah(ws))] — R(ah(ws)RT(ah(ws)) ds
S/o Tr (E,[Vl(z, ah(ws) VT (z, ah(wy))]) ds
= | BVt o)) Blas

(0) ¢ . 2 %12
< / Lip(VE)2E, [[lah(ws) — h*||3]ds
0

(2) Lip(V¥)2Lip(VR)

m

t
E, [||ah(wy) — h*||12F]/ exp(—m)\Qs)ds,
0

where we used the smoothness of £ in < and Corollary I 3] in (). We can calculate that the value of
j;f exp(—mA2s)ds < /\2, which gives us the following upper bound

wﬁw s Tr(Sa(w,)ds] L Lnlw)

ro _mz)\

wlllah(wo) — h*[I5].
By choosing an initialization such that h(wg) = 0, we then get

| Dh(wo)|[rLip(VR) = Lip(V¥) N2
U 4 SE ) JLin(VR)E [ )

1
P — >r)< —
(ot = wolla > 1) < - (
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O

In the following corollary, we will show that by choosing « appropriately, P(7 < T) is arbitrarily small.
This implies that we can effectively use our non-asymptotic bound that we established in Theorem [I] and
Corollary [3| to get an upper bound on the training error with arbitrary large probability (depending on «).

Corollary 4. Under the same assumptions as Theorem[3, it follows for any T > 0

P(r<T)<O(a™t). (11)

Proof of Corollary[f} In the following let 7 := min{r,T}. Since the right-hand side of equation |§| does not
depend on t, we get

Pr<T)=P(F <T)
< P([|lwr = wol[ = 7)
<O0(a™),

where we used Theorem O

The result provided by Corollary [ is the last ingredient needed to return to the problem introduced in
Remark [B] and solve it.

Theorem 3 (L'-convergence of SGLD). Under the same assumptions as Theorem@ it holds that
Eo[R(ah(w))] < exp(~A2mt) + O(a™7),

foranyq>1andt <T for any T > 0.

Proof of Theorem[3 To prove the above result, we will decompose the left-hand side of the result as follows
Eo[R(ah(w))] = Eu[R(ah(w) (s3] + Eu[R(ah(w) g <ry].
Theorem [I] already proved that
Eo[R(ah(wi) >3] < exp(=A*mt),
which implies that we only need to show
Eo[R(ah(w)l{r<ry] < O(a™3).
Using Holder’s inequality with the Holder conjugate pair (p, q), we get
E.[R (ah(wnn{rm] < Eu[R(ah(w)"] Bu[l, py]7 12
Eo[R(ah(w)") EulLirary] s
E.[R(ah(w)?]?P(r < T)s

Eu[R(ah(w)"]? O(a™1),

13

( (12)
R( (13)
R( (14)
( (15)

where we used that the image of the characteristic function 1.} is {0,1} in #, and Corollary {4 in &.
Additionally, it holds that

Th(w ah(ws))||?
Rlahn))” =R(ah(en))”exp (- / |D7h( ;fz )f;( Dl )

exp (ma/ T (lloa( ws) vz r( ah(ws))> ds) o€,
2a0 Jg R(ah(ws))
<R(ah(w))PelE,,

10
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where we used an identical calculation to  Theorem except for the term

t | DT h(ws )VR(ah(ws
exp (—p Ji LM P Raha ) g

)7 which we upper bounded by 1. Taking the expectation on both
sides leads to

B, [R(ah(w:))P] < R(ah(wg))PePR, [E] = R(ah(wo))PeP.

Plugging this result into equation [I5] concludes the proof. O

Since we have proven in Corollary |4| that, with arbitrarily large probability, w; stays in B, (wg), we can
use this argument to motivate the proximity of the linearized dynamics w; to w;. As mentioned before,
Chizat et al.| (2020]) uses the scaling factor « to prove the proximity of h to the linearized dynamics defined
by h(w) := h(wo) + Dh(wo)(w — wp), which gives rise to the following linear stochastic gradient Langevin
dynamics:

diy = —éDTh(wo)VR(ah( ¢))dt + C(i( 1)z dW,

First, we demonstrate that the above results also apply to the linearized neural network w.

Corollary 5. Assuming that Assumptions hold for the non-linearized neural network. In addition,
assume that h(wg) = 0. Then it follows that

- N Lip(VR) .,
Euloh(@) — 113 < 2PV e conmae), (16)
for allt < 7. In addition, it holds that
) I [ |Dh(wo)lsLin(VR)  Lip(Ve) —
Pl e > r) < o (1PHNRER SO0 i@ . 18] = 0 (o)

Proof of Corollary[5 The proof is an application of Corollary [3]and Theorem 2] O
From this, we can then use the triangle inequality to get the following results

Corollary 6. By using the bounds from Corollary[5, we can show that

Lip(VR)

Eo [[loh(@e) = ah(w)|F] < 2 |h* |l exp(—mA%t).

Proof of Proposition[6 It holds that

E. o @) = ah(w) ¢] < Eu[lah(@) = 1 ] + Eu ah(wr) = bl
()
< VEulloh(@) — 1 [B]+ /B llah(wr) — b 2]
(W)
< wnh*nmxp(—mvt),
m

where we used Jensen’s inequality in (&), and Corollary [3] and Corollary [5in (#)
O

This suggests that, within the lazy training regime, the error between the standard and linearized dynamics
decays exponentially over time. For the linearized models, following similar steps, we can obtain equivalent
results to Theorem [2| to prove that P(|lw; — @[]z > €) < O(Z) as long as both w; and @, are in the lazy
training regime.

11
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4 Numerical Results

In this section, we apply the results from the last section to a shallow neural network in the teacher-student
setting and a deep neural network application. Consider the function defined by

b(x;w*) = Z cj tanh(w}z),
j=1

where w* = [w}...w},] € Rixm' * ¢ R™' 1 € R The training data is generated as

~

yi = ¢(zisw*) +e, i=1,...,m,

where w* € R¥™' ig a predetermined optimum parameter, €; ~ N(0,Id) and z; ~ N(0,Id). We consider
the empirical mean-squared training error

n

R(f) == (v — fl@).

=1

We consider a single-hidden layer neural network ¢ of width m > m’ and tanh activations. In order to ensure
that ¢(z;wg) = 0 for any 2 € R%, we use the centered model ¢(;w) = ¢(-;w) — ¢(-;wp), following Chizat et al.
(2020). We simulate the stochastic gradient Langevin dynamics using the Euler-Maruyama scheme with a
stepsize of 0t = 1072, a noise factor 7, = 1072, and we repeat the experiment for o € {1/8,8,32,256}. The
input dimension is d = 16, and we chose m = 600 > m’ = 1 as well as a training set of size n = 800. We
sample the teacher neural network weights from w* ~ Unif([0, 1]1¢) and choose ¢* = 1. The student neural
network is initialised by w;’ ~ N(0,Id). We only train the hidden layer weights w; and freeze the output
layer weights c; at initialization. The goal of this simulation is to compare the training loss, the minimum
eigenvalue of the NTK, and the distance of the weights from initialization (Z;nzl Jwj — w?||2) for different
values of a. The proofs, which show that this example fulfills all the needed assumptions, were moved to the
appendix. The results are shown in Figure [I] where the training loss rate exhibits an exponential decrease
as the value of « increases. Here, we can also see that, even though we have achieved an exponential bound
on the training error, this rate is still relatively slow, since the eigenvalues of the NTK are also small. In
Figure |2 (left), we can see that the values of w; remain in the vicinity of the initial values for larger o. In
accordance with this, the minimum eigenvalue of the NTK (right) does decrease faster for smaller values
of a. For a = 1/8, the minimum eigenvalue seems to decrease at a (slow) exponential rate. For the larger
values of «, this value seems to converge to a value strictly larger than 0, reaffirming our finding in the
previous section.

Empirical risk vs time for different o

H
2

Empirical risk

— «=0125
o = 256.000
—— a=32.000
—— a=28.000
..... 0.4exp(-0.01122t)

0 20 40 60 80 100 120 140
time (t)

Figure 1: Test-error evolution during training using Euler-Maruyama scheme with stepsize of dt = 0.01 for
a € {1/8,8,32,256}. We additionally include curve f(t) with the decay rate exp(—A?t) (dotted line) as a
reference, where A = 0.01122 is the minimum eigenvalue of the NTK at initialization.

12
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Distance from initialization vs time for different a

Distance from initialization

0 20 40 60 80 100 120 140
time (t)

Figure 2: Distance from initialization (left) and value of the minimal eigenvalue of the NTK (right) in time

for different values o € {1/8,8,32,256}.

5 Conclusion

This work analyzed the lazy regime for stochastic gradient Langevin dynamics in the overparameterized
setting. First, we proved an exponential convergence rate for the expected optimality gap. Next, we es-
tablished probabilistic conditions describing the probability of the system leaving this regime. Additionally,
we empirically validated these insights in our numerical results. Interesting future research directions in-
clude the analysis of SGLD in the underparameterized regime, which was analyzed in [Chizat et al.| (2020)
for the deterministic gradient flow. Another interesting open question is the convergence study of different
continuous-time models for SGD in deep learning, such as based on higher-order approxima-

Minimum eigenvalue

1.1215x 1072

1.121x 1072

1.1205x 1072

1.12x 1072

1.1195x 1072

1.119 x 1072

1.1185x 1072

Minimum eigenvalue vs time for different a

0 20 40 60 80 100 120 140
time (t)

tions, and |Gurbuzbalaban et al.| (2021) that models SGD with heavy-tailed Levy processes.

13
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A Comparison to Prior Work

Our work is closely related to |Lugosi & Nualart| (2024) and |(Chizat et al.| (2020)). In this section, we explain
the main differences and technical challenges in our work compared to these works. The original works in
the lazy training regime, such as |Chizat et al.| (2020); Du et al.| (2019b)), consider deterministic dynamics,
which corresponds to full-batch gradient descent. On the other hand, stochastic gradient descent (SGD) is
widely used in practice because of its computational efficiency in large-scale problems. Motivated by this,
we analyze continuous-time approximations of SGD by utilizing It6 stochastic differential equations (SDEs),
which makes the analysis substantially different and more challenging compared to the ODEs studied in
Chizat et al.| (2020). To be more concrete, the dynamics presented in this previous work can be rewritten as

1
dw, = —EDTh(wt)VhR(ah(Wt))dt‘

The dynamics that are treated in this publication

dwy = 1DTh(wt)VhR(ah(wt))dt+ \/%(Ea(wt))%dwt,

; ——
« «

include the additional stochastic term that models subsampling in stochastic learning algorithms such as
stochastic gradient descent. The analysis in (Chizat et al. (2020)) is not directly applicable to the stochastic
setting due to the diffusion term that accounts for stochasticity, which requires different and more sophis-
ticated analysis tools to control the diffusion term. On the other hand, |[Lugosi & Nualart| (2024) considers
stochastic dynamics similar to our setting. The key difference in our work is that we analyze the training
dynamics of deep neural networks in the lazy training regime, characterized by an output scaling factor
a > 0 that controls the parameter movement. This scaling factor and the analysis of the stopping time 7
(which is a specific case of 7,. in [Lugosi & Nualart| (2024))) describing the exit time of the lazy training regime,
gives us a strictly positive lower bound on A, (7, wg) which loosens the restriction on 6(r, wg, n) in [Lugosi &
Nualart| (2024). Additionally, by formulating the problem immediately as a supervised learning problem, by
considering w — R(h(w)) instead of w — f(w) combined with the lazy training formulation, we make directly
verifiable assumptions on the loss function and neural network model in a supervised learning setting, while
the assumptions in [Lugosi & Nualart| (2024)) depend on more complicated problem parameters. Overall, this
slight change to the setting yields more relaxed, easier-to-verify assumptions that achieve similar results.

A new version of [Lugosi & Nualart| (2024)) has since been published, which includes similar results for non-
linear deep neural networks as well. There are two additional technical differences that we want to point out.
First, for most of our results, we do not have to assume the existence of a global minimizer in the parameter
space w* (see Remark . Secondly, the comparison between the stochastic Langevin dynamics and the
linearized dynamics in Corollary |5|and |§| as well as separated analysis in the function space (Theorem has

not been conducted in the stochastic setting.

Chizat et al.| (2020) [ Lugosi & Nualart| (2024) [ [Lugosi & Nualart| (2025) [ Our work
stochastic dynamics B x X X
lazy training X X
non-linear DNN X X X
linear comparisson X X

Table 1: Tllustration of the key differences between our work and previous works.

B Applicability Proofs for Shallow Neural Networks

In this section, we will provide the proofs needed to show that the example from Section (4] fulfills Assumption
and 2] Assumption [3|follows immediately, since we are in the supervised learning setting, where the sample
measure is discrete.
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Proposition 1 (Smoothness and strong convexity of £). The loss-function

U(w,h) = (y — h(@))?

is strongly convex and its gradient (wrt. h) is Lipschitz continuous with respect to h.

Proof. The gradient of the loss function is given by
Vil(z,h) = Vi|h(z) - yll3 = 2(h(z) - y).
We first prove the strong convexity
(Vil(w, ) = Vi €z, ha))(hi(z) = ha(2)) =2(h1 () — ha(2))" (h1(2) — ha())
=2||h1(z) — ha(x)[3-
The Lipschitz continuity of the gradient follows immediately from the calculation of the gradient

IVrl(z, h1) = Vil(z, ho)l2 = 2||h1(x) — ha(z)]|2

Next, we will prove the Lipschitz continuity of D,,¢o.
Proposition 2 (Lipschitz continuity of D, ¢). The derivative D, ¢ of

d(z;w, ¢) \F ch o(wz)
where o = tanh is Lipschitz continuous with respect to w.

Proof. The derivative of ¢ with respect to w; is given by

D, ¢(z;w,c) := iU’(wiTac)J:T.

NGD

We know that the derivative of tanh is Lipschitz continuous. It follows that

] 1 ]

[ Do, (25w, ) = Doy, ¢ (y; 0, )| < ﬁlql\\a’(w;r) — o' (@] @)|||=||
Lip(o”)
Jm
Lip(o”) ]
= lilll )|l — @],

Jm

< leillllllwi = — & x|

which proves the Lipschitz continuity.

O

The only requirement, that still needs to be proven is Assumption In order to do this, we will split the

proof in two parts. First we will prove the following helpful lemma.

Lemma 2. [Curvature of parameter-loss-mapping] There exist parameters «,n, > 0 such that

V2(R(ah(w))) 3 £ 1d.

Proof. To prove this property, we need to calculate the Hessian of the mapping w — R(ah(w)) and then
determine the maximum eigenvalue of the Hessian. To do this, we will first decompose the Hessian into
different parts, and then write the eigenvalues of the components using block-submatrices. The gradient of

the above function is given by

VeR(ap(z;w,c)) Zrl

16
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where

ri(w) i = ad(zi;w, ¢) — i
Ji(w) = Vyd(zi;w, ).

Using this notation, we can write the Hessian as
VQR(aqS(x;w,c)):a—ZJi( T—i—gin VV2b(2;w,c),
@ n “ n

which implies that

Amaz (Vo R(ad(z;0, ) < *Z 17 ()1 + Zlf‘i(w)lllviqﬁ(w;wm)ll-

=1

In other words, we only need to bound ||.J;(w)]|, |ri(w)| and | V2¢(z4;w, c)|| in order to show the proposition.

o We start off by bounding ||.J;(w)|*:

i ()] = ZII o' (W] @)

_ |=’752H ZC?J/(wa )2
m <
j=1

4]
< lell3

where we used Vz € R : |o/(z)] < 1.

e The bound of r; follows immediately from
ra()| = lad(wiw,e) = yil < a\fzcj wi )|+ luil < el + 1ol

o Lastly, we still need to bound |V2¢(x;;w,c)||. We will do this by considering the blocks of the
Hessian V2 é(x;;w,c). First, we observe for j # k

wj Wk

1 £k
V‘%’a wkd)(xi;wvc) =Dy, (\/ijU(LUJTa?)x> Ji 0,

which means that this Hessian is a block-diagonal matrix. In addition, it holds for j = &

cjo” (w] xi)wix] .

1
2
v‘*’j Wi (('b(w“ w, C)) = \/m
Taking the norm of this equation, we receive

Amaz (Vij,wj(qb(mi;w,c))) <

4
—cjl|zl,
sl

where we used Vax € R : ||o”(z)|| < f

Putting all of the above together, we get the upper bound

o2zl | Aol (a“‘"l il ) Jall
mn 3nv3m \ i )

which is in O(a?) for a given dataset and predictor class. This implies that for 7, sufficiently small, the
above proposition holds. O

Amaz (Vo R(ad(w;w, ¢))) <

17
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The following proposition will rely on the above Lemma [2] to show that Assumption [2] holds for shallow
neural networks trained on a finite training set with the mean squared error as the loss function.

Proposition 3. In the above shallow neural network setting it holds that
T2 232
Ty (Ua(ws) VER(ah(ws))aa(ws)> < 202 X\?m
R(ah(ws)) Na
This result effectively justifying the application of Theorem[d] to shallow neural networks.

Proof. In the following, we will assume that the global minimizer does have zero residual risk, i.e. R(h*) = 0.
This implies that R(ah(ws)) = R(ah(ws)). By using the basic property of the Trace operator, we get

Oa(ws)TVZ R(ah(w))oa(ws)) . Yo (ws) V2 R(ah(ws))
(= ) - (e )

Ea(ws)
=TT (R(ah(ws»

From Lemma we know how to bound Tr(V2 R(ah(ws))). For the other trace operator, we can proceed as
follows:

) Tr(V2R(ah(ws))).

Yo (ws) _ T ]Ew[VhE(:L',ah(wQ)V%E(x,ah(ws))]thR(ah(ws))V{R(ah(ws))
(i) = ( R(ah(w:) )
. ]Ew[VhE(x,ozh(wg))vzﬂ(x,ozh(ws))]

o R(ah(.) )

E [TT(Vhé(:E,ah(wg))vgé(:ﬂ,ah(ws)))}

“ R(ah(ws))

[Val(z, ah(ws))|3
S ek

)
Next we use, that £(z, ah(ws)) = (y — ah(ws))?, to get

IN

[Vil(z, ah(ws)I3] _ [(y — ah(ws))I3] _ , Rlah(ws))
S e e e b o e R e it
In total, we get
Oo (WS>TViR(ah(WS))Ua(WS) 2
o R(ah(w)) ) <o),
which means that Proposition [3] holds for appropriate 7. O

C Applicability Proofs for Deep Neural Networks

The goal of this section is to provide evidence that the results from this publication can also be used for
deep neural networks under reasonable assumptions. As already explained in Remark [ we can circumvent
the need of Lipschitz continuity of Dh by using a different stopping time that allows an identical proof to
Theorem [1| by guaranteeing the positive definiteness of Ain(Dh(w;)DTh(w;)). Since we heavily rely on
the results from Du et al.| (2019a)), we will only consider the same class of deep neural networks as those
presented in the original publication. Let z(°) € R? be the input, W) € R™*¢ be the first weight matrix,
W) € Rm*™ the weight at the k-th layer, for layers 2 < k < H. a € R™ is the output layer weights and
o(-) is an activation function. Additionally, define the normalizing scaling factor ¢, := (E,on(0,1)[0(2)?]) 7"
Then we recursively define

z®) = ,/C—UJ(W(k)x(k_l)), for1<k<H (17)
m
f(w,w) = aT a0, (18)

18
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and z(9) = z is the input of the neural network. We will present the results from [Du et al. (2019a) in the
following propositions. Although the original publication uses discrete time-steps, contrary to the continuous
dynamics presented in this text, the proofs of Lemmas 1-4 in Appendix B never explicitly use the discrete
time steps. Therefore, the proofs hold analogously in the continuous setting. We will only present Lemmas

3 and 4 in the following. The geometric series function g, (n) = Z?;Ol o will be used extensively.

Proposition 4 (Bound on output difference; Lemma B.3 in [Du et al| (2019a))). Suppose for every k €
{1,..,H}, [WHE0)]2 < cwovm, |2F0)|2 < coo and [WE(t) — WH(0)||p < /mR for constants
Cw,0,Cz,0 > 0 and R < ¢y 0. If 0(-) is L-Lipschitz, we have

o) - <90, < verLesos.
2

where ¢, = 2\/csLey 0.
Proof. See|Du et al.| (2019a)) Appendix B. O

The condition that we still need to prove is A\pin (DT h(wi) Dh(w;)) > X. To do this, we will look at the Gram
matrix G(k) € R"*™, defined by

= (M )

5 <af<wswi> 3f(ws,xj)> . <af<ws,xi>7 af(ws,mj>>

—\ aw® T aw™ da da,
H+1
k
::ZGE,]‘)(S)
k=1

Each G (s) is a positive semi-definite matrix. Therefore, we can bound the minimal Eigenvalue by only
considering G (5s).

Proposition 5 (Lemma B.4 in Du et al. (2019a))). Suppose o(-) is L-Lipschitz and 3-smooth. Suppose for
ke (L. HY, [[WR(0)]2 < cwovmilla()ll2 < azovm,[a(0)lls < agom'*, = < 2W(0)]2 < evp. if

W& (s) — WE(0)|g,|la(s) — a(0)]la < v/mR where R < cge,(H)"*An~" and R < cger(H)™! for some
small constant ¢ and ¢, = 2\/csLcy 0, we have

IGU D (s) = G (0)]2 <

| >

Proof. See|Du et al.| (2019a)) Appendix B. O

Under the assumption that Ayin(DTh(wo)Dh(wg)) > A, this gives us the needed result to define a new
stopping time on the neural network weights. Instead of considering

7:=inf{t > 0: |[jw; — wo|| > A/Lip(Dh)},

we need to consider the stopping time 7 := infy.c (o .. my 7(8) with

(k) inf{t > 0: [WHE ) - WE(©)|r > vmR}, ifk>0
T =
inf{t > 0: [Ja(t) — a(0)||2 > vmR}, if k=0.

By using this stopping time, we can derive a similar result to Theorem [l| for deep neural networks. The

following lemma will show that Assumption [2] is realistic for deep neural networks, by proving its validity
for supervised learning with the mean squared loss function.
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Lemma 3. We consider the deep neural network defined in FEquations and [18 with o = tanh as its
activation function. Additionally, we consider the loss function

Uz, h) = (y — h(2))*.

Then Assumption [q holds, i.e.,

)

Tr (Ua(w)TV_iR(ah(w))aa(w)> < 202 \?m
R(ah(w)) T Na

for all w € By(wp).
Proof. In Appendix [B| we have already shown that this loss function and the expected loss R(h) fulfill

Assumption [1| (Proposition . Assumption [3| follows again, since we consider a discrete probability measure
on the finite set of training data. Similar to Proposition [3] to get

00T VEROM@)ow(@)\ _ o Sale) o o
TT( Rah(@)) )ST <R<ah<w>>>T (VoR(ah())

We can use the same argument to bound the first trace operator as we did in Proposition [3] Additionally,
we will bound the trace of the hessian as follows:

n

V2 R(ah(w)) = vi% S Ui, ah(w))

=1
1y
= > V2w, ah(w)),
i=1

where we used that we only consider the expectation over a finite set of data points {(x;,v;)}"_;. It holds
that

Vel(z, ah(w)) = D(Vy(y — ah(w)(x))?)
= D(2(y — ah(w)(2))(-aV,h(w)(x)))
2(0*Vyh(w) (@) VI h(w)(2) + a(ah(w)(z) = y) VEiR(w)(2)).

Taking the trace operator, we get

Tr (Vg <2 Z (0| Vuh(w)[I3 + a(ah(w) (@) — ) Tr(VEh(w))).

3

Next, we can easily show that this trace is in O(a?), since

ah()(z) ~ y] < alb(@)(@)| + Iyl S 0 _max (b)) + max Iy,
and w — h(w)(z) for a given z, is a C? mapping by construction, it takes a maximum value on B, (wo). By
the same argument, V,h(w)(x) and V2 h(w)(x) are bounded on B, (wp) for a given x. This implies that
2 n
Tr(VER(ah(w))) < = 3 (0(a”) + 0(a?)) = O(a?),

n -
=1

which proofs Lemma [3] for sufficiently large 7,. O

Remark 5. In the proof of Lemma[3, we used crude upper bounds to show the validity of Assumption [2

For a given architecture, loss function and data distribution one can easily compute the exact hessian and
2

find explicit upper bounds that result in direct bounds for minimal choices of %
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