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Abstract: Offline-to-online reinforcement learning (O2O RL) aims to obtain a
continually improving policy as it interacts with the environment, while ensuring
the initial policy behaviour is satisficing. This satisficing behaviour is necessary
for robotic manipulation where random exploration can be costly due to catas-
trophic failures and time. O2O RL is especially compelling when we can only
obtain a scarce amount of (potentially suboptimal) demonstrations—a scenario
where behavioural cloning is known to suffer from distribution shift. In this work,
we propose a novel O2O RL algorithm that can learn in a real-life image-based
robotic vacuum grasping task with a small number of demonstrations. The pro-
posed algorithm replaces the target network in off-policy actor-critic algorithms
with a regularization technique inspired by neural tangent kernel. We demonstrate
empirically that the proposed algorithm exhibits satisficing behaviour after the of-
fline phase and can further reach above 90% success rate in under two hours of
interaction time, with only 50 human demonstrations.
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1 Introduction
Imitation learning (IL) is a popular method for robot learning partly due to the wider data availabil-
ity, improved data collection techniques, and the development of vision language models [1, 2, 3].
However, while these approaches are more robust to various manipulation tasks, the training re-
quires abundant data. For robotic applications where data is scarce, supervised IL methods such as
behavioural cloning are known to suffer from distribution shift [4, 5] and more generally cannot per-
form better than the demonstrator [6, 7]. Alternatively, we focus on offline-to-online reinforcement
learning (O2O RL), which is a two-step algorithm that first pretrains a policy followed by continual
improvement with online interactions [8, 9, 10].

As far as we know there is limited success in applying RL on real-life robotic manipulation without
using any simulation [11, 12, 13, 14, 15]. One potential reason for this limitation is due to its
instability in the learning dynamics. Specifically, most empirically sample-efficient algorithms are
off-policy actor-critic algorithms that learn a Q-function [16, 17, 18, 19, 20]—the learned Q-function
tends to diverge [21, 22] and overestimate [23]. In deep RL, it has been shown that Q-divergence is
correlated to the similarity of the representation between state-action pairs [24, 25]. We hypothesize
that addressing Q-divergence enables sample-efficient RL on real-life robotic manipulation.

To this end, we describe an O2O RL algorithm that enables training policies on a real-life image-
based robotic task in a short amount of time. In particular, we propose to simplify Q-learning by
replacing the target network with a regularization term inspired by neural tangent kernel (NTK),
which we call Simplified Q. We conduct experiments on a real-life image-based grasping task and
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compare Simplified Q against behavioural cloning and conservative Q-learning implemented on two
commonly-used RL algorithms. We defer the related work and future work to Appendices A and B.

2 Preliminaries and Background
Problem Formulation. A reinforcement learning (RL) problem can be formulated as a Markov
decision process (MDP) M = (S,A, r, P, ρ0, γ), where S and A are respectively the state and
action spaces, r : S × A → [0, 1] is the reward function, P ∈ ∆S

S×A is the transition dis-
tribution, ρ0 ∈ ∆S is the initial state distribution, and γ ∈ [0, 1) is the discount factor. A
policy π ∈ ∆A

S can interact with the MDP M through taking actions, yielding random tra-
jectories τ = (s0, a0, r0, s1, a1, r1, · · · ), where s0 ∼ ρ0, at ∼ π(st), st+1 ∼ P (st, at), rt =
r(s0, a0). The return for each trajectory is G =

∑∞
t=0 γ

trt ≤ 1
1−γ . We further define the value

function and Q-function respectively to be V π
γ (s) := Eπ [

∑∞
t=0 γ

trt|s0 = s] and Qπ
γ (s, a) :=

Eπ [
∑∞

t=0 γ
trt|s0 = s, a0 = a]. The goal is to find a policy π∗ that maximizes the expected return

for all states s ∈ S, i.e. π∗(s) = argmaxπ V
π
γ (s).

RL algorithms require exploration which is often prohibitively long and expensive for robotic ma-
nipulation. To this end, we consider offline-to-online (O2O) RL, a setting where we are given an
offline dataset that is generated by a potentially suboptimal policy. Generally, we can decompose
O2O RL into two phases: (1) pretraining an offline agent using offline data, and (2) continually
training the resulting agent through extra online interactions. Our goal is to leverage this offline
dataset and a limited number of online interactions to train an agent that can successfully complete
the task. We consider the setting where we also include offline data during the online interaction
[10, 26] and refer D as the buffer that contains both offline and online data.

Conservative Q-learning (CQL). We build our algorithm on CQL [27], which imposes a pes-
simistic regularizer on out-of-distribution (OOD) actions to mitigate unrealistically high Q-values
on said actions. Suppose the Q-funciton Qθ is parameterized by θ, the CQL objective is defined as

LCQL(θ) := α (ED,µ [Qθ(s, a
′)]− ED [Qθ(s, a)]) +

1

2
ED

[(
Qθ(s, a)− BπQ̄(s, a)

)2]
, (1)

where α is a hyperparameter controlling strength of the pessimistic regularizer, µ is an arbirary
policy, a′ ∼ µ(s), a ∼ D, and BπQ̄(s, a) := R(s, a) + γEπ

[
Q̄(s′, a′)

]
is the empirical Bellman

backup operator applied to a delayed target Q-function Q̄—when Q̄ = Q, we use semi-gradient
which prevents gradient from flowing through the objective. The first term is the pessimistic Q-
value regularization and the second term is the temporal-difference (TD) objective [28]. There can
be multiple implementations of CQL. Common implementation chooses µ = π and builds on top
of soft actor-critic [29, 17]. Alternatively, crossQ [30] has demonstrated that we can replace the
delayed target Q-function with the current Q-function by properly leveraging batch normalization
[31]. Calibrated Q-learning (Cal-QL) [9] further augments the regularizer to only penalize OOD
actions when their corresponding Q-values exceed the value induced by the dataset D.

3 Stabilizing Q-Learning via Decoupling Latent Representations
Q-learning algorithms are known to diverge [21] and suffer from the overestimation problem [23]
even with double-Q learning [25, 32]. We aim to address this problem by proposing a new regu-
larizer. Specifically, our regularizer leverages neural tangent kernel (NTK) to analyze the learning
dynamics of Q-learning [25, 24, 22, 33, 34, 35]—the Q-value of a state-action pair (s′, a′) ∈ S ×A
can be influenced by the Q-learning update of another state-action pair (s, a) ∈ S × A. Let θ and
θ′ be the parameters of the Q-function before and after a stochastic gradient descent (SGD) step
respectively, and define κθ(s, a, s

′, a′) = ∇θQθ(s
′, a′)⊤∇θQθ(s, a). By performing SGD on the

TD objective (second term in Equation (1)) with state-action pair (s, a), we can write the Q-value of
another state-action pair (s′, a′) after the gradient update as

Qθ′(s′, a′) = Qθ(s
′, a′) + κθ(s, a, s

′, a′)
(
Qθ(s, a)− BπQ̄(s, a)

)
+O(∥θ′ − θ∥2). (2)
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Here, κθ is known as the neural tangent kernel [36] and the last term approaches to zero as the
dimensionality increases, a phenomenon known as lazy training [37]. Intuitively, a small magnitude
in κθ(s, a, s

′, a′) will result in Q(s′, a′) being less influenced by the update induced by (s, a).

Assuming that the Q-function is parameterized as a neural network Qθ(s, a) := w⊤Φ(s, a), where
θ = [w,Φ], w is the parameters of the last layer, and Φ(s, a) is the output of the second-last layer, we
can view Φ(s, a) as a representation layer. Thus, freezing the representation layer during Q-learning
update, we can write Equation (2) as

Qw′(s′, a′) = Qw(s
′, a′) + Φ(s′, a′)⊤Φ(s, a)

(
Qw(s, a)− BπQ̄(s, a)

)
+O(∥w′ − w∥2). (3)

Alternative approaches to mitigate this Q-divergence include using target network [38] and double
Q-learning [23]. The former is introduced to reduce the influence of rapid changes of nearby state-
action pairs during bootstrapping, which can also be addressed by decorrelating their corresponding
features. Consequently, we remove the target network, setting Q̄ = Q, and introduce a regularizer
that aims to decouple the representations between different state-action pairs, defined as

Lreg(Φ) := Es∼D,s′∼D

[(
Φ(s, au)

⊤Φ(s′, a′π)
)2]

, (4)

where s, s′ are states sampled independently from the buffer D, Φ(s, a) is the latent representation
of state-action pair (s, a), au ∼ U(A) is a uniformly sampled action, and a′π ∼ π(s′) is an action
sampled from the current policy. Here, we are approximately orthogonalizing the latent represen-
tations through minimizing the magnitude of their dot products. This regularizer decorrelates the
representations of any two states regardless of the current action, thereby minimizing the influence
on other Q-values due to the current update. We build upon conservative Q-learning (CQL) [27] to
enable offline training, thus the complete objective for Q-learning is now

LQ(θ) := LCQL(θ) + βLreg(Φ),

where β > 0 is a coefficient that controls the strength of the decorrelation. We call our method
Simplified Q as replacing the target network with this regularizer reduces the number of model
parameters by half, and further reduces the number of hyperparameters to be a single scalar β, as
opposed to having to tune the update frequency and the polyak-averaging term.

4 Experiments
We conduct our experiments on a real-life image-based grasping task. The task consists of control-
ling a UR10e arm through velocity control to grasp an item inside a bin (Figure 1, left). At each
timestep the agent observes a 64× 64 RGB image with an egocentric view, proprioceptive informa-
tion including the pose and the speed, and vacuum pressure reading. This environment has sparse re-
wards and introduces a challenging exploration problem as we impose minimal boundaries—random
policies can easily deviate away from the bin and go further above and outside the bin. Consequently
the O2O RL agent must learn to leverage the offline data to accelerate learning. We note that more
restricted boundaries may require more engineering (e.g. having precise measurements of the scene)
and can prevent the policy from learning optimal behaviours. More details are in Appendix C, and
results regarding mitigating Q-divergence and zero-shot generalization are in Appendix D.

Baselines. We compare Simplified Q against behavioural cloning (BC), and CQL built on soft
actor-critic (SAC) [17] and crossQ (CrossQ) [30]. SAC uses a target network to stabilize Q-learning
while CrossQ removes the target network with the inclusion of batch normalization [31]. We provide
50 successful human-teleoperated demonstrations and train each policy offline for 100K gradient
steps. During the online learning phase, we run each RL algorithm for 200 episodes which corre-
sponds to less than two hours of the total running time—the environment interaction time takes up
only 20 minutes while the remaining time is for performing learning updates. For all RL algorithms
we enable 3-step Q-learning and symmetric sampling for fairness. The RL agents use a frozen image
encoder that is pretrained using successor representation under Hilbert space [39, 40], while the BC
agent is trained end-to-end. Extra algorithmic and implementation details are in Appendix E.
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Figure 1: The image-based grasping environment setup and the success rates of various O2O RL
algorithms during the online RL phase. All models are first pretrained for 100K gradient steps
with 50 human-teleoperated demonstrations. (Left) The agent controls a UR10e arm with vacuum
suction with the goal of grasping the orange rice bag inside the bin and lifting it well above the bin.
(Middle) Comparison between SAC, CrossQ, and Simplified Q (Ours). Both SAC and CrossQ have
never learned to grasp the item, while Simplified Q can already pick with limited success after offline
training. Simplified Q can further achieve up to 75% success rate with only 200 online episodes.
(Right) Asymptotic performance between training end-to-end (E2E) and frozen pretrained image
encoder. The model trained E2E appears to achieve better asymptotic performance than one with a
frozen pretrained image encoder.

Results. During the offline phase, BC performs marginally better than simplified Q (Fig-
ure 2, top). Behaviourally, both policies reach into the bin 100% of the time, demon-
strating satisficing behaviours, whereas CrossQ and SAC fail to learn similar behaviours.
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Figure 2: The success rates of offline-
trained policies. Each policy is eval-
uated on 50 attempts. (Top) Com-
parison between BC and Simplified Q
(Ours). Simplified Q is able to grasp
with limited success while BC performs
marginally better than Simplified Q.
(Bottom) The impact of offline dataset
size on BC. Here BC is only able to
achieve around 35% success rate until
we further include image augmentation
from Yarats et al. [41].

We provide visualizations for each agent in Appendix
D.1. We then allow the offline-trained policies to further
train with extra online interactions. Throughout the 200
episodes both CrossQ and SAC are unable to grasp the
item at all, whereas Simplified Q can immediately grasp
and finally achieve up to approximately 70% success rate
(Figure 1, middle). We also observe that training end-
to-end rather than using a pretrained image-encoder can
achieve better asymptotic performance, above 90% grasp
success rate, without suffering from worse initial perfor-
mance (Figure 1, right). Finally, comparing Simplified
Q with BC, it appears that the BC experiences distribu-
tion shift due to the lack of demonstrations. We observe
in Figure 2, bottom, that BC requires 500 demonstra-
tions with image-augmentation techniques [41] in order
to achieve above 60% success rate. On the other hand,
Simplified Q can achieve near 70% success rate within
200 episodes, suggesting O2O RL can perform better than
BC by 10% without using more data.

5 Conclusion
In this work we introduced a novel regularizer inspired
by the neural tangent kernel which can alleviate Q-value
divergence. We conducted experiments on a real-life
image-based robotic manipulation task, showing that our method could achieve satisficing grasp-
ing behaviour immediately after the offline RL phase and further achieve above 90% grasp success
rate under two hours of interaction time. We further demonstrated that our method could outper-
form behavioural cloning and two existing reinforcement learning algorithms with similar amount
of total data. These results suggest that we should reconsider whether we truly need large amount
of demonstrations for learning near-perfect manipulation policies.
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A Related Work

Reinforcement learning (RL) algorithms require extensive exploration to learn a performant policy,
which is an undesirable property for robotic manipulation. Offline-to-online (O2O) RL is an alterna-
tive paradigm that also includes policy pretraining with offline data prior to online interactions, with
the hope that the pretrained policy is satisficing [8, 10, 26, 42, 43]. Existing algorithms including
COG [29], TD3-BC [44], Cal-QL [9], and RLPD [45] have shown some successes in both simulated
and real-life environments. While our work draws inspiration from these works, our approach dif-
fers in how we learn the Q-function. Our proposed method is also purely RL based, exluding any
behavioural-cloning objectives during policy learning.

RL for real-life robotic manipulation tasks often involve sim-to-real transfer [46, 47]. Though, there
are several works that directly deploy online RL algorithms on real-life systems [11, 12, 13, 14]. To
address the exploration challenges, Hertweck et al. [13] and Lampe et al. [14] leverage hierarchical
RL to decompose the task into human-interpretable behaviours. The hierarchical RL agent then
explores the space in the temporally-abstracted MDP which enables better state-action coverage. On
the other hand, Seo et al. [12] and Luo et al. [11] leverage offline data to provide indirect guidance
to the policy. Our work is similar to the latter line of research but also consider the pretraining phase
to accelerate online learning.

Finally, our work is most relevant to the recent breakthrough on analyzing Q-learning through the
lens of neural tangent kernel (NTK) [36]. Specifically, researchers have identified that the learn-
ing dynamics of Q-functions through NTK might describe why Q-learning tends to be unstable and
diverge [24, 25, 34, 35]. Consequently the researchers proposed various regularization techniques
[33] and model architectures [22] to alleviate this problem. We differentiate ourselves by identify-
ing that the target network in (deep) Q-learning is often applied for similar reasons—decorrelating
the consecutive state-action pairs during update. In particular we found that this target network is
unnecessary when our regularizer is applied to decorrelate latent representation of state-action pairs.

B Limitations and Future Work

In the future we aim to demonstrate the robustness of Simplified Q through more statistically-sound
comparisons and conducting experiments in other manipulation tasks and other domains, particu-
larly longer-horizon tasks. The former is currently limited by the amount of robot resources we
have access to—we believe Simplified Q will be quite robust as we have seen positive results on the
two experiments we have conducted so far. Secondly, running reinforcement learning algorithms in
real life still requires human intervention to reset the environment that may discourage practitioners
from applying these algorithms. This limitation might be addressed through reset-free reinforce-
ment learning [48]. Furthermore, the current learning updates are performed in a serial manner,
a natural direction is to parallelize this such that the policy execution and policy update are done
asynchronously [49, 50].

Our work also takes advantage of using offline data that includes successful attempts to workaround
the exploration problem. One question is to investigate whether we can include play data [51] or data
collected from other tasks [52]—leveraging multitask data can potentially enable general-purpose
manipulation. It is still of interest to perform efficient and safe exploration—for example using
vision-language models and/or constrained reinforcement learning algorithms to impose safe policy
behaviour and goal generation [53, 54].

There remains a big gap between the theoretical understanding and the empirical results of Simpli-
fied Q. Particularly we hope to show that this regularization can bound the Q-estimates to be within
realizable returns with high probability, and guarantee convergence of the true Q-function. This
may involve analyzing the learning dynamics of temporal difference learning with our regularizer
[24, 25]. It will also be interesting to analyze the differences in the learning dynamics with image-
based and state-based observations [55]. An alternative theoretical question is to investigate whether
Q-overestimation is truly problematic for policy learning [56].
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Figure 3: The frequency of actions being taken by the policy during training. We compare Simplified
Q (Ours), CrossQ, and SAC. Our policy appears to be able to perform fine-grained actions on the xy
axes while CrossQ and SAC exhibits bang-bang behaviours. SAC further appears to have converged
into a single direction.

C Environment Details

We conduct our experiments on a real-life image-based grasping task (Figure 1, left). The task
consists of controlling a UR10e arm to grasp and lift an item inside a bin. The agent observes a
64 × 64 RGB image with an egocentric view, the proprioceptive information including the pose
and the speed, and the vacuum pressure reading. The agent controls the arm at 10Hz frequency
through Cartesian velocity control with vacuum action—a 7-dimensional action space. The agent
can attempt a grasp for six seconds. The agent receives a +1 reward upon grasping the item and
lifting the item above the bin and a +0 reward otherwise. In the former, there is a randomized-
drop mechanism to randomize the item location, otherwise a human intervenes and changes the
item location. The attempts are fixed at six seconds (i.e. episode does not terminate upon success)
unless the arm has experienced a protective stop (P-stop)—this enforces the agent to also learn to
continually hold the item upon grasping it.

D Extra Experimental Results

D.1 Trajectories over Training

Here we provide few online interaction trajectories for each RL algorithm during training (Figure 4).
Behaviourally, the Simplified Q agent can consistently go inside the bin, towards the item, and
attempt to pick the item. SAC performs the worst in particular as it has learned to go towards a
specific corner in the workspace, away from the bin, which causes the arm to nearly reach singularity.
CrossQ hovers around the bin but fails to reach and pick up the item completely. Further visualizing
the frequency of an action being taken by each policy during training, SAC has converged to moving
towards a single direction while CrossQ has learned to perform bang-bang actions. On the other
hand, Simplified Q can perform fine-grained actions on the xy axes which suggests more precise
motion (Figure 3).

D.2 Latent Feature Representation Similarity and Q-value Estimates

We now analyze the impact of our proposed regularizer. Our goal is to decorrelate the latent fea-
ture representation of different state-action pairs, which is measure by the dot product of the fea-
tures Φ(s, a)⊤Φ(s′, a′), where (s, a) and (s′, a′) are independent samples from D. We sample 512
random state-action pairs from a buffer of random trajectories and visualize their similarity in the
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(a) Ours
t = 0 5 10 15 20 25 30 35 40 45 50 55

(b) CrossQ
t = 0 5 10 15 20 25 30 35 40 45 50 55

(c) SAC

Figure 4: The n’th online interaction trajectory where n = {1, 50, 150}, from top row to bottom
row, between three RL algorithms. Our algorithm can consistently go inside the bin and attempt to
pick the item, while CrossQ and SAC have diverged during training.

feature space induced by each algorithm during offline RL and online RL. Figure 5a illustrates that
using our proposed regularizer yields low-magnitude dot product for most state-action pairs when
compared to CrossQ and SAC. We can also observe a general trend that the magnitude decreases
for all algorithms as the agent collects more data. We further visualize their Q-values to investigate
whether the Q-function suffers from overestimation. We observe in Figure 5b that across 200 on-
line interactions, the Q-values of Simplified Q is consistently below the maximum realizable returns
(+60), whereas CrossQ and SAC fail to achieve this. However, there is an interesting trend that
SAC appears to begin with reasonable Q-values after the offline phase but quickly diverges during
the online phase, while CrossQ has already diverged Q-values after the offline phase. Secondly, we
notice another trend that the Q-values are decreasing in magnitude as the agents continually train the
Q-function with CrossQ and SAC. We leave the investigation of this phenomenon for future work.

D.3 Zero-shot Generalization

We now investigate the robustness of the RL policy trained with our proposed method without further
parameter updates—here we deploy the RL policy trained with 800 online interaction episodes from
Figure 1, right. We evaluate the agent on two other item types, one with different colour and one
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(b) The Q-value estimates of 512 random state-action pairs, evaluated at varying number of gradient updates
on the Q-function. Simplified Q maintains maintains reasonable Q-values, while both CrossQ and SAC seem
to have diverged in Q-values.

Figure 5: (a) The similarity between the latent representation of different state-action pairs. (b)
The Q-value estimates of different state-action pairs. From left to right: Model trained end-to-end
with Simplified Q (Ours). Model trained with Simplified Q with a frozen pretrained image encoder.
Model trained with CrossQ with a frozen pretrained image encoder. Model trained with SAC with a
frozen pretrained image encoder.

with different shape and rigidity (Figure 6, right). We also evaluate the agent on other scenarios
where there are three items in the bin simultaneously and where the lighting condition changes. We
evaluate each scenario for 50 grasp attempts. We emphasize that the agent has only seen a single
item over the training runs, making these scenarios totally out-of-distribution (OOD).

Our result is shown in Figure 6, left and we can see that the agent does degrade in performance
under OOD scenarios, but we observe that the success rate is around 70% on the different coloured
item, while achieving around 50% success rate on the item with different shape and rigidity. The
latter fails more frequently as the item is significantly taller, resulting in the agent P-stopping more
frequently due to unseen item height. Furthermore, the agent also degrades in performance when
there are multiple items in the bin, and we observe that the main faliure mode is when the gripper
is in between two items at equidistance, which causes the policy to undercommit on one of the
two items. This degradation is more significant when all the items are OOD. Finally, the modified
lighting condition does cause a visible performance degradation on the policy, we suspect this is
related to the light reflection on the item. Particularly, the policy cannot differentiate between the
bottom of the bin and the reflection of the item, thereby neglecting the item completely.
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Figure 6: (Left) Zero-shot generalization on unseen scenarios using our trained RL policy. We com-
pute the success rate on 50 attempts for each evaluation. The number corresponds to the item count
in the bin. (ID) In-distribution item: orange rice bag. (OOD) Out-of-distribution item: blue rice
bag. (Can) Out-of-distribution item: cookie can. (Lighting) Out-of-distribution lighting condition:
Different light source. (Right) The item roster for zero-shot evaluation. The trained policy is still
able to pick under various OOD scenarios. However including multiple different-coloured items,
different item type, and different lighting condition can significant degrade the grasp success rate.
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Figure 7: The gradient of Q w.r.t. linear xy velocities and the corresponding image observation.
(Left) The Q-function is learned through setting µ = π. (Middle) The Q-function is learned
through setting µ = U(A). (Right) The corresponding image observation. The opacity of the
arrow corresponds to the magnitude and the contour corresponds to the Q-values. We observe that
with µ = U(A) the gradient field tends to point towards the direction of the item whereas µ = π
seems to have multiple local optima on different directions.

E Hyperparameters and Algorithmic Details

The self-imitation technique is inspired by soft-Q imitation learning [57] and RLPD [45], where
the algorithm samples transitions symmetrically from both the interaction buffer Don and the offline
buffer Doff. However, symmetric sampling samples half of the transitions from the offline data Doff,
which is undesirable when the average return induced by Doff is lower than the current policy π.
We therefore include successful online interaction episodes into Doff in addition to the interaction
buffer Don, a technique inspired by self-imitation learning [58, 12]. The consequence is twofold: (1)
it allows the agent to see more diverse positive examples as it succeeds more, and (2) this results in
the buffers being closer to on-policy data as the current policy becomes near optimal.

We choose the CQL regularizer coefficient to be α = 1.0 and the NTK regularizer coefficient to be
β = 0.2. We use Adam optimizer [59] with learning rate 0.0003 for offline training and end-to-end
online RL; we use a smaller learning rate 0.00005 for online RL with frozen image encoder as we
found that using same learning rate is less stable. The batch size is set to be 512 (i.e. sampling
256 from Doff and 256 from Don during online phase), and we perform 60 gradient updates between
every attempt for both the policy and Q-functions to avoid jerky motions. The models update at ≥ 1
update-to-data ratio—when P-stop occurs the ratio is higher due to shorter trajectory length.
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The image encoder is a ResNet [60], followed by a 2-layer MLP. For the policy, the MLP uses tanh
activation with 64 hidden units, whereas for the Q-function, the MLP uses ReLU activation with
2048 hidden units. Training with a frozen image encoder spends approximately 14 seconds, whereas
training end-to-end (E2E) spends approximately 40 seconds. This discrepency comes from updating
less parameters for the former—we note that in E2E each model has its own separate image encoder.
To pretrain the image encoder, we use first-occupancy Hilbert representation objective introduced
by Moskovitz et al. [39] and Park et al. [40]. The image encoder is trained with the images from
same 50 demonstrations for 50K gradient steps.

For CQL, we found that setting µ = U(A) instead of µ = π to be more effective. Specifically,
we visualized the gradient field of the Q-function w.r.t. actions and observe that using µ = π tends
to cause the learner policy to get stuck in a local optimum, whereas sampling from U(A) allows
for a smooth landscape with less local optima (Figure 7). Finally, rather than pushing Q-values of
in-distribution actions towards infinity in the CQL regularizer, we apply a weighted penalty based
on the distance between the in-distribution action and the action sampled from µ. Specifically, the
CQL regularizer is implemented as

ED,µ [(1− exp(−∥a− a′∥))Qθ(s, a
′)] ,

where a ∼ D is the in-distribution action and a′ ∼ µ is the (possibly) out-of-distribution action.

For BC, we use the exact same policy architecture, learning rate, optimizer, batch size, and num-
ber of gradient steps as the RL counterpart, and perform maximum likelihood estimation which
corresponds to minimizing the mean-squared error:

LBC(π) =
1

|Doff|
∑

(s,a)∈Doff

∥a− π(s)∥2.

While one may use validation loss to select the “best” policy, we evaluate each checkpoint at every
10K gradient steps and have observed that the performance does not vary significantly, corroborating
previous findings [51, 61, 62].
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