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Abstract

As AI advances, copyrighted content faces grow-
ing risk of unauthorized use, whether through
model training or direct misuse. Building upon
invisible adversarial perturbation, recent works de-
veloped copyright protections against specific AI
techniques such as unauthorized personalization
through DreamBooth that are misused. However,
these methods offer only short-term security, as
they require retraining whenever the underlying
model architectures change. To establish long-term
protection aiming at better robustness, we go be-
yond invisible perturbation, and propose a univer-
sal approach that embeds visible watermarks that
are hard-to-remove into images. Grounded in a new
probabilistic and inverse problem-based formula-
tion, our framework maximizes the discrepancy be-
tween the optimal reconstruction and the original
content. We develop an effective and efficient ap-
proximation algorithm to circumvent a intractable
bi-level optimization. Experimental results demon-
strate superiority of our approach across diverse
scenarios.

1 INTRODUCTION

Deep generative models (DGMs), such as diffusion mod-
els [71, 28], have shown remarkable success in various
vision tasks, including text-to-image generation [65], im-
age editing [10, 69], and style transfer [35]. Moreover,
these models exhibit impressive personalization capabil-
ities [24, 66]. For example, DreamBooth [66] fine-tunes
diffusion models using a few representative reference im-
ages, enabling the generation of personalized images with
high fidelity. This capability significantly reduces the cost
of AI-assisted personalized generation, paving the way for
a wider range of AI-driven applications [81].

However, these advances also introduce new risks. Artists
and photographers frequently share their works online for
promotional purposes. Yet, off-the-shelf AI tools enable ma-
licious users to obtain unauthorized copies without purchas-
ing rights or to directly plagiarize art styles by fine-tuning
personalized models using these images [74, 52]. These
threats greatly undermine the profits of art creators [68].

Recent studies developed adversarial attacks to defend
against unauthorized use of AI tools [67, 68, 43, 74]. These
methods learn invisible perturbations to disrupt the image
generation process in DGMs like diffusion models. For ex-
ample, [67] push the latent codes of text-to-image diffusion
models toward unrelated targets, and AdvDM [44] mini-
mizes the likelihood of perturbed images from diffusion
models to degrade their performance on them. Poisoning
attacks have also been used to trick fine-tuning based Dream-
Booth into learning false correlations, preventing it from
capturing desired styles [74], and MetaCloak [52] incor-
porated meta-learning to attack an ensemble of diffusion
models, improving the poisoning transferability.

Although effective on targeted models, these invisible attack-
based solutions heavily rely on adversarial vulnerabilities,
resulting in two key limitations. First, the adversarial attack-
based mechanism makes them fall short to generalize well
to broader DGMs [31, 52]. Specifically, their performance
on black-box DGMs is largely unpredictable [16], and on
white-box DGMs, they only provide short-term protection:
when facing new DGMs, the perturbation must also be up-
dated or retrained [80]. Second, their invisibility inherently
limits their strength from two aspects. On one hand, in-
visible watermarks are prone to distortion and purification
attacks [3, 52, 86]. On the other, since these protections are
designed to be invisible, they cannot prevent direct misuse
such as scraping copyrighted content for commercial use
without authorization.

In response, we propose a new paradigm for copyright pro-
tection. Our approach revisits the visible watermark, a tra-
ditional tool for copyright protection. We demonstrate that
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visible watermarks offer strong protection: with clear copy-
right information displayed, the image becomes largely un-
usable. Additionally, when a prominent visible watermark
is present, AI tools like DreamBooth learn the watermark
pattern due to their backdoor mechanism [64, 59, 11], re-
sulting in unsatisfactory outputs. Finally, our protection is
agnostic to misuse: unlike attack-based methods, visible
watermarking does not target specific misuses or DGMs,
thus providing a universal protection.

Another advantage of visible watermarking is its robustness
to distortion attack, such as JPEG compression and Gaus-
sian blur, that can easily compromise its invisible counter-
part [3, 86]. The existence of watermark removal as targeted
attack on visible watermarking also poses a significant chal-
lenge [51, 45, 55, 48]. Since standard mechanism that adds
visible watermarks in a consistent way can be bypassed by
specialized attacks [15], and manually placing watermarks
in appropriate areas [76] can be labor-intensive and not
scalable, we propose HARVIM, which learns a visible wa-
termark that is hard to remove in an automated way. To our
best knowledge, this is the first learning-based visible wa-
termark for copyright protection of human-created content
in the AI era. This new exploration is a key contributions.

Formally, HARVIM transforms watermark removal into an
inpainting problem of reconstructing the watermarked area,
and learns a watermark to make the reconstruction harder.
This entails a bi-level optimization. The lower-level opti-
mization reconstructs the watermarked area, and the upper-
level optimization adjusts the watermark to push the re-
construction away from the original image. Through this
formulation, HARVIM identifies a hard-to-reconstruct region
of the image, usually containing rich visual details. Impor-
tantly, This region is an intrinsic characteristic of the image,
allowing HARVIM to create watermarks that are inherently
hard to remove, regardless of the removal method used. The
new hard-to-remove watermark formulation as a universal
copyright protection is also a key contribution of this work.

In execution, HARVIM uses a pre-trained generative model
as a prior to guide lower-level optimization [5, 2, 58]. How-
ever, this generative prior makes the bi-level problem NP-
hard [40, 70], due to the complexity of how the watermark
impacts the lower-level optimal solution involving a deep
neural network (DNN). Following prior work [31, 52], we
use meta-learning [22] for an approximate solution, replac-
ing the exact lower-level solution with one that takes K
gradient descent steps from the initial value [22]. Express-
ing the gradients as functions of the watermark allows the
approximation to be written as an explicit function of the
watermark. Meta-learning requires K to be small, usually
leading to approximation errors [31, 25]. Nonetheless, re-
cent work showed that a special family of deep generative
priors allows the lower-level optimization to be replaced by
a series of subproblems, each solvable in a few steps [48].
Built upon this, we derive a new, effective solution to learn

watermark. This new bi-level solver is our third contribution.

Our paper is organized as follows. Sec 2 discusses the
HARVIM formulation and its approximate solution. Sec 3
evaluates HARVIM’s performance on various image sets and
tests its robustness against different watermark removers.
Sec 4 reviews related works, and Sec 5 conclude the paper.

2 PROPOSED METHOD

Grounded in a probabilistic view, We propose HARVIM to
learn hard-to-remove visible watermarks to protect copy-
righted images from direct and AI-assisted misuse.

2.1 PRELIMINARY

Notations. As in previous works [58, 79, 48], we represent
(flattened) images as vectors denoted by lowercase boldface
letters. Uppercase boldface letters mark matrices.

Inverse problems. Given a corrupted observation y ∈ Rm

of an unknown image xT ∈ Rn (m ≤ n), inverse problems
aim to reconstruct clean xT assuming that y is generated by

y = f(xT ) + e, (1)

where f(·) is a known forward operator that corrupts xT ,
and e is a noise that has independently and identically dis-
tributed elements [5, 58]. Inverse problems, like compressed
sensing and inpainting, are associated with a specific opera-
tor f . For more background, see [58]. Our work focuses on
image inpainting.

Image inpainting. This task aims to recover an image with
masked content. Formally, inpainting assumes that y =
AxT + e, where A ∈ Rn×n is a diagonal matrix with
binary entries indicating whether a pixel is observed or
missing, and e ∼ G(0;σ2I) is an isotropic Gaussian noise
with known variance σ2.

Deep Generative Prior. Inverse problems are generally
under-determined, in the sense that Eq (1) admits infinitely
many possible solutions. To address this, deep generative
models (DGMs) pre-trained on large datasets can be used as
priors to assess the plausibility of reconstructions and help
find the optimal one [58]. From a Bayesian perspective, this
entails a maximum-a-posterior (MAP) problem. Let G be a
DGM prior. We solve the inverse problem by finding

x∗ = argmaxx log pG(x | y;λ) (2)
= argmaxx log pe(y − f(x)) + λ log pG(x),

log pe(·) and log pG(·) represent the log-likelihood of noise
e and image x, respectively. The hyperparameter λ > 0 con-
trols the weight of the prior G, acting as a regularizer [79].

Copyrighted Image Protection. The advance of DGMs
also enables unauthorized use of copyrighted content. For



instance, DreamBooth [66] allows text-to-image diffusion
models [65] to generate personalized images. However, by
fine-tuning on a few of an artist’s work, it can mimic and
plagiarize their style [74]. This has raised significant con-
cerns about copyright protection [68]. To counter this, re-
cent works [43, 74] proposed targeted attacks on DGMs
like DreamBooth being misused. Conceptually, given a mis-
used DGM G with training loss ℓ(G;x) for any x, these
works protected copyrighted image xT by learning an invisi-
ble perturbation δ via maxδ:∥δ∥∞<ε ℓ(G;x+ δ) to degrade
G’s performance on x+ δ, where ε limits pixel-level per-
turbation. This defines an adversarial attack on G. When G
is inaccessible, δ is learned by attacking (an ensemble of)
open-source surrogate models [52].

2.2 HARVIM: TOWARDS A UNIVERSAL
PROTECTION BY VISIBLE WATERMARKING

As outlined before, although attack-based safeguards can
effectively address targeted misuse, they have key weakness.
First, the attack-based formulation limits their applicability
in untargeted scenarios. Specifically, their performance on
black-box AI is largely unpredictable due to the nature of
the attack [16, 52], and in white-box settings, they provide
only short-term protection, in the sense that new personal-
ization techniques may render current safeguards (e.g., those
against DreamBooth) ineffective [52, 80]. In addition, the in-
visible nature of existing protections also poses two inherent
limitations. First, these protections are prone to distortion or
purification attack [3, 52, 86]. Second, the invisibility offers
no protection against direct misuse. We refer to a misuse as
direct if it does not involve AI, but rather unauthorized use
such as piracy. For instance, users may scrape copyrighted
images for commercial purposes without purchasing rights,
undermining creators’ profits. Such misuse doesn’t involve
AI tools and cannot be addressed by existing attack-based
methods. Consequently, existing safeguards often provide
unsatisfactory protection in execution [52, 86]. Hence, a
more general formulation for protection is needed.

In light of these limitations, we resort to visible watermark-
ing for stronger protection. First, visible watermarks ren-
der protected images largely unusable in direct use. In AI-
involved misuse scenarios, when a prominent watermark
presents, AI such as personalization with DreamBooth will
also be affected due to the backdoor mechanism [64, 59, 11].
As shown in Fig 1, DreamBooth learns watermark patterns
from watermarked training images, leading to unusable
outputs. Notably, adding visible watermarks requires no
prior domain knowledge of misuse scenarios or mechanisms.
Thus, it provides a broader protection. In addition, visible
watermarking are much more robust to distortion attacks.
In Fig 2 we applied JPEG compression [20, 4] and Gaus-
sian blur [84] at varied intensities to distort watermarked
images, and observed that the watermarks remain readable

even when the images are greatly destroyed.

Our finding indicates that visible watermark offers an ex-
cellent level of robustness against standard transformation
attack, and pave the way for more reliable copyright pro-
tection than existing attempts. Nonetheless, conventional
watermarks are typically added in a consistent manner to
the images, which offers limited resistance against more tar-
geted watermark removal attack [15, 45, 73]. While manual
or rule-based watermark placement can provide some pro-
tection [32], it requires significant human effort and lacks
scalability. To address this, we propose an automated so-
lution by learning a visible watermark that is resistant to
remove. We refer to our approach as hard-to-remove visible
watermark (HARVIM) and provide details below.

2.3 FORMAL FORMULATION OF HARVIM

We formulate the proposed HARVIM as an optimization
problem. To this end, we define a watermark m ∈ Rn as an
image with the same dimensions1 as the copyrighted image
xT . Then, watermark removal can be formulated as an in-
verse problem [58], where the watermarked observation is2

y(m) = AmxT + e. Similar to inpainting, Am is a diago-
nal matrix where entries indicate if a pixel is watermarked.
Treating the watermarked area as missing, inpainting serves
as a surrogate for visible watermark removal [30].

Built upon this formulation, HARVIM seeks an m that
makes xT hard to reconstruct from observation y(m). The
reconstruction hardness is measured by a similarity score
s(x∗(m),xT ) between the optimal reconstruction x∗(m)
from y(m) to the ground truth xT .

Watermarking constraints. When learning m for copy-
righted image protection, two standard readability con-
straints must be met [57, 32]. First, image readability re-
quires that the watermarked observation’s readability must
remain. Otherwise, while an excessive watermark occupying
the entire image can make it unrecoverable, audience will
also fail to recognize the image content, which could nega-
tively compromise the creator’s financial gains and public
visibility. This constraint is solved by adding a regulariza-
tion term R(m) to penalize the size of watermark. Second,
watermark readability requires that the watermark itself
should convey clear copyright information, such as the cre-
ator’s logo or name. To satisfy this constraint, we use a small
pre-trained generative model to control m, as detailed in
Appendix A.1 due to page limit.

Put together, HARVIM learns m to watermark image xT by

1The background is also part of the image.
2We write the observation y (or reconstruction x∗) as a func-

tion of m (and hyperparameter λ) to highlight the dependence.
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Figure 1: Visible Watermarking can provide strong protection: DreamBooth trained on watermarked (“+wm”) images learn
watermark patterns as well. Examples and implementations are from [75].

O
bs

Jp
eg

(l)
G

au
s(

l)
Jp

eg
(h

)
G

au
s(

h)

Figure 2: Visible watermarks remain resilient to strong dis-
tortion attacks JPEG compression and Gaussian blur, at low-
(top) and high-intensity (bottom) levels.

solving a bi-level optimization problem

m∗ = minm s(x∗(m),xT ) +R(m), (3)
s.t. x∗(m) = argmaxx log pG(x | y(m);λ).

Remark 2.1. We want to emphasize that Eq (3) provides a
general framework for image protection for two key reasons.
First, the concept of hard-to-reconstruct region underlying
HARVIM reflects an intrinsic characteristic of an image,
rather than a property specific to any particular prior G.
Second, Eq (3) is not limited to any specific choice of G.
The next section presents an implementation, but HARVIM
by definition can incorporate any generative prior G capable
of modeling the real image distribution.

2.4 AN APPROXIMATE SOLUTION FOR
HARVIM

The bi-level optimization Eq (3) is non-trivial to solve, with
difficulties lying in two folds. First, inpainting requires ma-
trix Am containing binary entries, which cannot be opti-
mized by gradient-based method. Second, its feasible set,

as specified by the lower-level optimization that involves
some deep neural network G, is NP-hard to identify [70].
Therefore, further approximations are needed.

Mathematically, the first challenge arises from that m’s
gradient is undefined due to the discrete nature of Am. To
address this issue, we construct a differentiable approxima-
tion for it based on continuous-valued learnable watermark
m. Specifically, given m ∈ Rn, denote the sigmoid func-
tion by sig : R → R, we define

Am = diag
(

sig
(
m1 − α

β

)
, . . . , sig

(
mn − α

β

))
,

(4)

where α, β are hyperparameters such that sig((mi −
α)/β) ≈ 1 when mi lies within the watermark area, and 0
otherwise. Additional implementation details are provided
in Appendix A.1.

The differentiable m can be optimized with gradient

∇m (s(x∗(m),xT ) +R(m)) (5)

=∇x∗s(x∗(m),xT )
⊤Jm(x∗(m)) +∇mR(m),

where the second line holds from the chain rule, and
Jm(x∗(m)) denotes the Jacobian of x∗ with respect to
m. Unfortunately, this Jacobian is intractable due to the
unknown form of x∗(m), making the problem remain un-
solved. We resort to meta-learning for an approximate solu-
tion [31] by replacing the exact x∗(m) with an approximate
solution x̃(m) that is computed from K-step gradient de-
scent [22]. By treating ∇x log pG(x | y(m);λ) as a func-
tion of m, x̃(m) can be expressed as an explicit function
of m, making approximation Eq (5) viable.

In practice, however, meta-learning requires small K to
maintain affordable computational cost, and 1 or 2 is often
used [31]. Such a small value often results in highly inaccu-
rate approximation [25], Critically, when the approximation
fails to reflect the faithful progress made by current m, the
upper-level optimization will be misled as well, resulting in
poor or failed solutions [26, 23].

Idea. While this difficulty cannot be resolved in general, for
inverse problems solvers that use normalizing flows [60]



Algorithm 1 HARVIM algorithm

1: Input: copyrighted image xT , λ > 0 and its update
steps T > 0, random noise variance σ2 > 0, generative
prior G : Rn → Rn, inpainting mask hyperparameters
α, β (Eq (4)), unrolled steps K

2: Initialize: λ0 = 0, randomly initialize m0 and inpaint-
ing mask Am,0 based on Eq (4), watermarked image
y0 = Am,0xT + e where e ∼ G(0, σ2I)

3: Ignoring dependency on m0, find the MLE solution
x̃0 = x̃(m0, λ0) for y0 [48]

4: for t = 1, . . . , T do
5: Treat yt−1(mt−1) = Am,t−1xT+e, e ∼ G(0, σ2I)

as a function of mt−1

6: λt = λt−1 +
λ
T

7: x̃t = x̃t−1

8: for k = 1, . . . ,K do
9: x̃t = x̃t +∇x log p(x | yt−1(mt−1);λt)

10: end for
11: Denote current solution as x̃t(mt−1, λt)
12: Update mt based on Eq (6)
13: end for
14: return Learned mt

as generative priors, it can be largely alleviated. In specific,
denote x∗(y;λ) = argmaxx log pG(x | y;λ), [48] showed
that under regular conditions, log pG(x | y;λ′) is locally
convex at x∗(y;λ) when λ′ is close enough to λ. Therefore,
using x∗(y;λ) as an initial value, x∗(y;λ′) by nature can
be obtained within a few gradient descent steps. Motivated
by this, we expect log pG(x | y;λ) to preserve a local
convexity around x∗(y′;λ′) if y′ is close to y and λ′ is
close to λ. Built upon this, we optimize m along with x̃(m)
and λ as in [48] together in an iterative way.

Solution. Our solution starts with a randomly initialized
watermark m0, hyperparameter λ0 = 0, and an approxi-
mate solution x̃(m0;λ0) solved by gradient descent. Here
the approximate solution x̃ is expressed as a function of
both watermark m and λ. In each round t, we first update
hyperparameter λt by taking a small step towards the final λ.
Next, given current mt−1 and λt, we solve x̃t(mt−1;λt)
by taking K gradient descent steps from the last round solu-
tion x̃t−1. Finally, we update mt by unrolling updates on
x̃t(mt−1;λt) as a function of mt−1 and take

mt = mt−1 −∇m

s(x̃t(mt−1;λt)︸ ︷︷ ︸
func. of mt−1

,xT ) +R(mt−1)

 .

(6)

We repeat the following steps until λt reaches the pre-
specified value λ. The solution is outlined in Algo 1.

3 EXPERIMENTS

In this section, we evaluate the performance of HARVIM in
learning various types of watermarks across diverse image
distributions. Importantly, HARVIM employs a simpler G to
acquire information about reconstruction hardness for guid-
ing watermark optimization, and learned watermarks are
capable of resisting more advanced watermark removal tech-
niques. These results confirmed the versatility of HARVIM.

3.1 EXPERIMENT SETUP

HARVIM Setup. Following Whang et al. [79], Liu et al.
[48], we use representative normalizing flow model Real-
NVP [19] as pre-trained on CelebA [53] as a reliable gen-
erative prior G [47]. More training details can be found
in Whang et al. [79]. We adopt peak-signal-to-ratio (PSNR)
to measure similarity between reconstruction x̃ and ground
truth xT that HARVIM seeks to minimize in Eq (3).

Learnable Watermarks. We consider two families of learn-
able watermarks for empirical study. The logo-styled water-
marks are simulated by MNIST digits [39], and we use all
digits 0-9. The initial-styled watermarks, on the other hand,
are constructed from handwritten English letters [12], and
we choose two randomly selected initials, “NJ” and “OS”.
All watermark generators are implemented by lightweight
variational auto-encoder (VAE, Kingma and Welling [36])
using fully-connected layers and can be trained with CPU
only. We provide more details in Appendix A.1.

Image Datasets. We consider three image sets to protect.
The In-distribution set is a validation subset of CelebA
whereon G was trained. This dataset helps understand the
scenario where G can be maintained by the copyright own-
ers. For further evaluations of HARVIM in scenarios where
copyrighted images are not allowed to be used for training
G, we consider two out-of-distribution sets: a validation
subset of ImageNet [17], and 10 manually selected Cartoon
images. Due to budget constraints, on CelebA and ImageNet
we randomly choose 100 images respectively, see Appendix
A.4 for more details.

Watermark Removal Methods. After constructing hard-to-
remove watermark m, we conduct two classes of watermark
removal methods. The first worst-case class have access
to the ground truth location of watermarks (i.e., exact Am

is assumed known) and remove them by solving inverse
problems. To this end, Flow-R uses the same flow-based
model G to solve the inpainting task with random initialized
x [48], and RePaint is a representative diffusion model-
based inpainting method [55]. The second Blind-case class
contains SLBR [45] and DeNet [73], which are blind water-
mark removal models that are pretrained on diverse images
and watermarks to locate-and-remove watermark in an end-
to-end manner. Notably, HARVIM is not optimized for any



of these methods.

Evaluation Metrics. We evaluate the performance of
HARVIM based on the reconstruction quality of x̃(m0) and
x̃(mT ), where m0 and mT denotes the initial and learned
watermarks respectively. Following the literature [45, 55],
the reconstruction quality is measured by peak-signal-to-
ratio (PSNR), structural similarity (SSIM), and learned per-
ceptual image patch similarity (LPIPS) [83]. As will be
detailed shortly, we manipulate the three metrics to make
sure that higher indicates better reconstruction, and thus
weaker copyright protection.

3.2 QUANTITATIVE EVALUATION OF HARVIM

When conducting watermark removal, We noted all of the
four methods suffered from notable performance degrada-
tion in challenging scenarios. As an extreme case, SLBR and
DeNet failed to recognize watermarks, and produced recon-
struction nearly identical to the watermarked observation, as
shown in Fig 3. Consequently, a direct comparison of PSNR
and other metrics may fail to correctly measures the effec-
tiveness of HARVIM: when a reconstruction x̃ is identical to
the observation y, metric PSNR(x̃,xT ) = PSNR(y,xT )
in essence quantifies how much watermark m distorts the
image, other than how difficult it is to be removed.

To avoid this misleading evaluation, we check to what ex-
tent a reconstructed image is better than the watermarked
observation by computing how much PSNR or SSIM
from a reconstruction to the ground truth is higher than
from the observation. Specifically, we defined vPSNR(x) ≜
PSNR(x̃,xT ) − PSNR(y,xT ) as a measure of how good
reconstruction x̃ is in terms of PSNR, the measures of SSIM
and LPIPS are defined similarly3. We report these results
(mean±se) in Tab 1. Due to page limit, we defer the results
from SLBR that failed on our watermarks to App B. Orig-
inal metrics are also reported in Tab 4 in App B for more
comprehensive evaluation.

From Tab 1, HARVIM successfully learned watermarks re-
sisting both flow- and diffusion-based worst-case methods,
Flow-R and RePaint, in all cases. Blind-case methods failed
to identify added watermarks, possibly due to the substantial
style and semantic difference between our learned water-
marks and their pre-trained data. This highlights the limita-
tion of blind-case methods.

When comparing the defense performance against the two
worst-case methods, HARVIM exhibited better performance
on Flow-R than on RePaint. We hypothesize that this supe-
rior performance can be attributed to the fact that HARVIM
and Flow-R share the same generative prior G and employ a
similar maximum-a-posteriori Bayesian optimization frame-
work. In contrast, images reconstructed by RePaint undergo

3As lower LPIPS implies higher similarity, we flip its subtrac-
tion order to make larger vLPIPS indicate better reconstruction.

a significantly different optimization process. Conceptually,
this distinction is similar to attacking a gray-box model ver-
sus black-box model [61]. Furthermore, HARVIM shows
strong transferability in both scenarios, which are chal-
lenging for traditional adversarial attacks [16]. We attribute
this success to the fact that HARVIM’s target, the hard-to-
reconstruct region of image xT , is an intrinsic characteristic
of the real xT . Consequently, any generative model pre-
trained on real images will inherently reflect this property.
As a result, HARVIM offers a general protection. In contrast,
previous adversarial attack-based protections targeted on
models-specific shortcuts that are not shared across different
models, often resulting in unsatisfactory transferability [31].

As further evidence, although the generative prior G was
trained on CelebA, HARVIM still offers comparable defense
performance on out-of-distribution ImageNet and Cartoon
datasets. As pointed in previous studies [2, 79], Flow as
a generative prior provides a certain degree of generaliz-
ability across different image distributions for measuring
the likelihood of an image. Our results further demonstrate
that this flexibility can be leveraged to identify the hard-to-
reconstruct region in out-of-distribution images as well.

3.3 QUALITATIVE EVALUATION OF HARVIM

We conclude this section by providing careful analysis on
how HARVIM learns watermarks in order to make them hard-
to-remove. We visualize reconstructions generated using
different methods applied to random and HARVIM learned
watermarks. Results are shown in Fig 3. Due to space con-
straints, one sample is presented for each watermark.

From Fig 3, HARVIM increased the difficulty of watermark
removal while simultaneously preserving both image and
watermark readability. To achieve this, it selected regions
with abundant visual details as hard-to-reconstruct regions
to place watermarks. Importantly, we found these details
are likely overlooked even by human readers. For exam-
ple, in three out of four CelebA images, HARVIM placed
watermarks along the boundaries between human hair and
the background. These placements caused both Flow-R and
RePaint to fail in accurately reconstructing the textures.
Similarly, watermarks were put on leafy backgrounds on
ImageNet images, leading to further failures of the two
models.

Interestingly, in column 8, both model failed to reconstruct
the smaller lizard masked by the digit logo watermark. Fur-
thermore, they both misinterpreted this lizard as part of the
larger one. Given that Flow-R and RePaint employed gen-
erative priors of different architectures trained on distinct
datasets, this “coincidence” can be considered as concrete
evidence that the hard-to-reconstruct region is an intrinsic
characteristic of the image, learned by different generative
priors trained in diverse scenes. By targeting this intrinsic



Table 1: Worse-case performance of HARVIM when removers know the exact position of watermarks. The performance is
evaluated based on to what extent the watermark removing performance is better than the observation in terms of PSNR,
SSIM, and LPIPS respectively. Lower indicates worse reconstruction quality, thus stronger protection.

CelebA

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Imp (↑) Random HARVIM Imp (↑) Random HARVIM Imp (↑)

D
IG Flow-R 13.02±0.37 7.57±0.66 5.44 6.71±0.24 3.82±0.40 2.89 3.22±0.27 2.21±0.24 1.01

RePaint 13.45±0.41 11.57±0.46 1.89 9.63±0.25 8.62±0.33 1.01 5.96±0.27 5.74±0.21 0.22

N
J Flow-R 9.31±0.34 7.33±0.36 1.98 11.40±0.58 9.34±0.61 2.06 7.53±0.39 6.44±0.44 1.08

RePaint 10.25±0.34 9.99±0.38 0.26 14.08±0.60 13.07±0.67 1.01 9.36±0.34 8.93±0.41 0.43

O
S Flow-R 9.57±0.33 7.21±0.31 2.36 11.43±0.62 8.01±0.53 3.42 7.90±0.41 7.02±0.39 0.88

RePaint 10.39±0.36 9.44±0.37 0.96 15.68±0.64 12.86±0.62 2.81 10.62±0.43 10.09±0.41 0.53

ImageNet

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Imp (↑) Random HARVIM Imp (↑) Random HARVIM Imp (↑)

D
IG Flow-R 9.61±0.45 6.09±0.62 3.52 4.49±0.35 2.72±0.45 1.77 3.22±0.27 2.21±0.24 1.01

RePaint 9.61±0.48 8.56±0.53 1.05 8.80±0.39 8.40±0.44 0.41 5.96±0.27 5.74±0.21 0.22

N
J Flow-R 8.46±0.37 7.21±0.42 1.25 5.12±0.73 3.42±0.75 1.70 7.53±0.39 6.44±0.44 1.08

RePaint 7.20±0.31 6.69±0.40 0.50 3.76±0.73 2.79±0.82 0.96 9.36±0.34 8.93±0.41 0.43

O
S Flow-R 8.58±0.34 7.18±0.39 1.40 4.28±0.69 1.82±0.69 2.46 7.90±0.41 7.02±0.39 0.88

RePaint 7.44±0.33 6.60±0.38 0.84 4.03±0.68 2.03±0.77 2.00 10.62±0.43 10.09±0.41 0.53

Cartoon

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Imp (↑) Random HARVIM Imp (↑) Random HARVIM Imp (↑)

D
IG Flow-R 6.53±1.18 −0.86±1.74 7.39 2.55±0.77 −0.88±1.25 3.42 3.22±0.27 2.21±0.24 1.01

RePaint 4.75±1.36 3.01±1.26 1.74 4.76±1.04 3.84±1.23 0.92 5.96±0.27 5.74±0.21 0.22

N
J Flow-R 2.78±1.27 1.83±1.41 0.95 −0.59±1.85 −3.58±2.08 2.98 7.53±0.39 6.44±0.44 1.08

RePaint 2.46±1.14 1.86±1.08 0.60 −2.95±1.77 −3.96±2.33 1.01 9.36±0.34 8.93±0.41 0.43

O
S Flow-R 2.97±0.44 1.52±0.44 1.45 −1.20±1.72 −5.25±1.76 4.05 7.90±0.41 7.02±0.39 0.88

RePaint 3.52±0.36 1.82±0.25 1.70 −1.21±2.14 −5.03±1.70 3.82 10.62±0.43 10.09±0.41 0.53

characteristic, HARVIM shows strong transferability.

4 RELATED WORKS

Copyright Protection. DGM-based AI tools have raised
concerns about unauthorized use of copyrighted images,
including style transfer [35], personalization [24, 66], and
image editing [10, 69]. Recent studies framed data protec-
tion as a problem of adversarial attacks. By introducing
imperceptible perturbations to protected images, these ap-
proaches aim to degrade AI performance on the affected
data [67, 45, 74]. Particularly, PhotoGuard [67] attacked a
text-to-image model by perturbing its latent code, aligning
generations with an unrelated dummy image. Glaze [68]
further employed a style-transfer model to minimize the
similarity of generated images to the protected content. Ad-
vDM [44] targeted on diffusion-based models by minimiz-
ing the likelihood of perturbed images; and [43] added a
texture-targeting loss for improved robustness. To defend
against personalized DreamBooth [66], [74] learned per-
turbations to degrade its training performance using a bi-
level optimization framework, with an approximate solution
proposed by neglecting the trajectories in the lower-level
optimization. [52] improved this process by using meta-
learning to attack an ensemble of models. However, existing

methods specifically targeted DGMs that cause the mis-
use, and their attack-based solutions are highly specialized,
making generalization challenging [16]. In contrast, our
HARVIM identifies a hard-to-reconstruct region of the im-
age and places a visible watermark, rendering the image
unusable. In this way, HARVIM provides protection agnostic
to misuse scenarios.

Visible Watermarking and Removal. Visible watermarks
have been widely used to prevent piracy [7, 13, 57, 32].
Early works resorted to signal processing technique to
enhance the robustness of watermark [62, 32, 29]. In re-
sponse, watermark removal has also accumulated a vast lit-
erature [15, 9, 41]. When the watermark location is known,
inverse-problem-based solvers can provide strong recon-
structions [34], as also verified in our experiments. How-
ever, these methods are ineffective when location informa-
tion is unavailable, and obtaining human labeling is often
impractical [49]. The advance of deep learning further stimu-
lated the end-to-end blind watermark removal models. Early
works used image translation methods to generate clean im-
ages from watermarked observations in a single step [8, 42].
Later, [14, 45, 49] separated the processes of locating and re-
moving watermarks into two distinct steps, achieving more
effective results. These methods have posed remarkable per-
formance on removing visible watermarking [15]. However,



CelebA Samples ImageNet Samples Cartoon Samples

C
le

an
On Random Watermark

O
bs

In
pa

in
t

Fl
ow

-R
R

eP
ai

nt
SL

B
R

D
eN

et

On HARVIM Watermark

O
bs

In
pa

in
t

Fl
ow

-R
R

eP
ai

nt
SL

B
R

D
eN

et

Digit WM Initial WM

Figure 3: Watermark removal performance of worse-case Flow-R and RePaint, and blind-case SLBR and DeNet. “Obs”and
“Inpaint” show watermarked and surrogate inpainting images respectively.

the primary focus of watermarking in the AI era has shifted
to attack-based protection and invisible watermarking on
AI-generated contents, leaving robust visible watermarking
unsolved. In this work, we proposed a new learning-based
visible watermarking and experimented with both inverse
problem solver and two-stage blind watermark removal
methods. Empirically, HARVIM learns stronger watermarks
to defeat all these methods.

Watermarking in AI Era. The advance of vision and lan-
guage foundation models [63, 18, 77, 65, 6, 50, 87] have
raised ethical concerns about the potential misuse of AI-
generated content (AIGC), such as deepfake [78], plagia-
rism [37, 38], and others [27]. To address these challenges,

invisible watermarking have been proposed for embedding
in the output data [85, 46, 33]. These watermarks do not
affect normal use of AIGC, but in case of misuse such as
fake news, they can be extracted to trace the source of the
generated content. For example, in watermarking vision
models, an encoder and decoder are trained to generate and
extract watermarks, and the vision model is often fine-tuned
jointly to avoid performance degradation [82, 21, 56, 1].
For language models, the generation process is altered by
increasing the likelihood of certain words while decreasing
that of others. This creates a traceable pattern in the gener-
ated texts [37, 46]. Notably, these watermarking techniques
have objectives orthogonal to ours. They aim to ensure the
traceability of AIGC, while ours targets to protect copy-



righted contents created by human artists.

5 CONCLUSION

In this paper, we introduce HARVIM, a new copyright pro-
tection paradigm in the AI era. Unlike existing attack-based
approaches, HARVIM requires no domain knowledge of
misuse scenarios or mechanisms. HARVIM bridges inverse
problems and copyright protection and formulates learning-
based hard-to-remove visible watermarking as a bi-level
optimization problem. Built upon recent optimality guaran-
tees for inverse problems, we propose a new meta-learning
solution for HARVIM. We validate the effectiveness of our
algorithm across watermarking scenarios. Encouraged by
the promising results, we identify two exciting directions
for future work. First, we will explore a training-free ver-
sion of Harvim that embeds open-ended text watermarks,
leveraging recent advances in image editing to enhance real-
time efficiency. Second, we will investigate the theoretical
guarantees of the Harvim framework from two perspectives:
(1) determining the minimum distortion (masking) required
to ensure a watermark is provably unremovable, and (2)
characterizing the maximum tolerable noise or perturbation
under which a personalized concept can still be provably
learned using DreamBooth.
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A IMPLEMENTATION DETAILS

In this section we provide more technical details about our implementation of watermark generators. Hyper-parameters and
computing infrastructure information is also provided.

A.1 WATERMARK GENERATOR

In this work, we use MNIST digits [39] and MNIST letters [12] to create watermarks. Generated watermarks are grayscaled
of size 64× 64. Watermark generators are parameterized by a three-hidden-layer MLP conditional VAEs following Sohn
et al. [72].

Controllable Location. To make watermark location controllable, when training the watermark generator, we put digits and
letters in various locations in the image, by assigning different padding sizes to four sides. Based on this, we calculated the
left and bottom padding ratios lying in [0, 1]. To be more specific, the watermark is placed at the leftmost region when the
left padding ratio takes 0, and at the rightmost region when it takes 1. Bottom padding ratio functions in a similar way. In
the training, the two padding ratios, together with the digit index (0-9), are used as conditions.

Watermark Optimization. In Alg 1, HARVIM uses the fixed pre-trained CVAE and optimizes its latent code and two
padding ratios to learn watermarks. This parameterization allows us to maintain a good watermark readability. To further
satisfies the image readability, we define R(m) = ∥m∥1 to avoid learning an excessive watermark.

Differentiable Approximation for Mask Matrix. To obtain a differentiable approximation for masking matrix in inpainting,
we define

Am = diag
(

sig
(
m1 − α

β

)
, . . . , sig

(
mn − α

β

))
,

and use α = 0.15, β = 0.01. See inpainting observations in Figure 3 generated with this differentiable approximation.

Initialization Due to the highly non-smooth nature in location parameters, in HARVIM, we conduct a 3-by-3 grid search
on watermark locations before running the complete algorithm. This search is based on the reconstruction quality from a
50-step MLE solution, as detailed in [48].

A.2 HYPERPARAMETERS

We summarize all hyperparameters used in this paper in Table 2, which we found working well. In execution, we rescale
R(m) terms before tuning its weight to avoid bearing with the magnitude difference. Here we also provide a few clarification
on some choices.

First, the “coefficient of watermark regularizer” in Eq (4) (i.e., norm of the watermark), was tuned by monitoring the
watermark size. We note that a strong regularization will make the watermark disappear, and a weak one will let the
watermark cover the whole image. We chose 0.001 as it allowed watermark size to remain stable, i.e., close to the initial size
during the optimization process. Note that it was not tuned based on watermark removal performance.

Second, the two “smoothing factors” α, β, as discussed above, were not treated as tunable hyperparameter to benefit
HARVIM performance. Instead, we chose the two solely to make the sigmoid function have a fairly wide range [0, 1] when
its input (pixel) lies in [0, 1].

A.3 COMPUTING INFRASTRUCTURE

Our experiments were conducted on a NVIDIA A6000 48GB GPU. Our watermark generators were trained on a CPU-only
machine.

A.4 TESTING DATASETS

We tested HARVIM on 100 validation samples from CelebA and ImageNet datasets respectively. More specifically, to
guarantee reproducibility, we used the first 100 CelebA validation samples from [79]; and the first 100 ImageNet samples
from public subset on https://github.com/EliSchwartz/imagenet-sample-images.

https://github.com/EliSchwartz/imagenet-sample-images


Table 2: Hyper-parameters of different methods.

Digit Logo Watermarks Initial Watermarks

HParam Value Value

HARVIM

Learning Rate 0.05 0.05
Optimizer Default AdamW [54] Default AdamW [54]

Coeff. of R(m) (Eq (4)) 0.001 0.001
α, β (Eq (4)) α = 0.15, β = 0.01 α = 0.15, β = 0.01
Meta Step K 1 1

Targeted λ 1 1
Step Size for λ Using dynamic strategies from Liu et al. [48].

Flow-R λ 1 1
Others Identical to Liu et al. [48]

Repaint Batch Size 10 10
Others Identical to Lugmayr et al. [55]

SLBR All Identical to Liang et al. [45]
DeNet All Identical to Sun et al. [73]

B MORE EXPERIMENT RESULTS

In this section we provide more experimental results. In particular, Table 3 reports the complete version of Table 1. SLBR
failed to recognize the two types of watermark, as indicated by its low “Before” and “After” values: these values, as detailed
in Sec 3, refer to how much reconstruction x̃ is better than observations y, i.e., PSNR(x̃,xT )− PSNR(y,xT ). See Figure
3 for concrete examples of SLBR failures.



Table 3: (Complete version of Table 1) Performance of different watermark removal methods on random and HARVIM
watermarks. The performance is evaluated based on how the reconstruction is better than the observation in terms of PSNR,
SSIM, and LPIPS respectively.

CelebA

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Imp (↑) Random HARVIM Imp (↑) Random HARVIM Imp (↑)

D
IG

Flow-R 13.02±0.37 7.57±0.66 5.44 6.71±0.24 3.82±0.40 2.89 3.22±0.27 2.21±0.24 1.01
RePaint 13.45±0.41 11.57±0.46 1.89 9.63±0.25 8.62±0.33 1.01 5.96±0.27 5.74±0.21 0.22

SLBR 0.10±0.01 0.11±0.02 -0.01 0.81±0.02 0.78±0.02 0.03 0.12±0.03 0.12±0.05 0.00
DeNet 0.10±0.01 0.12±0.02 -0.02 0.83±0.02 0.82±0.02 0.01 0.12±0.03 0.18±0.04 -0.06

N
J

Flow-R 9.31±0.34 7.33±0.36 1.98 11.40±0.58 9.34±0.61 2.06 7.53±0.39 6.44±0.44 1.08
RePaint 10.25±0.34 9.99±0.38 0.26 14.08±0.60 13.07±0.67 1.01 9.36±0.34 8.93±0.41 0.43

SLBR 0.00±0.00 0.01±0.00 0.00 0.32±0.02 0.35±0.02 -0.03 −0.40±0.04 −0.36±0.04 -0.03
DeNet 0.00±0.00 0.01±0.00 0.00 0.36±0.02 0.38±0.02 -0.02 −0.37±0.04 −0.36±0.04 -0.01

O
S

Flow-R 9.57±0.33 7.21±0.31 2.36 11.43±0.62 8.01±0.53 3.42 7.90±0.41 7.02±0.39 0.88
RePaint 10.39±0.36 9.44±0.37 0.96 15.68±0.64 12.86±0.62 2.81 10.62±0.43 10.09±0.41 0.53

SLBR −0.01±0.00 0.00±0.00 0.00 0.20±0.02 0.25±0.02 -0.05 −0.46±0.05 −0.38±0.05 -0.09
DeNet 0.00±0.00 0.00±0.00 0.00 0.26±0.02 0.32±0.02 -0.06 −0.40±0.05 −0.33±0.05 -0.07

ImageNet

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Imp (↑) Random HARVIM Imp (↑) Random HARVIM Imp (↑)

D
IG

Flow-R 9.61±0.45 6.09±0.62 3.52 4.49±0.35 2.72±0.45 1.77 3.22±0.27 2.21±0.24 1.01
RePaint 9.61±0.48 8.56±0.53 1.05 8.80±0.39 8.40±0.44 0.41 5.96±0.27 5.74±0.21 0.22

SLBR 0.13±0.01 0.12±0.02 0.01 1.05±0.04 1.01±0.05 0.04 −0.36±0.07 −0.14±0.07 -0.22
DeNet 0.13±0.01 0.14±0.01 -0.01 1.13±0.04 1.12±0.04 0.01 −0.31±0.07 −0.09±0.07 -0.22

N
J

Flow-R 8.46±0.37 7.21±0.42 1.25 5.12±0.73 3.42±0.75 1.70 7.53±0.39 6.44±0.44 1.08
RePaint 7.20±0.31 6.69±0.40 0.50 3.76±0.73 2.79±0.82 0.96 9.36±0.34 8.93±0.41 0.43

SLBR 0.00±0.00 0.00±0.00 0.00 0.36±0.04 0.39±0.04 -0.03 −1.14±0.09 −0.96±0.08 -0.18
DeNet 0.00±0.00 0.00±0.00 0.00 0.46±0.04 0.47±0.04 -0.01 −1.04±0.07 −0.90±0.07 -0.14

O
S

Flow-R 8.58±0.34 7.18±0.39 1.40 4.28±0.69 1.82±0.69 2.46 7.90±0.41 7.02±0.39 0.88
RePaint 7.44±0.33 6.60±0.38 0.84 4.03±0.68 2.03±0.77 2.00 10.62±0.43 10.09±0.41 0.53

SLBR −0.01±0.00 −0.01±0.00 0.00 0.24±0.04 0.31±0.04 -0.07 −1.13±0.08 −0.95±0.08 -0.17
DeNet 0.00±0.00 0.00±0.00 0.00 0.34±0.04 0.41±0.04 -0.07 −1.03±0.07 −0.82±0.07 -0.21

Cartoon

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Imp (↑) Random HARVIM Imp (↑) Random HARVIM Imp (↑)

D
IG

Flow-R 6.53±1.18 −0.86±1.74 7.39 2.55±0.77 −0.88±1.25 3.42 3.22±0.27 2.21±0.24 1.01
RePaint 4.75±1.36 3.01±1.26 1.74 4.76±1.04 3.84±1.23 0.92 5.96±0.27 5.74±0.21 0.22

SLBR 0.12±0.05 0.14±0.05 -0.02 1.15±0.17 0.99±0.10 0.15 0.26±0.14 0.49±0.13 -0.23
DeNet 0.16±0.03 0.14±0.05 0.03 1.09±0.11 0.98±0.09 0.11 0.27±0.14 0.45±0.14 -0.19

N
J

Flow-R 2.78±1.27 1.83±1.41 0.95 −0.59±1.85 −3.58±2.08 2.98 7.53±0.39 6.44±0.44 1.08
RePaint 2.46±1.14 1.86±1.08 0.60 −2.95±1.77 −3.96±2.33 1.01 9.36±0.34 8.93±0.41 0.43

SLBR −0.02±0.01 −0.06±0.03 0.04 0.38±0.09 0.21±0.17 0.17 −0.32±0.24 −0.37±0.29 0.04
DeNet −0.01±0.00 −0.03±0.01 0.02 0.45±0.10 0.42±0.10 0.02 −0.29±0.23 −0.19±0.19 -0.09

O
S

Flow-R 2.97±0.44 1.52±0.44 1.45 −1.20±1.72 −5.25±1.76 4.05 7.90±0.41 7.02±0.39 0.88
RePaint 3.52±0.36 1.82±0.25 1.70 −1.21±2.14 −5.03±1.70 3.82 10.62±0.43 10.09±0.41 0.53

SLBR −0.02±0.00 −0.04±0.01 0.02 0.32±0.12 0.28±0.11 0.03 −0.30±0.27 −0.37±0.21 0.08
DeNet −0.02±0.00 −0.04±0.01 0.02 0.32±0.12 0.29±0.11 0.03 −0.30±0.27 −0.36±0.22 0.07



Table 4: Reconstruction quality of different watermark removal methods on random and HARVIM’s learned watermarks.
Lower PSNR, SSIM, and higher LPIPS indicates better robustness against removal.

CelebA

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Random HARVIM Random HARVIM

D
IG

Flow-R 35.15±0.36 30.32±0.59 96.67±0.18 94.02±0.33 0.57±0.09 1.36±0.14

RePaint 35.34±0.42 33.99±0.48 97.38±0.15 96.67±0.23 0.64±0.10 0.69±0.08

SLBR 22.20±0.19 22.81±0.29 90.39±0.24 90.64±0.30 3.94±0.27 3.73±0.22

DeNet 22.19±0.19 22.82±0.29 90.41±0.24 90.67±0.30 3.94±0.28 3.67±0.21

N
J

Flow-R 23.51±0.33 21.58±0.29 83.84±0.50 82.46±0.49 4.33±0.22 4.89±0.23

RePaint 24.45±0.35 24.23±0.35 84.83±0.55 84.41±0.56 4.09±0.20 4.00±0.27

SLBR 14.21±0.11 14.26±0.16 72.47±0.36 73.16±0.48 12.18±0.36 11.63±0.39

DeNet 14.22±0.11 14.26±0.16 72.52±0.36 73.19±0.48 12.16±0.37 11.62±0.39

O
S

Flow-R 22.44±0.31 20.34±0.25 79.54±0.53 78.48±0.48 6.36±0.30 6.51±0.25

RePaint 23.27±0.37 22.57±0.37 82.33±0.56 81.87±0.57 5.12±0.31 5.09±0.31

SLBR 12.87±0.11 13.13±0.15 68.08±0.35 70.52±0.46 14.66±0.37 13.89±0.35

DENET 12.87±0.11 13.13±0.15 68.14±0.36 70.58±0.46 14.59±0.37 13.84±0.35

ImageNet

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Random HARVIM Random HARVIM

D
IG

Flow-R 31.33±0.43 28.25±0.52 93.61±0.26 91.73±0.32 2.24±0.19 3.66±0.27

RePaint 30.93±0.49 30.23±0.50 93.59±0.26 93.11±0.29 2.55±0.22 2.93±0.26

SLBR 21.78±0.20 22.20±0.25 89.44±0.35 89.32±0.38 8.49±0.60 7.71±0.58

DENET 21.79±0.20 22.22±0.26 89.52±0.34 89.43±0.37 8.44±0.60 7.65±0.58

N
J

Flow-R 22.15±0.34 21.14±0.34 75.34±0.50 74.44±0.46 12.32±0.49 11.99±0.42

RePaint 20.87±0.28 20.60±0.35 70.52±0.47 70.39±0.56 14.98±0.51 14.68±0.49

SLBR 13.70±0.12 13.94±0.15 69.97±0.49 70.83±0.52 20.40±0.79 19.25±0.74

DENET 13.70±0.12 13.94±0.15 70.07±0.49 70.91±0.52 20.30±0.78 19.19±0.74

O
S

Flow-R 20.91±0.31 19.89±0.32 70.11±0.47 69.82±0.45 16.60±0.58 16.65±0.54

RePaint 19.77±0.30 19.31±0.31 66.94±0.43 67.11±0.50 17.33±0.59 17.24±0.58

SLBR 12.33±0.12 12.71±0.16 65.60±0.48 67.87±0.56 23.16±0.77 21.50±0.77

DENET 12.34±0.12 12.72±0.16 65.70±0.48 67.97±0.56 23.07±0.77 21.37±0.77

Cartoon

PSNR SSIM × 100 LPIPS × 100

Random HARVIM Random HARVIM Random HARVIM

D
IG

Flow-R 30.74±1.31 23.73±1.02 93.89±0.57 90.52±0.45 1.22±0.22 3.52±0.40

RePaint 28.30±1.45 26.88±0.96 93.15±0.81 92.44±0.84 2.60±0.51 3.21±0.78

SLBR 24.25±0.76 24.66±0.84 92.03±0.55 91.99±1.12 2.83±0.36 2.48±0.34

DENET 24.29±0.77 24.65±0.84 91.97±0.57 91.98±1.13 2.83±0.36 2.52±0.36

N
J

Flow-R 19.07±0.68 18.46±0.76 73.71±1.16 72.86±1.67 11.31±1.42 11.60±1.22

RePaint 18.78±1.05 18.53±0.87 69.39±0.96 70.60±1.06 12.44±1.10 16.02±1.51

SLBR 16.31±0.85 16.62±0.92 74.45±1.07 76.46±1.60 10.96±1.77 10.37±1.36

DENET 16.32±0.86 16.65±0.93 74.52±1.09 76.67±1.59 10.93±1.76 10.20±1.30

O
S

Flow-R 17.95±0.71 17.08±0.63 68.71±0.88 68.07±0.88 15.43±1.10 16.66±1.64

RePaint 17.98±0.81 18.32±0.78 65.67±1.06 67.84±1.15 15.37±0.71 15.39±1.16

SLBR 15.01±0.93 15.58±0.93 70.07±1.27 73.52±1.33 13.77±1.73 13.04±1.74

DENET 15.01±0.93 15.58±0.93 70.07±1.27 73.52±1.33 13.77±1.73 13.03±1.74
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