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Abstract

Grammatical error classification plays a crucial001
role in language learning systems, but existing002
classification taxonomies often lack rigorous003
validation, leading to inconsistencies and unre-004
liable feedback. In this paper, we revisit previ-005
ous classification taxonomies for grammatical006
errors by introducing a systematic and qualita-007
tive evaluation framework. Our approach ex-008
amines four aspects of a taxonomy, i.e., exclu-009
sivity, coverage, balance, and usability. Then,010
we construct a high-quality grammatical error011
classification dataset annotated with multiple012
classification taxonomies and evaluate them013
grounding on our proposed evaluation frame-014
work. Our experiments reveal the drawbacks015
of existing taxonomies. Our contributions aim016
to improve the precision and effectiveness of017
error analysis, providing more understandable018
and actionable feedback for language learners.1019

1 Introduction020

Errors are an inevitable aspect of language acqui-021

sition, serving as critical indicators of learners’022

linguistic development and providing valuable in-023

sights for educators and intelligent language learn-024

ing systems (Dulay and Burt, 1972; Dodigovic,025

2007; Heift and Schulze, 2007). In Error Analysis026

(EA), the systematic identification, categorization,027

and interpretation of learner errors play a pivotal028

role in improving personalized instruction, gener-029

ating automated feedback, and enabling effective030

language assessment (Corder, 1967; James, 1998;031

Bialystok et al., 1982). Central to this process032

is the use of grammatical error classification tax-033

onomies (Ye et al., 2024; Fei et al., 2023), which034

organize learner errors based on linguistic or cogni-035

tive principles. These taxonomies have been widely036

adopted in applications such as grammatical er-037

ror correction (GEC) and automated essay scor-038

ing (AES), significantly enhancing error detection,039

1All the codes and data will be released after the review.

correction, and feedback generation (Liang et al., 040

2023; Yannakoudakis et al., 2017). 041

A well-designed grammatical error classifica- 042

tion taxonomy allows language learners to better 043

understand the nature and causes of their errors, 044

facilitating targeted improvements in their linguis- 045

tic competence. However, existing taxonomies are 046

often developed based on empirical assumptions 047

or ad-hoc practices, without rigorous validation 048

(He et al., 2021; Bryant et al., 2017). This lack 049

of systematic evaluation has led to issues such as 050

overlapping categories, insufficient coverage of er- 051

ror types, and limited applicability in real-world 052

educational contexts. 053

To address these challenges, this paper revis- 054

its grammatical error classification taxonomies by 055

systematically assessing their quality and utility. 056

Specifically, we introduce a multi-metric evalua- 057

tion framework that examines four key dimensions 058

of a taxonomy: ❶ Exclusivity ensures that error 059

categories are mutually exclusive, with clearly de- 060

fined boundaries to minimize overlap and ambigu- 061

ity; ❷ Coverage evaluates the extent to which the 062

taxonomy captures both common and rare error 063

types, ensuring a comprehensive representation of 064

learner errors. ❸ Balance measures the taxonomy’s 065

ability to balance attention between frequent and 066

infrequent error types, avoiding overemphasis on 067

a narrow subset of errors; ❹ Usability assesses the 068

clarity and practical applicability of the taxonomy. 069

To validate our evaluation framework, we con- 070

struct a high-quality grammatical error dataset an- 071

notated with multiple classification taxonomies. 072

This dataset is created through a collaborative anno- 073

tation approach that leverages large language mod- 074

els (LLMs) and human annotators, ensuring scala- 075

bility and annotation reliability. Using this dataset, 076

we systematically evaluate four widely-used er- 077

ror classification taxonomies: POL73 (Politzer 078

and Ramirez, 1973), TUC74 (Tucker et al., 1974), 079

BRY17 (Bryant et al., 2017), and FEI23 (Fei et al., 080
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2023). Through performance comparisons and an-081

notator agreement experiments, we evaluate the082

rationality of these taxonomies. An ablation study083

on error type merging further reveals that classi-084

fication taxonomies should not rely solely on em-085

pirical intuition but require systematic validation.086

These findings underscore the necessity of a rigor-087

ous evaluation for grammatical error taxonomy. In088

summary, our contributions are as follows:089

• We propose a novel multi-metric evaluation090

framework for grammatical error classification091

taxonomies, incorporating dimensions of exclu-092

sivity, coverage, balance, and usability.093

• We construct a high-quality grammatical er-094

ror dataset annotated with multiple taxonomies,095

leveraging a collaborative annotation process in-096

volving LLMs and human experts.097

• We conduct a comprehensive evaluation of four098

widely used taxonomies, providing insights into099

their strengths, limitations, and practical implica-100

tions for error analysis in language learning.101

2 Related Work102

Existing studies propose various error classification103

methods based on different perspectives, such as104

linguistic structure, cognitive processes, and com-105

municative impact. Bialystok et al. (1982) catego-106

rize language errors into four primary taxonomies:107

(1) Linguistic Category Taxonomy (Politzer and108

Ramirez, 1973; Tucker et al., 1974; Ângela Costa109

et al., 2015) classifies errors based on language110

components or linguistic constituents; (2) Surface111

Strategy Taxonomy (Özkayran and Yılmaz, 2020;112

Rixha et al., 2021; Suhono, 2017) focuses on struc-113

tural modifications made by learners; (3) Compar-114

ative Taxonomy (Kafipour and Laleh, 2012; Du-115

lay and Burt, 1974; White and Ontario Institute116

for Studies in Education, 1977) classifies errors117

by comparing L2 learner errors to L1 acquisition118

errors or native language structures; (4) Commu-119

nicative Effect Taxonomy (Burt, 1975; Waruwu120

and Harefa, 2024) classify errors based on their121

communicative impact. In addition to the above122

systematic classification taxonomies, other studies123

(CHAN, 2010; Dahlmeier et al., 2013; Nicholls,124

2003; Fei et al., 2023) have introduced other tax-125

onomies, such as the simplification strategy taxon-126

omy (Bertkua, 1974) and the rule-based annotation127

toolkit (Bryant et al., 2017).128

3 Methodology 129

Given a dataset D of English learner texts, our 130

goal is to systematically and quantitatively eval- 131

uate the rationality of n error classification tax- 132

onomies F = {F1, F2, ..., Fn}. Each taxonomy 133

Fi consists of m predefined error types, denoted 134

as Fi = {ET1, ET2, ..., ETm}, where ETj repre- 135

sents the j-th error type in the taxonomy Fi. All 136

notations are detailed in the Appendix A. 137

We evaluate the rationality of each taxonomy 138

along four dimensions: Exclusivity, Coverage, 139

Balance, and Usability. Exclusivity and Usability 140

are based on the generated results by the LLM, 141

while Balance and Coverage are computed ob- 142

tained directly from the manually annotated dataset 143

through statistical analysis. 144

3.1 Exclusivity 145

The error types in the taxonomy should be mutu- 146

ally exclusive, meaning that each error instance 147

belongs to a single distinct category. Overlapping 148

error types introduce instability and inconsistencies 149

in error analysis, reducing the reliability of classifi- 150

cation results. If a model frequently assigns high 151

confidence to multiple categories for the same error, 152

it suggests that the taxonomy lacks clear bound- 153

aries between certain error types. To quantify this 154

issue, we assess exclusivity by analyzing the confi- 155

dence scores of an LLM’s predictions. Confidence 156

estimation plays a crucial role in this evaluation, 157

we incorporate three established methods (Xiong 158

et al., 2024) for improved reliability (details are in 159

Appendix C). Specifically, a sample is considered 160

classified under an error type if its confidence score 161

exceeds the predefined threshold τ . We define the 162

Overlap to quantify the degree of category overlap 163

for a sample x as follows: 164

Overlap(x) = |{Ŷ (x)
i | C(x)

i > τ}|, (1) 165

where Ŷ
(x)
i denotes the i-th predicted error type 166

for a given sample x, and C
(x)
i represents its con- 167

fidence score. A higher Overlap(x) indicates that 168

multiple error types are assigned to the same sam- 169

ple, suggesting a violation of exclusivity. 170

The Exclusivity Score is computed as the average 171

instance-level exclusivity over the dataset D: 172

Exclusivity(F ) =

1

|D|
∑
x∈D

{
1− Overlap(x)−1

k−1
, if Overlap(x) > 0,

0, if Overlap(x) > 0,

(2) 173
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where k represents the selection parameter in the174

Top-K Prompting Strategy, detailed in Appendix175

C. Exclusivity indicates whether the classification176

taxonomy maintains clear distinctions between er-177

ror types. A lower score suggests significant over-178

lap between categories, indicating poorly defined179

boundaries, whereas a higher score implies a more180

distinct and reliable classification system.181

3.2 Coverage182

Coverage measures the extent to which a taxonomy183

accounts for errors in the dataset D. Let |U | be the184

number of errors labeled with at least one defined185

category (as opposed to “Other”), and |D| be the to-186

tal number of error instances. We define Coverage187

score as follows:188

Coverage(F ) =
|U |
|D| . (3)189

A higher Coverage indicates that the taxon-190

omy captures a greater proportion of actual errors,191

demonstrating superior completeness in covering192

the range of error types.193

3.3 Balance194

Error classification taxonomy should maintain a195

balanced distribution of error types, avoiding ex-196

cessive concentration on a few dominant categories197

while ensuring sufficient representation of less fre-198

quent errors. An imbalanced taxonomy may exhibit199

a long-tail effect (Zhang et al., 2023, 2024), where200

frequent error types overshadow less common yet201

pedagogically or computationally significant ones,202

leading to biased analysis. To assess the balance203

of a classification taxonomy, we introduce the Bal-204

ance Score. This metric quantifies the evenness205

of error type distribution using entropy-based uni-206

formity. Given an error type ETi with proportion207

computed as:208

Pi =
|ETi|∑m
j=1 |ETj |

, (4)209

its entropy contribution is −Pi logPi if |ETi| >210

0, otherwise 0. The final score is normalized by211

log(m), where m is the total number of error types:212

Balance(F ) =

∑m
i=1 −Pi logPi

log(m)
. (5)213

A greater Balance value signifies a more uni-214

form distribution, attenuating the long-tail effect215

and guaranteeing its applicability within educa-216

tional and computational domains.217

3.4 Usability 218

We argue that a taxonomy with great usability 219

should be understandable for humans and models. 220

So we quantify usability from model effectiveness 221

and human annotation agreement. Model effective- 222

ness means that LLMs can produce reliable predic- 223

tions based on a classification taxonomy, thereby 224

enhancing the validity of subsequent error analy- 225

ses. To quantify this, we evaluate classification 226

performance using Macro F1 and Micro F1 scores: 227

Macro_F1 =
1

m

m∑
i=1

2 · P (ETi) ·R(ETi)

P (ETi) +R(ETi)
, (6) 228

229

Micro_F1 =
2 · P (D) ·R(D)

P (D) +R(D)
, (7) 230

where P and R denote precision and recall, re- 231

spectively. A high Macro F1 indicates the tax- 232

onomy supports stable model performance across 233

both frequent and infrequent error types, mitigat- 234

ing classification bias. A high Micro F1 suggests 235

its robustness in large-scale error detection. The 236

combination of high Macro and Micro F1 scores 237

demonstrates that the taxonomy maintains both 238

category-level consistency and large-scale applica- 239

bility, ensuring the reliability of error analysis. 240

For human annotators, the taxonomy should be 241

intuitive and easy to apply, minimizing ambiguity 242

in error categorization. Therefore, we measure 243

inter-annotator consistency in Section 4.3. 244

4 Experiments 245

4.1 Experimental Setup 246

Dataset & Models We use the Cambridge En- 247

glish Write & Improve (W&I) and LOCNESS cor- 248

pus (Bryant et al., 2019), re-annotated with ER- 249

RANT (Bryant et al., 2017). To reduce the un- 250

certainty introduced by multiple grammatical er- 251

rors in a sentence, we preprocess the dataset by 252

isolating instances with only one error (Fei et al., 253

2023), compromising 487 instances, as detailed 254

in Appendix B. And we adopt an LLM & human 255

collaborative annotation approach (Appendix D). 256

A detailed description of the dataset is provided 257

in Appendix E. Details of the selected models are 258

provided in Appendix F. 259

Error Classification Taxonomies We consider 260

four influential error classification taxonomies in er- 261

ror analysis: POL73 (Politzer and Ramirez, 1973), 262

TUC74 (Tucker et al., 1974), BRY17 (Bryant et al., 263

2017), and FEI23 (Fei et al., 2023). POL73 and 264
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Model Exclusivity (τ = 0.7) ↑ Coverage ↑ Balance ↑ Usability (Macro F1 / Micro F1) ↑

POL73 TUC74 BRY17 FEI23 POL73 TUC74 BRY17 FEI23 POL73 TUC74 BRY17 FEI23 POL73 TUC74 BRY17 FEI23

Meta-Llama-3-8B-Instruct 0.477 0.772 0.880 0.858

0.698 0.160 0.979 0.924 0.687 0.210 0.829 0.878

0.026 / 0.109 0.005 / 0.006 0.047 / 0.156 0.112 / 0.357
Mistral-7B-Instruct-v0.2 0.317 0.095 0.495 0.840 0.026 / 0.123 0.001 / 0.004 0.015 / 0.113 0.085 / 0.310
Claude-3-Haiku 0.609 0.596 0.742 0.815 0.101 / 0.218 0.023 / 0.055 0.326 / 0.542 0.290 / 0.620
ChatGPT-4o 0.842 0.703 0.921 0.877 0.301 / 0.478 0.061 / 0.099 0.610 / 0.760 0.631 / 0.743

Average 0.562 0.542 0.759 0.848 0.698 0.160 0.979 0.924 0.687 0.210 0.829 0.878 0.114 / 0.232 0.023 / 0.041 0.250 / 0.393 0.280 / 0.508

Table 1: Performance comparison of classification taxonomies. Higher values indicate better performance in all
metrics (Exclusivity, Coverage, Balance, and Usability). The computation of Exclusivity and Usability relies on
specific LLMs. Exclusivity is calculated using a confidence threshold of τ = 0.7.

TUC74 are linguistically driven but differ in hier-265

archical structure and classification logic. BRY17266

introduces the rule-based ERRANT toolkit, catego-267

rizing errors by part-of-speech and token edit oper-268

ations. FEI23, grounded in second language acqui-269

sition, adopts a cognitive perspective, classifying270

errors into single-word, inter-word, and discourse-271

level categories. Appendix G provides a detailed272

comparison of these taxonomies.273

4.2 Main Results274

We assess the rationality of different error classifi-275

cation taxonomies in Table 1.276

Exclusivity: Ambiguous Type Boundaries Re-277

duce Mutual Exclusivity. Ambiguous definitions278

reduce mutual exclusivity, leading to annotation279

inconsistencies. POL73 and TUC74 exhibit high280

sample overlap, resulting in lower exclusivity than281

BRY17 and FEI23.282

Coverage: A High Number of Categories283

Does Not Guarantee Comprehensive Coverage.284

An effective taxonomy must cover both common285

and rare errors. TUC74, focused on rare domain-286

specific errors, lacks general grammatical cover-287

age.288

Balance: Overgeneralization and Over-289

Specification Lower Distributional Balance. Ex-290

cessive granularity creates sparsity, while broad291

categories cause aggregation.292

Usability: Linguistic-Based Taxonomies Re-293

duce Practical Utility. Taxonomies with intricate294

linguistic distinctions hinder annotation and model295

integration.296

For details, see Appendix H.297

4.3 Annotator Agreement Analysis298

We measure inter-annotator agreement as a part299

of Usability, using Cohen’s Kappa Index (Cohen,300

1960), a standard metric for measuring annotation301

consistency. The results of three annotators are302

summarized in Table 2.303

BRY17 and FEI23 exhibit higher agreement304

scores compared to POL73 and TUC74, suggest-305

Annotator POL73 TUC74 BRY17 FEI23

Annotator 1 & 2 0.691 0.692 0.808 0.714
Annotator 2 & 3 0.813 0.661 0.851 0.824
Annotator 1 & 3 0.636 0.547 0.734 0.651

Average 0.713 0.633 0.798 0.730

Table 2: Cohen’s Kappa Scores for Inter-Annotator
Agreement across taxonomies.

ing that the former taxonomies provide clearer and 306

more well-defined categories. This aligns with the 307

trend observed in Table 1, further substantiating the 308

validity of our evaluation framework. Moreover, 309

the higher agreement in BRY17 and FEI23 rein- 310

forces their practical applicability, while the lower 311

scores in POL73 and TUC74 suggest potential am- 312

biguity in category definitions. 313

To assess the impact of classification granularity, 314

we conducted an ablation study by merging specific 315

error categories and analyzing their effect on key 316

metrics. The results underscore the need for rigor- 317

ous validation of error classification taxonomies, 318

rather than relying on intuition or convention, high- 319

lighting the importance of our proposed evaluation 320

metrics. The detailed results are in Appendix I. 321

5 Conclusion 322

We revisit error classification taxonomies in er- 323

ror analysis by proposing a systematic evaluation 324

framework based on exclusivity, coverage, bal- 325

ance, and usability, evaluated on our own annotated 326

dataset. Our experiments validate the effectiveness 327

of these metrics and underscore the need for a sys- 328

tematic assessment of classification taxonomies. 329

Results demonstrate that different taxonomies ex- 330

hibit trade-offs, with some excelling in exclusivity 331

and coverage while others offer better usability. 332

These findings highlight the importance of well- 333

structured taxonomies for reliable error analysis 334

and annotation consistency. 335
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Limitations336

One key limitation of this study is Exclusivity and337

Usability rely on large language models (LLMs)338

for computation. While our experimental results339

demonstrate the reasonableness of these metrics,340

LLMs inherently introduce biases that may lead to341

preferences for certain error classification frame-342

works over others. Future work could explore343

model-agnostic approaches to mitigate such biases.344

Another limitation stems from the dataset scope.345

Our analysis is based on the W&I+LOCNESS346

dataset, which, while widely used, may not fully347

capture the diversity of learner error patterns across348

different proficiency levels, native languages, and349

writing contexts. Extending our evaluation to more350

diverse datasets could improve the generalizability351

of our findings.352

Ethics Statement353

We conduct our experiments using the publicly354

available W&I+LOCNESS dataset, which does not355

contain sensitive data. All models used are also356

publicly available, and we have properly cited their357

sources. The datasets and models are utilized in ac-358

cordance with their intended purposes. For human359

agreement evaluation, we employed three postgrad-360

uate students specializing in foreign linguistics and361

applied linguistics as part-time annotators. Each362

annotator completed the entire annotation process363

within approximately 20 working hours and was364

compensated at a rate of $50 per hour.365
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Symbol Description

C(x) The placement confidence of sample x

C
(x)
i Placement confidence of the i-th predicted error type of sample x in the top-k setting

Ŷ (x) Predicted error type of sample x

Ŷ
(x)
i The i-th predicted error type of sample x in the top-k setting
Ỹ Gold reference of sample x
F Error classification taxonomy
Fi The i-th error classification taxonomy
n Number of error classification taxonomies

ETj The j-th error type
m Number of error types in the corresponding error classification taxonomy F
τ the predefined confidence threshold
k the selection parameter in the Top-K Prompting Strategy

Table 3: Notation Table.

the others. This ensures that each model input is un-544

ambiguous, leading to more reliable classification545

results.546

C Strategies for Robust Confidence547

Estimation548

To enhance the robustness of confidence estimation,549

we employ three strategies (Xiong et al., 2024) that550

mitigate overconfidence and improve the reliability551

of confidence scores:552

Top-K Prompting Strategy. One effective ap-553

proach to reducing overconfidence in LLMs is rec-554

ognizing the existence of multiple plausible an-555

swers. To incorporate this principle, we modify556

the prompt to explicitly request the generation of557

the top 3 distinct error types along with their re-558

spective confidence scores. By enforcing diversity559

among the generated error types, this strategy en-560

courages a more calibrated confidence estimation561

by considering multiple reasonable interpretations.562

Self-random Sampling Strategy. Analyzing the563

variation among multiple responses to the same564

input can further aid in confidence calibration.565

This strategy leverages the inherent randomness of566

LLMs by issuing the same prompt multiple times,567

thereby introducing controlled variability in the568

responses. To ensure sufficient diversity in the gen-569

erated results, we set the temperature to 0.7 across570

all model configurations.571

Average-Confidence (Avg-Conf) Aggregation572

Strategy. Once multiple responses are generated,573

an aggregation mechanism is necessary to effec-574

tively capture and utilize the observed variabil-575

ity. We adopt the Avg-Conf aggregation strategy, 576

which computes the final confidence distribution 577

by averaging the confidence scores across multi- 578

ple samples. This approach enables a more robust 579

estimation of confidence levels by accounting for 580

response fluctuations. 581

By integrating these strategies, we enable LLMs 582

to articulate confidence scores more precisely, lead- 583

ing to improved robustness and trustworthiness in 584

decision-making. For more details, please refer to 585

Xiong et al. (2024). 586

D LLM & Human Collaborative 587

Annotation Approach Details 588

In this process, we strictly adhered to the standards 589

and best practices outlined in Törnberg (2024) to 590

ensure that LLM-based annotations are reliable, 591

reproducible, and ethical. First, we utilize the 592

LLM for pre-annotation to reduce the manual work- 593

load and improve annotation efficiency. LLM- 594

generated annotations are then reviewed by the 595

authors through an annotation refinement process, 596

where prompts are iteratively refined and optimized 597

to ensure that the LLM fully understands the task 598

requirements. Following the first review, two pro- 599

fessional linguists conducted a second round of 600

evaluation. Given the first-round labels, they re- 601

evaluated the data. If discrepancies arose between 602

the linguists and the initial annotation, they en- 603

gaged in discussions with the authors to finalize the 604

label. This multi-step annotation workflow ensured 605

the reliability and consistency of our dataset. 606
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E Dataset Details607

Our dataset consists of 487 samples, each contain-608

ing a single edit. Each sample is annotated with609

four labels corresponding to different error clas-610

sification taxonomies: POL73, TUC74, BRY17,611

and FEI23. The original dataset does not contain612

any sensitive personal data, and all data has been613

anonymized to ensure privacy. Table 4 provides an614

overview of the dataset statistics.

Attribute Value

Total Samples 487
Edits per Sample 1
Annotation taxonomies POL73, TUC74, BRY17, FEI23

Table 4: Statistics of the dataset.

615

F Model Details616

In this study, we employed multiple large lan-617

guage models (LLMs) to evaluate the rationality618

of different error classification taxonomies in error619

analysis: Meta-Llama-3-8B-Instruct (AI@Meta,620

2024), Mistral-7B-Instruct-v0.2 (Jiang et al.,621

2023), Claude-3-Haiku (Anthropic, 2024), and622

ChatGPT-4o (OpenAI, 2024). These models were623

selected for their advanced text comprehension624

and classification capabilities, particularly in han-625

dling complex linguistic structures. Meta-Llama-626

3-8B-Instruct and Mistral-7B-Instruct-v0.2 were627

deployed on a local server equipped with an A800628

GPU for inference, while Claude-3-Haiku and629

ChatGPT-4o were accessed via API calls.630

G Error Classification Taxonomy Details631

G.1 POL73632

This hierarchical error taxonomy, based on a tradi-633

tional descriptive taxonomy in linguistics, divides634

errors into three main categories: Morphology,635

Syntax, and Vocabulary. Each category contains636

subcategories with definitions and examples for637

clarity. Figure 1 provides an overview of this tax-638

onomy. Below, we provide a detailed description639

of this taxonomy:640

1 Morphology Errors
Definition: Errors related to the form or
structure of words, often involving affixes,
tense, agreement, or comparative forms.
1.1 Indefinite Article Incorrect
Definition: Errors in the use of "a" or "an",

641

such as using "a" before vowels or "an" be-
fore consonants.

Error sentence: He saw an apple
tree with a egg.
Correct sentence: He saw an ap-
ple tree with an egg.

1.2 Possessive Case Incorrect
Definition: Errors in forming possessives,
including omission, misuse, or incorrect
placement of apostrophes.

Error sentence: Mother’s Linda
came to visit.
Correct sentence: Linda’s
mother came to visit.

1.3 Third-person Singular Verb Incorrect
Definition: Errors in using third-person sin-
gular verb forms, including omission or in-
correct addition of "s" or "es."

Error sentence: She walk to
school every day.
Correct sentence: She walks to
school every day.

1.4 Simple Past Tense Incorrect
Definition: Errors in forming the simple
past tense for both regular and irregular
verbs.
1.4.1 Regular Past Tense
Definition: Errors involving omission or
incorrect addition of "-ed" to regular verbs.

Error sentence: He walk to the
store.
Correct sentence: He walked to
the store.

1.4.2 Irregular Past Tense
Definition: Errors involving incorrect for-
mation of the past tense for irregular verbs.

Error sentence: He goed to the
park.
Correct sentence: He went to
the park.

1.5 Past participle incorrect
Definition: Errors in forming or using past
participles correctly.

642
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Semantic confusion due to native language influence

General semantic confusion

Intrusion of native language

…
…

…
…

Figure 1: Overview of the POL73 Error Classification Taxonomy. The vertical ellipsis indicates that the category
has additional subcategories not fully expanded here.

Error sentence: He was call.
Correct sentence: He was
called.

1.6 Comparative Adjective/Adverb incor-
rect
Definition: Errors in forming or using com-
parative forms of adjectives and adverbs.

Error sentence: This house is
more bigger.
Correct sentence: This house is
bigger.

2 Syntax Errors
Definition: Errors related to sentence struc-
ture, including issues with phrases, word
order, and transformations.
2.1 Noun Phrase
Definition: Errors in constructing or modi-
fying a noun phrase.
2.1.1 Determiners
Definition: Errors in the omission, selec-
tion, or placement of determiners.

Error sentence: He bought the
apple from a market.
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Correct sentence: He bought an
apple from a market.

2.1.2 Nominalization
Definition: Errors in using nominalized
forms, such as substituting a base verb or
incorrect structure for the "-ing" form in
appropriate contexts.

Error sentence: He improved
the dish by to cook it longer.
Correct sentence: He improved
the dish by cooking it longer.

2.1.3 Number Confusion
Definition: Misuse of singular or plural
forms.

Error sentence: She has many
friend.
Correct sentence: She has many
friends.

2.1.4 Use of Pronoun
Definition: Errors in pronoun reference,

644
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form, or usage, including omission, redun-
dancy, substitution, or incorrect agreement
with antecedents.

Error sentence: Her went to the
store.
Correct sentence: She went to
the store.

2.1.5 Use of Preposition
Definition: Errors involving the misuse,
omission, or substitution of prepositions in
relation to verbs, noun phrases, or expres-
sions of location and direction.

Error sentence: He is good in
math.
Correct sentence: He is good at
math.

2.2 Verb Phrase
Definition: Errors related to verb use, in-
cluding tense, form, and omission.
2.2.1 Omission of Verb
Definition: Errors involving the omission
of a necessary verb, including main verbs
and auxiliary verbs such as forms of "be".

Error sentence: He to school
yesterday.
Correct sentence: He went to
school yesterday.

2.2.2 Use of Progressive Tense
Definition: Errors in forming or using the
progressive tense, including omission of the
auxiliary verb "be", incorrect use of the "-
ing" form, or substitution of the progressive
where it is not expected.

Error sentence: He is play foot-
ball.
Correct sentence: He is playing
football.

2.2.3 Agreement of Subject and Verb
Definition: Errors where the subject and
verb fail to agree in number, person, or
tense.

Error sentence: I didn’t know
what it is.
Correct sentence: I didn’t know
what it was.

645

2.3 Verb-and-Verb Construction
Definition: Errors in embedding one verb
phrase into another, often involving omis-
sions or misuse of linking elements like "to"
or incorrect verb forms.

Error sentence: She wants goes
home.
Correct sentence: She wants to
go home.

2.4 Word Order
Definition: Errors in the logical arrange-
ment of words in a sentence, including in-
correct placement of subjects, verbs, ob-
jects, or modifiers.

Error sentence: To school she
goes every day.
Correct sentence: She goes to
school every day.

2.5 Some Transformations
Definition: Errors in applying specific
grammatical transformations, such as pas-
sive voice, negations, questions, or subordi-
nate clauses.
2.5.1 Passive Transformation
Definition: Errors in the formation or struc-
ture of passive voice sentences.

Error sentence: The bird got
saved.
Correct sentence: The bird was
saved.

2.5.2 Negative Transformation
Definition: Errors in constructing nega-
tive sentences, including misuse of auxiliary
verbs or double negations.

Error sentence: She doesn’t
likes the movie.
Correct sentence: She doesn’t
like the movie.

2.5.3 Question Transformation
Definition: Errors in forming questions, of-
ten involving incorrect word order or auxil-
iary usage.

Error sentence: Where he is go-
ing?
Correct sentence: Where is he
going?
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2.5.4 There Transformation
Definition: Errors in using "there" as a sub-
ject, including misuse or omission in exis-
tential constructions.

Error sentence: There is many
people in the room.
Correct sentence: There are
many people in the room.

2.5.5 Subordinate Clause Transformation
Definition: Errors in constructing subordi-
nate clauses, such as unnecessary elements
or incorrect conjunction usage.

Error sentence: I know that
where she lives.
Correct sentence: I know where
she lives.

3 Vocabulary Errors
Definition: Errors caused by confusion in
word meaning, selection, or form, often due
to similar sounds, inappropriate use in gram-
matical constructions, or meaning substitu-
tion.
3.1 Errors Due to the Signifier
Definition: The form or sound of a word
leads to a misinterpretation or incorrect us-
age in a new linguistic context.
3.1.1 Intrusion of Native Language
Definition: Errors resulting from the direct
influence of the speaker’s native language
on English usage.

Error sentence: He no lo mat.
Correct sentence: He does not
kill it

3.1.2 Phonetic Similarities Between Na-
tive Language and English
Definition: Errors caused by words resem-
bling native language phonetics but incor-
rect in English.

Error sentence: The parablem
was difficult to solve.
Correct sentence: The problem
was difficult to solve.

3.1.3 Phonetic Similarity within English
Definition: Errors stemming from mishear-
ing or phonetic misinterpretation of English
words.

647

Error sentence: He tried to kid
the mosquito.
Correct sentence: He tried to
kill the mosquito.

3.1.4 New Creations
Definition: Errors caused by inventing non-
existent English words for unclear reasons.

Error sentence: He was drownd-
ing in the water.
Correct sentence: He was
drowning in the water.

3.2 Selection of Inappropriate Words
Definition: Errors where a word with an
incorrect meaning or grammatical role is
chosen, despite the sentence being gram-
matically constructed correctly.
3.2.1 Inappropriate Words But Correct
Word Class
Definition: Errors where the word belongs
to the correct grammatical class but is se-
mantically inappropriate.

Error sentence: They won’t help
together.
Correct sentence: They won’t
help each other.

3.2.2 Inappropriate Words and Incorrect
Word Class
Definition: Errors where the word is both
grammatically and semantically inappropri-
ate.

Error sentence: The ant has an
open in the ground.
Correct sentence: The ant has a
hole in the ground.

3.3 Semantic Confusion
Definition: Errors occur when a word or
phrase is used incorrectly due to misunder-
standing its meaning or the influence of an-
other language.
3.3.1 Semantic Confusion Due to Native
Language Influence
Definition: Errors caused by incorrect
meaning or usage influenced by the native
language.
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Error sentence: The little ant
was to the house. [note: (Spanish,
fue) == (English, was) == (En-
glish, were)]
Correct sentence: The little ant
went to the house.

3.3.2 General Semantic Confusion
Definition: Errors caused by inappropriate
word usage that cannot be traced to native
language influence.

Error sentence: The man came
into the water.
Correct sentence: The man fell
into the water.

649

G.2 TUC74650

This error taxonomy is a hierarchical taxonomy651

based on the structural, functional, and grammati-652

cal characteristics of English, encompassing errors653

in syntax, morphology, and semantic alignment654

within sentence construction. Each category con-655

tains subcategories with definitions and examples656

for clarity. Figure 2 provides an overview of this657

taxonomy. Below, we provide a detailed descrip-658

tion of this taxonomy:659

1 The Skeleton of English Clauses
Definition: Fundamental grammatical er-
rors that compromise the basic structure of
English clauses, including omissions and
misplacements of critical components.
1.1 Missing Parts
Definition: Errors involving the omission
of essential sentence components necessary
for grammatical completeness and struc-
tural clarity.
1.1.1 Surrogate Subject Missing: there
and it
Definition: Missing placeholder subjects
"there" or "it," which are required in English
sentence structure.

Error sentence: Was a riot last
night.
Correct sentence: There was a
riot last night.

1.1.2 Simple Predicate Missing: be
Definition: Missing the simple predicate

660

"be," which is required when the predicate
consists of adjectives or noun phrases.

Error sentence: My sisters very
pretty.
Correct sentence: My sisters are
very pretty.

1.1.3 Object Pronoun Missing
Definition: Missing object pronouns (direct
or indirect) in places where verbs require
them.

Error sentence: Donald is mean
so no one likes.
Correct sentence: Donald is
mean so no one likes him.

1.1.4 Subject Pronoun Missing
Definition: Missing subject pronouns
where they are required, especially after sub-
ordinate conjunctions.

Error sentence: He worked until
fell over.
Correct sentence: He worked
until he fell over.

1.2 Misordered Parts
Definition: Errors involving incorrect word
order that disrupt the standard syntactic
structure of English sentences.
1.2.1 Verb Before Subject
Definition: Incorrect word order where the
verb precedes the subject in declarative sen-
tences.

Error sentence: Escaped the pro-
fessor from prison.
Correct sentence: The professor
escaped from prison.

1.2.2 Subject and Object Permuted
Definition: Errors occur when subject and
object positions are reversed in declarative
sentences.

Error sentence: English use
many countries.
Correct sentence: Many coun-
tries use English.

2 The Auxiliary System
Definition: Errors in the misuse, omission,

661
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Figure 2: Overview of the TUC74 Error Classification Taxonomy. The horizontal ellipsis indicates that the category
has additional subcategories not fully expanded here.

or misalignment of auxiliary verbs ("do,"
"have," "be," modals) in questions, nega-
tives, affirmatives, tense structures, or tag
questions.
2.1 The Use of DO
Definition: Errors related to the auxiliary
verb "do," including its overuse, underuse,
or misuse in forming questions, negatives,
affirmatives, or maintaining consistent tense
structures in English clauses.
2.1.1 Overuse in Questions and Negatives
Definition: Incorrect use of "do" in ques-
tions or negatives, where it appears with
modal auxiliaries (can, must, should, etc.)
or other auxiliaries (have, be) that already
fulfill the grammatical function.

Error sentence: Does she have
come yet?
Correct sentence: Has she come
yet?

2.1.2 Underuse in Questions
Definition: Failure to include do in ques-
tions when there are no auxiliary verbs, lead-
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ing to incorrect word order or ungrammati-
cal structures.

Error sentence: Why we bow to
each other?
Correct sentence: Why do we
bow to each other?

2.1.3 Overuse in Affirmative Sentences
Definition: "Do" appears in a clause if there
is no auxiliary, and the clause is a question
or a negative. It does not appear in affirma-
tive sentences.

Error sentence: I did leave yes-
terday.
Correct sentence: I left yester-
day.

2.1.4 DO Missing from Negatives
Definition: The auxiliary verb "do" is miss-
ing in negative sentences without other aux-
iliaries. In such cases, "do" must appear,
and "not" must follow it to form the correct
structure.
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Error sentence: I practice not re-
ligion.
Correct sentence: I do not prac-
tice religion.

2.1.5 Tense Misplacement
Definition: Errors involving placing tense
on more than one verbal word or using con-
flicting tenses in a clause.

Error sentence: Do you saw her
already?
Correct sentence: Did you see
her already?

2.2 The Auxiliaries HAVE and BE
Definition: Errors involving the misuse,
omission, or incorrect combination of
"have" and "be" in forming perfect, pro-
gressive, passive constructions, or linking
non-verb predicates.
2.2.1 Misformation of Perfect and Pro-
gressive Aspects
Definition: Errors involving the incorrect
formation of either the perfect aspect (com-
bination of "have" and past participle) or
the progressive aspect (combination of "be"
and present participle).

Error sentence: I have saw
Broadway.
Correct sentence: I have seen
Broadway.

2.2.2 Passive Auxiliary Misformation
Definition: Errors involving the omission
or misuse of "be" in forming the passive
voice.

Error sentence: I have im-
pressed with Plato.
Correct sentence: I am im-
pressed with Plato.

2.2.3 BE Missing
Definition: Errors caused by omitting "be"
before non-verb predicates (e.g., adjectives,
nouns, adverbs, etc.), specifically in sen-
tences that are not progressive or passive
constructions.

Error sentence: The bus always
full of people.
Correct sentence: The bus is al-
ways full of people.
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2.2.4 DO Misused with BE
Definition: Errors caused by incorrectly
using "do" before "be" in questions or nega-
tives.

Error sentence: Do they be
happy?
Correct sentence: Are they
happy?

2.3 Modals
Definition: Errors in the use of modal verbs,
affecting their grammatical role or the struc-
ture of the sentence.
2.3.1 Misformation of the Next Verbal
Word
Definition: Errors involving the use of af-
fixed forms (e.g., -ing, -ed) or the addition
of "to" after modal verbs, which require a
base form of the verb.

Error sentence: I can going if
you can.
Correct sentence: I can go if you
can.

2.3.2 Misunderstanding of Tense with
Modals
Definition: Errors stemming from a misun-
derstanding of modal tense properties.

Error sentence: I must can catch
this train.
Correct sentence: I must catch
this train.

2.4 Mismatching Auxiliaries in Tag Ques-
tions
Definition: Errors caused by using a dif-
ferent auxiliary in the tag question than the
one used in the main clause.

Error sentence: She has been
smoking less, isn’t it?
Correct sentence: She has been
smoking less, hasn’t she?

3 Passive Sentences
Definition: Errors in passive voice construc-
tion or usage, including verb form issues,
structural mismatches, preposition errors,
or inappropriate application in certain con-
texts.
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3.1 Problems with Formation of Passive
Sentences
Definition: Errors in passive sentence con-
struction, including misuse of "be," mis-
matched subject-verb relations, incorrect
prepositions, or confusion between active
and passive forms.
3.1.1 Misformation of Passive Verb
Definition: Errors caused by omitting or
misplacing the auxiliary "be" in passive con-
structions, or failing to use the past partici-
ple form of the verb.

Error sentence: The bread fin-
ished.
Correct sentence: The bread is
finished.

3.1.2 Active Order but Passive Form
Definition: Errors caused by retaining the
active sentence order while incorrectly us-
ing the passive form, resulting in a mis-
match between the subject and the sentence
structure.

Error sentence: The government
was forbidden the people to grow
opium.
Correct sentence: The people
were forbidden to grow opium by
the government.

3.1.3 Absent or Wrong Preposition Be-
fore Agent
Definition: Errors caused by omitting or
using the wrong preposition (e.g., "by") be-
fore the agent in a passive sentence.

Error sentence: My brother was
held up the traffic jam.
Correct sentence: My brother
was held up by the traffic jam.

3.1.4 Passive Order but Active Form
Definition: Errors caused by using active
verbs while following the word order of pas-
sive sentences, leading to mismatched sen-
tence structure.

Error sentence: English use
many countries.
Correct sentence: English is
used by many countries.
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3.2 Inappropriate Use of Passive
Definition: Errors involving the misuse of
passive voice, such as applying it to intran-
sitive verbs or overextending it in complex
sentences, leading to grammatical or logical
inconsistencies.
3.2.1 Making Intransitive Verbs Passive
Definition: Errors caused by attempting
to form the passive voice using intransitive
verbs, which lack an object to become the
subject in a passive construction.

Error sentence: He was arrived
early.
Correct sentence: He arrived
early.

3.2.2 Misusing Passives in Complex Sen-
tences
Definition: Errors caused by incorrectly ap-
plying passive constructions across multiple
clauses in a complex sentence, leading to
confusion about the subject and clause rela-
tions.

Error sentence: I was suggested
by Mrs. Sena to forget about this
project.
Correct sentence: Mrs. Sena
suggested that I forget about this
project.

4. Temporal Conjunctions
Definition: Errors in the use, placement,
or grammatical constructions associated
with temporal conjunctions, including is-
sues with clause structure, predicate types,
tense agreement, and unnecessary future
markers.
4.1 Misplacement of Conjunctions
Definition: Errors caused by incorrectly po-
sitioning conjunctions like "after," "since,"
or "while," leading to confusion about the
sequence, causality, or timing of events in a
sentence.
4.1.1 Misplacement of After
Definition: Errors involving incorrect
placement or usage of "after" when describ-
ing the sequence of two events.

Error sentence: I got up after I
brushed my teeth.

667

15



Correct sentence: After I got up,
I brushed my teeth.

4.1.2 Misplacement of Since
Definition: Errors involving incorrect
placement or usage of "since" when describ-
ing the temporal relationship between two
events.

Error sentence: He broke his leg
since he has thrown away his skis.
Correct sentence: Since he
broke his leg, he has thrown away
his skis.

4.1.3 Misplacement of While
Definition: Errors involving incorrect
placement or usage of "while" to describe
overlapping or interrupting events.

Error sentence: While
Getachew knocked on the
door, I was doing my homework.
Correct sentence: Getachew
knocked on the door while I was
doing my homework.

4.2 Form of Clauses After Temporal Con-
junctions
Definition: Errors in the structure of subor-
dinate clauses following temporal conjunc-
tions.
4.2.1 Non-Finiteness of Subordinate
Clauses
Definition: Errors caused by omitting sub-
jects or using incorrect verb forms in sub-
ordinate clauses, making them non-finite
when they should be finite.

Error sentence: After him goes,
we will read a story.
Correct sentence: After he goes,
we will read a story.

4.2.2 Superfluous THAT
Definition: Errors caused by inserting an
unnecessary "that" immediately after a sub-
ordinate conjunction, disrupting sentence
structure.

Error sentence: Since that he
has seen her, he has been cheer-
ful.
Correct sentence: Since he has
seen her, he has been cheerful.
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4.3 Selection of Predicate Types
Definition: Errors in choosing appropriate
predicate forms with temporal conjunctions.
4.3.1 Confusion in Unlimited and Limited
Verb Selection
Definition: Errors caused by incorrect use
of limited or unlimited verbs with temporal
conjunctions such as "until" or "after".

Error sentence: He got rich until
he married.
Correct sentence: He was rich
until he married.

4.3.2 Difficulties in Changing Limited-
ness of Verbs
Definition: Errors caused by using inher-
ently limited verbs in constructions that re-
quire unlimited verbs.

Error sentence: Since the child
recovered from measles, he grew
well.
Correct sentence: Since the
child recovered from measles, he
has been growing well.

4.3.3 Misuse of Negatives with Temporal
Conjunctions
Definition: Errors involving the use of neg-
atives with temporal conjunctions, where
the clause requires a specific form of lim-
ited or unlimited verb.

Error sentence: I did it while
they didn’t look.
Correct sentence: I did it while
they weren’t looking.

4.3.4 Misuse of End-of-the-Road Predi-
cates
Definition: Errors arising from the use of
predicates that denote final or end states
(e.g., dead, rotten, finished) in subordinate
clauses with temporal conjunctions, where
such predicates conflict with the expected
progression or transition of states.

Error sentence: The fruit had
become rotten until we could eat
it.
Correct sentence: The fruit had
become rotten before we could
eat it.
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4.4 Superficial Tense Agreement
(STAGR)
Definition: Errors in tense consistency
between clauses linked by temporal
conjunctions.
4.4.1 Failure to Apply STAGR with
BEFORE, AFTER, UNTIL, WHILE,
WHEN
Definition: Errors caused by mismatched
tenses in clauses connected by temporal con-
junctions. This typically occurs when the
first verb in each clause does not agree in
tense.

Error sentence: When you
were here yesterday you have
promised to send your picture.
Correct sentence: When
you were here yesterday you
promised to send your picture.

4.4.2 Inconsistency in Perfect Use:
WHILE
Definition: Errors occurring when one
clause in a while construction uses the per-
fect aspect, but the other clause does not.
Both clauses must either use the perfect as-
pect or omit it.

Error sentence: While you have
worked, I make phone calls.
Correct sentence: While you
worked, I made a phone call.

4.4.3 STAGR Misapplied: SINCE
Definition: Errors caused by applying the
STAGR rule (matching tenses) to since
clauses, where since requires specific tense
relationships between clauses.

Error sentence: They are study-
ing in this school since they are
six years old.
Correct sentence: They have
been studying in this school since
they were six years old.

4.5 Superfluous WILL and Other Future
Constructions
Definition: Errors involving unnecessary
use of will or other future constructions in
subordinate clauses when the main clause
already indicates future tense.
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Error sentence: We will eat after
we will pray.
Correct sentence: We will eat
after we pray.

5. Sentential Complements
Definition: Errors in subordinate clauses or
complements, including word order, surro-
gate subjects, infinitives, gerunds, or com-
plement forms required by the main verb.
5.1 Misordering in Subordinate Con-
structions
Definition: Errors caused by incorrect word
order in subordinate constructions, where
clauses deviate from the subject-verb-object
(SVO) pattern or verbs are misplaced.

Error sentence: He says that he
no money has.
Correct sentence: He says that
he has no money.

5.2 Problems with Extraposition of Fat
Subject
Definition: Errors involving the omission
or misuse of surrogate subjects like "it" or
"there" when a heavy subject, such as a that-
clause, is moved to the end of the sentence.
5.2.1 Omission of Surrogate Subject
Definition: Missing the word "it" as the
subject when a heavy subject, such as a that-
clause, is moved to the end of the sentence.

Error sentence: Is very hard for
me to learn English right.
Correct sentence: It is very hard
for me to learn English right.

5.2.2 Wrong Surrogate Subject: IT and
THERE
Definition: Errors caused by using incor-
rect surrogate subjects, such as he or that,
instead of it or there, in sentences describ-
ing the weather, ambient conditions, or with
extra posed subjects.

Error sentence: That is funny to
see him today.
Correct sentence: It is funny to
see him today.

5.3 Problems with Infinitives and
Gerunds
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Definition: Errors in the use of infinitives
and gerunds.
5.3.1 Leaving Out the Subject
Definition: Errors occur when the subject
of a subordinate clause is omitted incor-
rectly, particularly when the subject is not
repetitive or differs from the main clause
subject.

Error sentence: I think to have
my I.D. card in here.
Correct sentence: I think I have
my I.D. card in here.

5.3.2 Misformations with Non-
Nominative Subjects
Definition: Errors occur when a non-
nominative subject is incorrectly used with
an infinitive or a gerund, instead of the
correct form.

Error sentence: Him to be so
rich is unfair.
Correct sentence: For him to be
so rich is unfair.

5.3.3 Misformations Without Subjects
Definition: Errors occur when "for" is mis-
takenly used before an infinitive that lacks a
subject, instead of simply using "to" before
the verb.

Error sentence: It is necessary
for finish the work.
Correct sentence: It is necessary
to finish the work.

5.3.4 Special Problems with MAKE, LET,
HAVE, FIND
Definition: Errors occur when using make,
let, have, or find with infinitives or comple-
ments, such as unnecessarily adding "to"
or omitting the required "it" as a surrogate
subject.

Error sentence: The vacuum
cleaner makes easy to clean the
house.
Correct sentence: The vacuum
cleaner makes it easy to clean the
house.

5.3.5 Snatched Subject as Subject of
Main Clause
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Definition: Errors occur when subject
snatching is applied to adjectives or pred-
icates that do not allow it, resulting in un-
grammatical constructions.

Error sentence: The President is
impossible to be reelected.
Correct sentence: It is impossi-
ble that the President will be re-
elected.

5.3.6 Snatched Subject as Object of Main
Clause
Definition: Errors occur when a verb that
does not permit subject snatching is used
incorrectly to create a construction where
the subordinate subject becomes the main
clause’s object.

Error sentence: A girl was de-
cided to play the piano.
Correct sentence: It was decided
that a girl would play the piano.

5.3.7 Misformation of Gerunds After
Prepositions
Definition: Errors occur when the comple-
ment following a preposition is not in the
required gerund or nominal form.

Error sentence: We look for-
ward to see you again.
Correct sentence: We look for-
ward to seeing you again.

5.4 Choosing Complement Types by
Main Verb Meaning
Definition: Errors in selecting the correct
complement form (e.g., that-clauses, infini-
tives, or gerunds) based on the meaning and
requirements of the main verb.
5.4.1 Forms Taken by Propositions and
Actions
Definition: Errors occur when the incorrect
complement form is used after verbs. Verbs
like think or believe require a that-clause,
while verbs like want or stop typically take
gerunds or infinitives.

Error sentence: Mark thinks the
beans needing fertilizer.
Correct sentence: Mark thinks
that the beans need fertilizer.
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5.4.2 Difficulty with Verbs Which Select
Infinitives
Definition: Errors occur when infinitives
are required but incorrectly formed.

Error sentence: I don’t expect
seeing him today.
Correct sentence: I don’t expect
to see him today.

5.4.3 Difficulty with Verbs Which Select
Gerunds
Definition: Errors occur when gerunds are
required but incorrectly formed.

Error sentence: Don’t you re-
member to see her yesterday?
Correct sentence: Don’t you re-
member seeing her yesterday?

5.4.4 Confusion Over Complement Form
After Auxiliaries
Definition: Errors occur when the presence
of auxiliaries leads to incorrect complement
forms, as auxiliaries do not change the se-
lection of complement forms determined by
the main verb.

Error sentence: I will enjoy to
swim.
Correct sentence: I will enjoy
swimming.

6. Psychological Predicates
Definition: Errors in constructing sentences
with psychological predicates.
6.1 Misordering of Subject and Object
Definition: Errors caused by incorrect word
order between subject and object, particu-
larly with psychological verbs, leading to
confusion in the roles of experiencer and
stimulus.
6.1.1 Misordering with Reverse Psycho-
logical Verbs
Definition: Errors occur when the required
stimulus-verb-experiencer word order for
reverse psychological verbs is not followed,
leading to confusion in meaning.

Error sentence: The cat is on
the dinner table, but my father
doesn’t bother that.
Correct sentence: The cat is on
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the dinner table, but that doesn’t
bother my father.

6.1.2 Misordering with Straightforward
Psychological Verbs
Definition: Errors occur when experiencer
and stimulus roles are reversed for straight-
forward psychological verbs, which require
experiencer-verb-stimulus order.

Error sentence: The party en-
joyed Aziz.
Correct sentence: Aziz enjoyed
the party.

6.2 Embedded Sentences with Reverse
Verbs
Definition: Errors in using reverse psycho-
logical verbs, including misused forms, in-
correct prepositions, missing elements, or
improper handling of complex stimuli.
6.2.1 Using the Experiencer as Subject
Definition: Errors occur when the experi-
encer is used as the subject of reverse verbs
without converting the verb to its participial
form with "ED" and adding "be."

Error sentence: I surprise that
he likes it.
Correct sentence: I am surprised
that he likes it.

6.2.2 Wrong Use of Prepositions with ED
Forms
Definition: Errors occur when incorrect
prepositions are used after reverse verbs in
their ED form, as each verb typically re-
quires specific prepositions.

Error sentence: We were all
bored about his teaching.
Correct sentence: We were all
bored by his teaching.

6.2.3 Confusing ED and ING Forms of
Reverse Verbs
Definition: Errors occur when ING forms
(which describe stimuli) are used instead of
ED forms (which describe experiencers), or
vice versa.

Error sentence: I was surprising
that he came.
Correct sentence: I was sur-
prised that he came.
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6.2.4 Leaving Out Stimulus or Experi-
encer
Definition: Errors occur when reverse psy-
chological verbs omit either the stimulus or
the experiencer, leading to incomplete or
unclear sentences.

Error sentence: Don’t go to that
movie. It bores.
Correct sentence: Don’t go to
that movie. It’s boring.

6.2.5 Mismanaged Extraposition
Definition: Errors occur when reverse
verbs with complex or long stimuli are mis-
structured, often leading to awkward sen-
tences. These can be corrected by reorder-
ing the stimulus or using an extraposition
with "it."

Error sentence: Everyone de-
lights that you won the lottery.
Correct sentence: Everyone is
delighted that you won the lot-
tery.

6.3 Straightforward Adjectives
Definition: Errors involving the misuse of
straightforward adjectives, including treat-
ing them as reverse adjectives or misusing
them as verbs instead of linking to appropri-
ate verbs.
6.3.1 Misordering with Straightforward
Adjectives
Definition: Errors occur when straightfor-
ward adjectives are treated as reverse adjec-
tives, with the stimulus used as the subject
instead of the experiencer.

Error sentence: It was impatient
to me to find out my grade.
Correct sentence: I was impa-
tient to find out my grade.

6.3.2 Misuse of Adjectives as Verbs
Definition: Errors occur when adjectives
are misused as verbs instead of appearing
after linking verbs like "be," "become," or
others such as "feel" or "seem."

Error sentence: Kwame sorries
so much that your wife is sick.
Correct sentence: Kwame is
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sorry so much that your wife is
sick.

6.4 Reverse Adjectives
Definition: Errors in the use of reverse ad-
jectives, including misplacing the stimulus
and experiencer, misordering in embedded
sentences, or mishandling causation with
impersonal adjectives.
6.4.1 Misordering with Reverse Adjec-
tives
Definition: Errors occur when reverse ad-
jectives are misused as straightforward ad-
jectives, placing the experiencer as the sub-
ject instead of the stimulus.

Error sentence: I am hard to get
anything done.
Correct sentence: It is hard for
me to get anything done.

6.4.2 Misordering in Embedded Sen-
tences
Definition: Errors occur when reverse ad-
jectives in embedded sentences place the
experiencer as the subject instead of the
stimulus.

Error sentence: He admits me
hard to learn quickly.
Correct sentence: He admits
(that) it is hard for me to learn
quickly.

6.4.3 Difficulties with Causation
Definition: Errors occur when causation is
expressed incorrectly, often by misplacing
objects or failing to use "it" with impersonal
adjectives like "impossible" or "easy."

Error sentence: The kids make
impossible me to work.
Correct sentence: The kids
make it impossible for me to
work.
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G.3 BRY17 678

This error taxonomy is based on the Part-of-Speech 679

(PoS) tags and the granularity level of the error. 680

Any error type in the taxonomy is prefixed with 681

’M:’, ’R:’, or ’U:’, depending on whether it de- 682

scribes a Missing, Replacement, or Unnecessary 683
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Tier

Token Tier

Adjective Form (ADJ:FORM): R

Noun Inflection (NOUN:INFL): R

Noun Possessive (NOUN:POSS): R / U / M

Noun Number (NOUN:NUM): R

Verb Form (VERB:FORM): R / U / M

Verb Inflection (VERB:INFL): R

Verb Agreement (VERB:SVA): R

Verb Tense (VERB:TENSE): R / U / M

Part of Speech

Other

Adverb (ADV): R / U / M

Conjunction (CONJ): R / U / M

Noun (NOUN): R / U / M

Determiner (DET): R / U / M

Particle (PART): R / U / M

Pronoun (PRON): R / U / M

Verb (VERB): R / U / M

Punctuation (PUNCT): R / U / M

Preposition (PREP): R / U / M

Adjective (ADJ): R / U / M

Contraction (CONTR): R / U / M

Morphology (MORPH): R

Orthography (ORTH): R

Spelling (SPELL): R

Word Order (WO): R

Figure 3: Overview of the BRY17 Error Classification Taxonomy

edit respectively. Each category contains subcat-684

egories with definitions and examples for clarity.685

Figure 3 provides an overview of this taxonomy.686

Below, we provide a detailed description of this687

taxonomy:688

1 Morphology Tier
Definition: Errors related to morphological
structures such as inflection, agreement, and
verb forms.
1.1 Adjective Form (ADJ:FORM) [R]
Definition: Errors in the form of adjectives,
such as incorrect comparative or superlative
forms.

Error sentence: This house is
more bigger than the other.
Correct sentence: This house is
bigger than the other.

1.2 Noun Inflection (NOUN:INFL) [R]
Definition: Count-mass noun errors.

Error sentence: His advices
were not helpful.
Correct sentence: His advice
was not helpful.
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1.3 Noun Number (NOUN:NUM) [R]
Definition: Errors in the singular or plural
form of nouns.

Error sentence: She has many
friend.
Correct sentence: She has many
friends.

1.4 Noun Possessive (NOUN:POSS)
[R/U/M]
Definition: Errors in the possessive case,
including incorrect or missing apostrophes,
or unnecessary possessive markers.

Error sentence: This is Johns
book.
Correct sentence: This is John’s
book.

1.5 Verb Form (VERB:FORM) [R/U/M]
Definition: Errors in verb form, such as
misuse of gerunds, infinitives, or participles.

Error sentence: He improved
the dish by to cook it longer.
Correct sentence: He improved
the dish by cooking it longer.
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1.6 Verb Inflection (VERB:INFL) [R]
Definition: Misapplication of tense mor-
phology.

Error sentence: She getted a
new car yesterday.
Correct sentence: She got a new
car yesterday.

1.7 Verb Agreement (VERB:SVA) [R]
Definition: Subject-verb agreement errors,
such as mismatched number or person.

Error sentence: They was
happy.
Correct sentence: They were
happy.

1.8 Verb Tense (VERB:TENSE) [R/U/M]
Definition: Wrong choice of inflectional
and periphrastic tense, modal verbs, and
passivization.

Error sentence: He has went to
the park yesterday.
Correct sentence: He went to
the park yesterday.

2 Token Tier
Definition: Errors related to individual to-
kens, including words and punctuation.
2.1 Part of Speech
2.1.1 Adjective (ADJ) [R/U/M]
Definition: Errors in the use, omission, or
addition of adjectives.

Error sentence: She is a beauty
dancer.
Correct sentence: She is a beau-
tiful dancer.

2.1.2 Adverb (ADV) [R/U/M]
Definition: Errors in the use, omission, or
addition of adverbs.

Error sentence: She sings good.
Correct sentence: She sings
well.

2.1.3 Conjunction (CONJ) [R/U/M]
Definition: Errors in the use, omission, or
addition of conjunctions.
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Error sentence: She likes apples
oranges.
Correct sentence: She likes ap-
ples and oranges.

2.1.4 Determiner (DET) [R/U/M]
Definition: Errors in the use, omission, or
addition of determiners.

Error sentence: She bought the
a apple.
Correct sentence: She bought
the apple.

2.1.5 Noun (NOUN) [R/U/M]
Definition: Errors in the use, omission, or
addition of nouns.

Error sentence: She brought her
friend friend.
Correct sentence: She brought
her friend.

2.1.6 Particle (PART) [R/U/M]
Definition: Errors involving particles, such
as their incorrect placement, omission, or
addition.

Error sentence: He got up into
the car.
Correct sentence: He got into
the car.

2.1.7 Pronoun (PRON) [R/U/M]
Definition: Errors involving pronouns,
such as incorrect form, extra pronouns, or
omitted pronouns.

Error sentence: She herself
went to the store herself.
Correct sentence: She went to
the store herself.

2.1.8 Verb (VERB) [R/U/M]
Definition: Errors involving the incorrect
verb form, addition of redundant verbs, or
omission of verbs.

Error sentence: He to school ev-
ery day.
Correct sentence: He goes to
school every day.
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2.1.9 Punctuation (PUNCT) [R/U/M]
Definition: Errors in punctuation, including
incorrect use, extra punctuation marks, or
missing punctuation.

Error sentence: She said,
"Hello".
Correct sentence: She said,
"Hello."

2.1.10 Preposition (PREP) [R/U/M]
Definition: Errors in the use, omission, or
addition of prepositions.

Error sentence: He is good
math.
Correct sentence: He is good at
math.

2.2 Other
2.2.1 Contraction (CONTR) [R/U/M]
Definition: Errors in the use, omission, or
addition of contractions.

Error sentence: I isn’t ready for
the exam.
Correct sentence: I’m not ready
for the exam.

2.2.2 Morphology (MORPH) [R]
Definition: Errors where tokens share the
same lemma but differ in other grammatical
or syntactical attributes.

Error sentence: The boy runned
fast.
Correct sentence: The boy ran
fast.

2.2.3 Orthography (ORTH) [R]
Definition: Errors in capitalization, whites-
pace, or other orthographic conventions.

Error sentence: he went to
School.
Correct sentence: He went to
school.

2.2.4 Spelling (SPELL) [R]
Definition: Errors in the spelling of words.

Error sentence: She recieved the
package.
Correct sentence: She received
the package.
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2.2.5 Word Order (WO) [R]
Definition: Errors in the arrangement of
words within a sentence.

Error sentence: To school she
goes every day.
Correct sentence: She goes to
school every day.
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G.4 FEI23 695

This taxonomy classifies grammatical errors into 696

three levels based on cognitive complexity (Single- 697

word level, Inter-word level, and Discourse-level) 698

addressing different aspects of language learning 699

and comprehension. Each category contains sub- 700

categories with definitions and examples for clarity. 701

Figure 4 provides an overview of this taxonomy. 702

Below, we provide a detailed description of this 703

taxonomy: 704

1 Single-word Level Error
Definition: Errors confined to a single
word, typically involving spelling, contrac-
tions, or capitalization.
1.1 Spelling Error
Definition: Incorrect spelling of a word.

Error sentence: She recieved the
letter.
Correct sentence: She received
the letter.

1.2 Contraction Error
Definition: Incorrect use or formation of
contractions.

Error sentence: I isn’t ready.
Correct sentence: I’m not ready.

1.3 Orthography Error
Definition: Errors in capitalization or other
writing conventions.

Error sentence: he went to
school.
Correct sentence: He went to
school.

2 Inter-word Level Error
Definition: Errors involving relationships
between multiple words, including gram-
mar, morphology, and word usage.
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Word class confusion error

Number error

Transitive verb error

Figure 4: Overview of the FEI23 Error Classification Taxonomy

2.1 Syntax Class
Definition: Errors in sentence grammar and
structure.
2.1.1 Infinitive Error
Definition: Errors like missing "to" before
a verb in to-infinitives, or unnecessary "to"
after modal verbs for zero-infinitives.

Error sentence: I would like go-
ing home.
Correct sentence: I would like
to go home.

2.1.2 Gerund Error
Definition: Misuse of the verb form that
should act as a noun in a sentence.

Error sentence: I enjoy to play.
Correct sentence: I enjoy play-
ing.

2.1.3 Participle Error
Definition: Confusion between participles
and ordinary verb tenses.
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Error sentence: She has did her
homework.
Correct sentence: She has done
her homework.

2.1.4 Subject-verb Agreement Error
Definition: The verb does not agree with
the subject in number.

Error sentence: They was
happy.
Correct sentence: They were
happy.

2.1.5 Auxiliary Verb Error
Definition: Misuse of auxiliary verbs such
as "do," "have," or modal auxiliaries like
"could," "may," "should."

Error sentence: She can sings
well.
Correct sentence: She can sing
well.

2.1.6 Pronoun Error
Definition: Pronouns do not agree in

707
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number, person, or gender with their an-
tecedents.

Error sentence: Her went to the
store.
Correct sentence: She went to
the store.

2.1.7 Noun Possessive Error
Definition: Misuse of possessive adjectives
and possessive nouns.

Error sentence: This is Johns
book.
Correct sentence: This is John’s
book.

2.2 Morphology Class
Definition: Errors in the structure or form
of words, including their grammatical rela-
tionships.
2.2.1 Collocation Error
Definition: Atypical word combinations
that are grammatically acceptable but not
common.

Error sentence: He did a crime.
Correct sentence: He committed
a crime.

2.2.2 Preposition Error
Definition: Misuse of prepositional words.

Error sentence: He is good in
math.
Correct sentence: He is good at
math.

2.2.3 Word Class Confusion Error
Definition: Confusions in part of speech,
such as noun/adjective or adjective/adverb
confusion.

Error sentence: She is a beauty
dancer.
Correct sentence: She is a beau-
tiful dancer.

2.2.4 Number Error
Definition: Confusion in singular or plural
form of nouns.

Error sentence: She has many
friend.
Correct sentence: She has many
friends.
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2.2.5 Transitive Verb Error
Definition: Extra preposition after transi-
tive verbs or missing preposition after in-
transitive verbs.

Error sentence: He gave.
Correct sentence: He gave a gift.

3 Discourse Level Error
Definition: Errors affecting the overall
structure, flow, or coherence of a sentence
or discourse.
3.1 Punctuation Error
Definition: Errors in the use, omission, or
addition of punctuation marks.

Error sentence: She said,
"Hello".
Correct sentence: She said,
"Hello."

3.2 Determiner Error
Definition: Errors in the use, omission, or
addition of determiners.

Error sentence: She bought ap-
ple.
Correct sentence: She bought an
apple.

3.3 Verb Tense Error
Definition: Incongruities in verb tenses,
such as an erroneous tense shift in a com-
pound sentence.

Error sentence: He go to school
yesterday.
Correct sentence: He went to
school yesterday.

3.4 Word Order Error
Definition: Errors in arranging words in the
correct sequence within a sentence.

Error sentence: To school she
goes every day.
Correct sentence: She goes to
school every day.

3.5 Sentence Structure Error
Definition: Errors affecting the overall
grammatical structure of a sentence.

Error sentence: When he comes,
I will leave before he arrives.
Correct sentence: When he
comes, I will leave.
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H Taxonomy-Specific Issues Affecting710

Rationality Metrics711

This appendix provides a detailed analysis of712

taxonomy-specific issues that impact the rationality713

metrics assessed in our study.714

POL73 contains categories such as Indefinite715

article incorrect and Determiners, which often cap-716

ture the same errors, leading to overlapping classifi-717

cations. Similarly, Inappropriate words but correct718

word class and General semantic confusion lack719

clear differentiation, reducing mutual exclusivity.720

TUC74 introduces ambiguous categories, such as721

Simple predicate missing: be vs. BE missing, and722

Surrogate subject missing: there/it vs. Omission723

of surrogate subject, creating annotation inconsis-724

tencies. FEI23, by structuring categories based on725

cognitive levels, ensures high exclusivity by clearly726

defining error boundaries and reducing ambiguity.727

POL73 includes categories like New creations728

but lacks fundamental categories such as Punctua-729

tion error and Orthography error, slightly reducing730

its coverage. TUC74 performs worse in coverage731

as it omits not only Punctuation error and Orthogra-732

phy error but also Spelling error. This forces anno-733

tators to rely excessively on the Other category, sig-734

nificantly lowering its coverage score. BRY17, by735

defining error types based on both part-of-speech736

and token-level operations, ensures a broader repre-737

sentation of errors, leading to the highest coverage738

among all taxonomies.739

TUC74 demonstrates extreme specificity by740

defining five separate categories for errors related741

to temporal conjunctions, such as Misplacement of742

While. This level of granularity results in sparsely743

populated error categories, skewing distributional744

balance. POL73 takes the opposite approach, over-745

generalizing error types. The category Inappropri-746

ate words and incorrect word class encompasses a747

wide range of unrelated grammatical issues, result-748

ing in an overly broad classification that reduces749

distinction between different error types. FEI23750

adopts a hierarchical classification strategy at three751

levels—Single-word level, Inter-word level, and752

Discourse level—ensuring balanced categorization753

without excessive fragmentation or aggregation.754

POL73 and TUC74 include overly technical or755

abstract error categories, such as Phonetic similar-756

ity within English and Misuse of end-of-the-road757

predicates, making them difficult to interpret and758

apply consistently. BRY17 and FEI23, by contrast,759

use straightforward category labels with simple760

lexical definitions, improving both human annota- 761

tion efficiency and model interpretability. Their 762

classification schemes facilitate direct mapping to 763

computational models, reducing the complexity of 764

automated grammar error detection. 765

These taxonomy-specific issues highlight the 766

challenges in designing effective error classifica- 767

tion taxonomies and their impact on the rationality 768

metrics assessed in our study. 769

I Ablation Study on Category Fusion 770

To examine the impact of classification granular- 771

ity on four metrics, we conduct an ablation study 772

by merging specific error categories. The specific 773

taxonomy structures before and after fusion are 774

detailed in the Appendix J. To ensure control for 775

variability in model predictions, all results in this 776

study are only derived from ChatGPT-4o. The ex- 777

perimental results are shown in Table 5. 778

Our findings indicate that the fusion of error 779

categories leads to a consistent increase in Cov- 780

erage across all classification taxonomies. This 781

is expected, as the newly formed parent category 782

inherently encompasses a broader scope than its in- 783

dividual subcategories. By expanding the definition 784

of error categories, previously unclassified errors 785

are now incorporated into the taxonomy, leading to 786

a higher coverage score. 787

Conversely, Balance decreases across all tax- 788

onomies after category fusion. This decline can be 789

attributed to the inherent structure of the original 790

taxonomies: error categories with broad definitions 791

already contained a substantial number of samples 792

prior to fusion. Merging smaller categories into 793

these broader ones exacerbates the data imbalance, 794

further skewing the error distribution. As a result, 795

the overall balance of the taxonomy deteriorates. 796

The impact on Exclusivity varies depending on 797

the specific taxonomy and the relationships be- 798

tween merged categories. For instance, in BRY17, 799

the pre-fusion taxonomy contained overlapping er- 800

ror categories such as Particle and Preposition. By 801

merging these, the overlap is eliminated, leading 802

to an increase in exclusivity. However, in FEI23, 803

pre-fusion error types such as Contraction error, 804

Spelling error, and Orthography error were mutu- 805

ally exclusive and did not overlap with other cate- 806

gories. After merging them into the broader Single- 807

word level error, overlaps emerged with other cate- 808

gories like Pronoun Error, resulting in a decrease 809

in exclusivity. 810
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Taxonomies Exclusivity (τ = 0.7) ↑ Coverage ↑ Balance ↑ Usability (Macro F1 / Micro F1) ↑

POL73 0.842 0.698 0.687 0.301 / 0.478
POL73 (Fusion) 0.886 0.715 0.662 0.371 / 0.524

TUC74 0.703 0.160 0.210 0.061 / 0.099
TUC74 (Fusion) 0.774 0.183 0.178 0.131 / 0.113

BRY17 0.921 0.979 0.829 0.610 / 0.760
BRY17 (Fusion) 0.932 0.984 0.786 0.618 / 0.800

FEI23 0.877 0.924 0.878 0.631 / 0.743
FEI23 (Fusion) 0.830 0.925 0.834 0.616 / 0.719

Table 5: Ablation Study on the Impact of Merging Error Categories (ChatGPT-4o). Taxonomies labeled with Fusion
indicate error classification taxonomies after category merging.

Similarly, Usability is influenced by classifica-811

tion granularity, as broader error categories reduce812

the model’s ability to distinguish fine-grained er-813

rors. Merging categories weakens decision bound-814

aries, increasing intra-category variability and mak-815

ing classification more ambiguous. While higher816

Exclusivity can enhance usability by reducing over-817

laps, it is not the sole factor—when fusion in-818

troduces ambiguity, usability declines due to the819

model’s reduced classification accuracy. Our re-820

sults confirm that category fusion affects usability821

by altering decision boundaries and classification822

effectiveness.823

Our ablation study on category fusion demon-824

strates that increasing classification granularity825

leads to higher Coverage by broadening error defi-826

nitions, but decreases Balance due to exacerbated827

data imbalance. The effect on Exclusivity depends828

on pre-fusion category overlap, improving when re-829

dundant categories are merged but declining when830

new overlaps emerge. The impact on Usability831

varies depending on how category fusion reshapes832

classification boundaries—some fusions improve833

clarity, while others introduce ambiguity that weak-834

ens classification effectiveness. Our findings high-835

light an important challenge in error taxonomy836

design: both excessive simplification and over-837

fragmentation can negatively impact classification838

taxonomies. Constructing an effective taxonomy839

is highly complex and cannot be achieved solely840

through empirical intuition, underscoring the im-841

portance of rigorous evaluation metrics in assessing842

classification taxonomies.843

J Error Category Fusion Details 844

J.1 POL73 845

Before Fusion: 846

847

2.2 Verb Phrase
Definition: Errors related to verb use, in-
cluding tense, form, and omission.
2.2.1 Omission of Verb
Definition: Errors involving the omission
of a necessary verb, including main verbs
and auxiliary verbs such as forms of "be".

Error sentence: He to school
yesterday.
Correct sentence: He went to
school yesterday.

2.2.2 Use of Progressive Tense
Definition: Errors in forming or using the
progressive tense, including omission of the
auxiliary verb "be", incorrect use of the "-
ing" form, or substitution of the progressive
where it is not expected.

Error sentence: He is play foot-
ball.
Correct sentence: He is playing
football.

2.2.3 Agreement of Subject and Verb
Definition: Errors where the subject and
verb fail to agree in number, person, or
tense.

Error sentence: I didn’t know
what it is.
Correct sentence: I didn’t know
what it was.

848

27



After Fusion:849

850

2.2 Verb Phrase
Definition: Errors related to verb use, in-
cluding tense, form, and omission.

Error sentence: He to school
yesterday.
Correct sentence: He went to
school yesterday.

851

J.2 TUC74852

Before Fusion:853

854

1.1 Missing Parts
Definition: Errors involving the omission
of essential sentence components necessary
for grammatical completeness and struc-
tural clarity.
1.1.1 Surrogate Subject Missing: there
and it
Definition: Missing placeholder subjects
"there" or "it," which are required in English
sentence structure.

Error sentence: Was a riot last
night.
Correct sentence: There was a
riot last night.

1.1.2 Simple Predicate Missing: be
Definition: Missing the simple predicate
"be," which is required when the predicate
consists of adjectives or noun phrases.

Error sentence: My sisters very
pretty.
Correct sentence: My sisters are
very pretty.

1.1.3 Object Pronoun Missing
Definition: Missing object pronouns (direct
or indirect) in places where verbs require
them.

Error sentence: Donald is mean
so no one likes.
Correct sentence: Donald is
mean so no one likes him.

855

1.1.4 Subject Pronoun Missing
Definition: Missing subject pronouns
where they are required, especially after sub-
ordinate conjunctions.

Error sentence: He worked until
fell over.
Correct sentence: He worked
until he fell over.

856

After Fusion: 857

858

1.1 Missing Parts
Definition: Errors involving the omission
of essential sentence components necessary
for grammatical completeness and struc-
tural clarity.

Error sentence: My sisters very
pretty.
Correct sentence: My sisters are
very pretty.

859

J.3 BRY17 860

Before Fusion: 861

862

2.1.3 Conjunction (CONJ) [R/U/M]
Definition: Errors in the use, omission, or
addition of conjunctions.

Error sentence: She likes apples
oranges.
Correct sentence: She likes ap-
ples and oranges.

2.1.6 Particle (PART) [R/U/M]
Definition: Errors involving particles, such
as their incorrect placement, omission, or
addition.

Error sentence: He got up into
the car.
Correct sentence: He got into
the car.

2.1.10 Preposition (PREP) [R/U/M]
Definition: Errors in the use, omission, or
addition of prepositions.

Error sentence: He is good
math.
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Correct sentence: He is good at
math.

864

After Fusion:865

866

2.1.8 Function Word (FUNC:WORD)
[R/U/M]
Definition: Errors in the use, omission, or
addition of function words. These errors
affect sentence structure and meaning by
altering how words and phrases connect.

Error sentence: She likes apples
oranges.
Correct sentence: She likes ap-
ples and oranges.

867

J.4 FEI23868

Before Fusion:869

870

1 Single-word Level Error
Definition: Errors confined to a single
word, typically involving spelling, contrac-
tions, or capitalization.
1.1 Spelling Error
Definition: Incorrect spelling of a word.

Error sentence: She recieved the
letter.
Correct sentence: She received
the letter.

1.2 Contraction Error
Definition: Incorrect use or formation of
contractions.

Error sentence: I isn’t ready.
Correct sentence: I’m not ready.

1.3 Orthography Error
Definition: Errors in capitalization or other
writing conventions.

Error sentence: he went to
school.
Correct sentence: He went to
school.

871

After Fusion:872

873

1 Single-word Level Error
Definition: Errors confined to a single
word, typically involving spelling, contrac-
tions, or capitalization.

Error sentence: She recieved the
letter.
Correct sentence: She received
the letter.
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