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Abstract

Personalized text generation requires a unique
ability of large language models (LLMs) to
learn from context that they often do not en-
counter during their standard training. One
way to encourage LLMs to better use personal-
ized context for generating outputs that better
align with the user’s expectations is to instruct
them to reason over the user’s past preferences,
background knowledge, or writing style. To
achieve this, we propose Reasoning-Enhanced
Self-Training for Personalized Text Gener-
ation (REST-PG), a framework that trains
LLMs to reason over personal data during re-
sponse generation. REST-PG first generates
reasoning paths to train the LLM’s reason-
ing abilities and then employs Expectation-
Maximization Reinforced Self-Training to it-
eratively train the LLM based on its own
high-reward outputs. We evaluate REST-PG
on the LongLaMP benchmark, consisting of
four diverse personalized long-form text gener-
ation tasks. Our experiments demonstrate that
REST-PG achieves significant improvements
over state-of-the-art baselines, with an aver-
age relative performance gain of 14.5% on the
Longl.aMP benchmark.

1 Introduction

Personalizing large language models (LLMs)
emerges as a critical topic in natural language
processing (Salemi et al., 2024b; Kumar et al.,
2024), due to its wide-ranging applications in rec-
ommender systems (Hua et al., 2023; Chen, 2023),
virtual assistants (Li et al., 2024b; Kocaballi et al.,
2019), and content generation (Alhafni et al., 2024).
The importance of personalization in such systems
stems from the fact that they provide targeted con-
tent to their users, which enhances user satisfaction,
improves engagement, and increases efficiency.
Augmenting the input context of the LLMs with
retrieved personalized context alongside the user
prompt has proven effective in tailoring responses

to individual users (Salemi et al., 2024b,a). How-
ever, defining the notion of relevance, a prereq-
uisite for retrieving personalized context, is chal-
lenging (Salemi et al., 2024a). In personalization,
a part of the user’s context that appears not di-
rectly “relevant” to the prompt might be more use-
ful (than a directly relevant one) if it better reflects
the user’s implicit preferences. For example, a
sentence like “I have two children of age 3 and
4...” in the user context does not seem directly rel-
evant to the prompt “Give some suggestions about
brands of room heaters.” However, this knowl-
edge indicates that the user could be concerned
about safety for children and therefore would ex-
pect the model to consider this in its response of
recommending room heaters. Establishing such an
“implicit” relevance requires reasoning beyond the
words or semantics of the provided personalized
user context, just like the user themselves does. We
argue that an approach for encouraging an LLM to
better use personalized context is also asking it to
reason over it prior to generating the final response.
For instance, the model may summarize the user’s
writing style, interests, background knowledge, and
preferences before actually responding to the user
prompt. However, it is often infeasible or costly to
obtain sufficient human reasoning paths to train an
LLM for personalized reasoning.

This paper addresses these challenges by in-
troducing Reasoning-Enhanced Self-Training for
Personalized Text Generation (REST-PG), a multi-
stage framework designed to teach LL.Ms reason-
ing over personalized context through reinforced
self-training. As an alternative to human reason-
ing paths, REST-PG uses an LLM to generate the
reasoning steps considering the input, expected out-
put, and personalized context. These generated
reasoning paths are then used to train the LLM,
through supervised fine-tuning, to produce both the
reasoning steps and the final response in a single in-
ference path. Nevertheless, we find that supervised



fine-tuning on generated reasoning data alone is in-
sufficient for training the LLMs to produce both the
reasoning path and final response, and exploring
diverse reasoning paths plays a key role in obtain-
ing effective personalized outputs; we observe a
drop in performance compared to an LLM without
reasoning. This suggests that the reasoning paths
generated by the fine-tuned LLMs may not yet
align well with the user’s preferences. To address
this, we employ Expectation-Maximization Rein-
forced Self-Training, which optimizes the model to
generate reasoning paths that yield better aligned
responses—-i.e., responses that achieve higher re-
wards. In an Expectation (E) step, the LLM gen-
erates different reasoning paths and responses for
each input. In a Maximization (M) step, the rea-
soning paths that result in high-reward responses—
those with high similarity to the expected output
for the user—are then used to train the LLM in
subsequent iterations. Through iterative process of
expectation maximization, the LLM learns to gen-
erate reasoning steps and responses that are more
aligned with the user’s preferences.

We perform our experiments on the Long-form
Language Model Personalization (LongLaMP)
benchmark (Kumar et al., 2024), comprising four
diverse long-form personalized text generation
tasks. Experiments on this benchmark show that
REST-PG on average significantly outperforms all
state-of-the-art baseline models across all tasks of
the LongLaMP benchmark. Specifically, REST-PG
improves performance by up to 14.5% compared
to supervised fine-tuning (SFT) and by 6.5% com-
pared to self-training without reasoning enhance-
ment. Additionally, our extensive ablation study
provides valuable insights into various components
of the proposed method about self-training and rea-
soning in personalizing LLMs.

2 Problem Formulation

This paper addresses personalized text generation,
a task that uses user-specific information to tailor
responses to individual users. A general LLM My
generates a piece of text in response to an input
prompt x from a user u, denoted as § = My(z).
To personalize an LLM for the user u, we as-
sume each prompt x from the user, with the ex-
pected output ¥, is accompanied by the user profile
P, = {d(m)}‘iiﬂlv consisting of unstructured in-
formation pieces about the user u. Accordingly,
we assume access to training and evaluation data
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Figure 1: The overview of Reasoning-Enhanced Self-
Training for Personalized Text Generation (REST-PG).

D = {(x;,yi, PZ)}‘ZS'1 in the above format. Our
primary objective is to utilize the personalized in-
formation from user profile with LLM My to gen-
erate a response § = My(z, P,) that maximizes
the reward » = R(z, y, y) generated from a reward
function R given the input prompt x, the expected
output y by the user u, and the actually generated
response y. The primary objective of the reward
model is to evaluate the similarity between the gen-
erated output and the expected personalized output.

3 REST-PG

LLMs have proven effective in learning from their
context (Wei et al., 2022; Brown et al., 2020), mak-
ing the augmentation of their input with person-
alized context an effective strategy for personaliz-
ing their responses (Salemi et al., 2024b; Salemi
and Zamani, 2024). However, learning to person-
alize from context requires a specialized form of
context-based learning, as it involves not only un-
derstanding task-relevant information but also in-
ferring user-specific preferences. For instance, a
sentence in the personalized context that is seem-
ingly irrelevant to the user prompt could indicate
implicit preference, like mentioning children could
imply prioritizing safety. Teaching LL.Ms to rec-
ognize this nuanced notion of relevance is crucial
for improving personalized text generation. One
approach to do this is to instruct LLMs to reason
over the personalized context by generating a sum-
mary of the user’s preferences before responding
to the prompt. However, collecting training data
for this is challenging, as human annotations are
costly and often fail to accurately capture the nu-
ances of individual user preferences. To address
this, LLMs can be used to generate reasoning paths
based on the personalized context, input prompt,
and expected output to creating reasoning training
data that guides the model from the input to the



output without relying on human annotation. This
data can be used to train LLMs to do reasoning
during personalized response generation.

While this approach seems effective, the gen-
erated reasoning paths are based on the model’s
implicit understanding of user preferences, which
may not always align with the actual preferences.
To address this, the LLM can be trained to improve
this alignment by optimizing a reward function
that evaluates the user’s satisfaction by comparing
the generated output with the expected output for
that user. This alignment pushes the model toward
generating reasoning paths that lead to responses
more consistent with the user’s preferences. This
paper focuses on training the LLM to reason over
personalized contexts and to generate personalized
outputs in a single forward pass.

Figure 1 provides an overview of our optimiza-
tion approach used in this paper for training an
LLM capable of reasoning in a single forward
path for personalized text generation. We em-
ploy Expectation-Maximization Reinforced Self-
Training (Singh et al., 2024) as a preference align-
ment algorithm to self-train the LLM, enhancing
its ability to generate reasoning paths that lead to
more effective personalized outputs, according to
a reward model that considers the expected per-
sonalized output. This enables the model to better
leverage user-specific context with improved rea-
soning ability, ultimately improving the quality of
the generated personalized responses.

3.1 Enhancing Personalization by Reasoning

Current state-of-the-art methods for personaliz-
ing LLMs augment the input with a personalized
context (often retrieved from a personal corpus)
(Salemi et al., 2024b,a; Kumar et al., 2024). We
argue that effectively utilizing personalized con-
text necessitates a specialized form of context-
based learning, as it requires understanding both
task-relevant information and user-specific prefer-
ences—an aspect that LLMs are rarely exposed to
during standard training. One way to encourage
LLMs to better utilize personalized context is to in-
struct them to focus on user-specific elements such
as preferences, interests, background knowledge,
and writing style that are present in the personal-
ized context. Incorporating these attributes from
the personalized context enables the model to gen-
erate more aligned, user-specific responses. These
attributes can be inferred by the LLM through rea-
soning over the personalized context, enabling it

to interpret the user’s preferences, interests, knowl-
edge, and writing style before generating the final
personalized response to the user’s prompt. This
reasoning step helps the model produce more accu-
rate and personalized outputs.

To generate the necessary data for training the
LLM to perform such reasoning steps, we introduce
a semi-supervised data generation method tailored
for this purpose. In this method, for a given input
x for user u, the user profile P,, and the expected
output , we use an LLM! to generate a summary
of user’s preferences, interests, background knowl-
edge, and writing style features tailored to the given
input and corresponding output from the user con-
text. The detailed prompt is presented in Figure 7 in
Appendix C. This prompt encourages the model to
take into account both the expected output and the
input, and based on this, generate its interpretation
of the user’s interests, preferences, and familiarity
with various topics from the personalized context
as a reasoning path. Additionally, the approach
guides the model to infer patterns in the user’s pref-
erences across different topics. For instance, if the
user writes about a specific topic in a particular
style, the model can generalize this pattern, assum-
ing the user might adopt a similar style for other
topics as well. Figures 12 and 13 in Appendix E
present some examples of the generated reasoning
paths. These figures illustrate how the model rea-
sons over the personalized context by analyzing the
key aspects of user’s preferences.

Finally, to train the LLLM to reason over person-
alized context during output generation, the gener-
ated reasoning over personalized context is com-
bined with the expected output using a predefined
template, as shown in Figure 8 in Appendix C. This
template allows us to train the model to generate
this combined output given an input from a specific
user accompanied by its personalized context. The
model is first asked to generate a summary of the
user’s preferences and writing style features based
on the input and personalized context then gener-
ates a response to the input. Here, the combined
generated reasoning and expected output are used
as the new expected output for the corresponding
input in the template. Indeed, the model’s task is
to generate both the reasoning path, based on the
personalized context, and the final response in a sin-
gle inference pass. This structured approach helps

"We utilize Gemma 7B (Gemma-Team, 2024) as the LLM
to generate preliminary reasoning data.



Algorithm 1 Reasoning-Enhanced Self-Training for Personalized Text Generation (REST-PG).

Input: training dataset D, training LLM Mj, data generation LLM for preference summarization

1:

2: // generating the reasoning data

3: Dreasoning = {(, concat(reasoning,y), P)|(x,y, P) ~ D : reasoning = LLM(x,y, P)}
4: // SFT on the reasoning dataset

5: 0" = argmaxy E(s,y,P)~Dyewonng 108 Po (U] 3 P)]

6: // training the model for T iterations

7: fort =1to T do

8:  // Expectation step: generating different reasoning paths and outputs to be rewarded
9: D = {(x7y7pa gj)’(xvyvp) ~ Dvy] ~ Mgt(.’IJ,P) : R(I',y,g]) > T}
10:  // Maximization step: maximizing the probability of the outputs with high reward
1 0 = argmaxg By 5. p)~D, [R(2, Y, §) log pg(§|z; P)]
12: end for

the LLM learn to incorporate reasoning over the
personalized context as the steps toward generating
the final response to the input.

3.2 Reasoning-Enhanced Self-Training

While we can train the model using SFT on the
generated reasoning data from Section 3.1 so that it
reasons towards generating personalized responses,
the reasoning itself is derived from the LLM’s inter-
pretation of the user profile, input prompt, and ex-
pected output. This reliance on the LLM’s implicit
understanding introduces potential limitations, as
the reasoning path may not fully align with the
user’s preferences. Moreover, there is no guarantee
that the generated reasoning path can consistently
improve the final output. There may exist alter-
native reasoning paths that lead to more effective
personalized responses, which are not captured by
the initially generated reasoning paths for SFT.

A solution to address this is to employ RL, which
allows the model to explore the trajectory space
(i.e., reasoning paths) to identify those that lead to
personalized outputs with higher rewards. By lever-
aging exploration, the model can discover reason-
ing paths that yield higher rewards, corresponding
to more desirable personalized outputs. Specifi-
cally, we employ Expectation-Maximization Re-
inforced Self-Training (Singh et al., 2024) as an
offline RL algorithm to encourage the model to dis-
cover reasoning paths that lead to higher rewards.
The algorithm used for this purpose is detailed in
Algorithm 1. After performing SFT on the data
generated in Section 3.1, we iteratively alternate
between the following steps:

Expectation Step: In this step, the optimized pa-
rameter set from the previous iteration (i.e., %)

is used to collect new trajectories for training the
model for the next iteration (i.e., 8*!). Specif-
ically, for each input z € D, the LLM My is
employed to generate m outputs using a decod-
ing temperature -y. The temperature ~y controls the
amount of randomness in the generated outputs,
which indicates the freedom of the model in the
exploration phase of the reinforcement learning al-
gorithm. The generated outputs are then evaluated
using the reward model, denoted as R(x,y,J;).
The reward model focuses solely on the final output
generated by the model, disregarding the reason-
ing path itself, and assigns a score to each output.
Thus, the reward model only considers the similar-
ity between the generated response and expected
output to score the reasoning paths. Finally, the
outputs that achieve a reward of 7 or higher are
considered high quality outputs and are included in
the next round of training data, where they act as
the expected output for the corresponding inputs.
To prevent the model from overfitting on easy ex-
amples, we limit the number of outputs retained
per input to a maximum of 10 to ensures diverse
outputs and avoid overfitting to simpler cases.

Maximization Step: This step uses the dataset
generated from the expectation step to optimize the
model. In this phase, the outputs that received high
rewards are used as the expected outputs for their
corresponding inputs. Furthermore, the weight of
each output is adjusted according to the reward
it receives, as detailed in Algorithm 1 (line 11).
Indeed, instead of maximization, a SFT sequence-
to-sequence loss (Sutskever et al., 2014) can be
minimized to train the LLM,? with the loss being

“Minimizing seq2seq loss corresponds to maximizing like-
lihood of generating the ground-truth sequence.



adjusted based on the amount of reward each output
receives. The underlying idea is that samples result-
ing in higher rewards should have a larger impact
on the loss. This approach ensures that the model
learn more from high-reward examples, helping it
generate high-quality, personalized responses.

4 Experiments

4.1 Experimental Setup

Datasets. We adopt the Longl.aMP benchmark
(Kumar et al., 2024) to conduct our experiments,
which consists of four personalized long-form text
generation tasks: (1) Personalized Email Comple-
tion, (2) Personalized Abstract Generation, (3) Per-
sonalized Review Writing, and (4) Personalized
Topic Writing. Each example in this dataset rep-
resents a separate user, including an input prompt,
an expected output, and a user profile containing
information about the user (i.e., documents written
by the user over time). This setup allows us to
evaluate the effectiveness of our approach in gener-
ating personalized responses across diverse tasks.
More details about the datasets in the Longl.aMP
benchmark are provided in Appendix B.

Reward Modeling & Evaluation. While the
LonglL.aMP benchmark uses ROUGE metrics (Lin,
2004) for evaluating long-form generated text, pre-
vious research shows that term-matching metrics
like ROUGE often struggle to capture nuanced text
similarities (Zhang et al., 2020), particularly in
long-form text generation (Koh et al., 2022; Kr-
ishna et al., 2021). Following recent text genera-
tion evaluation approaches (Kocmi and Federmann,
2023; Liu et al., 2023b), we use LLMs, in our case
Gemma 7B (Gemma-Team, 2024), as the text gen-
eration evaluator. We provide the evaluator LLM
with the input prompt, the generated output, and
the expected output, along with an explaination
of the evaluation criteria, as shown in Figure 6 in
Appendix A. The LLM then scores the generated
personalized response by comparing it to the ex-
pected reference output, taking into account the
evaluation criteria. These scores range from 1 to
10 in our work, based on the defined criteria. Fi-
nally, we normalize this score in range of 0 and 1
by dividing it by 10. The details of the evaluation
metric are explained in Appendix A.

Training & Inference Setting. We use Gemma
2B (Gemma-Team, 2024) as the personalized gen-
erator LLM. Given that user profiles can contain

numerous items, making it impractical to use all of
them, we utilize RAG to integrate personalized con-
text (Salemi et al., 2024b). We employ the prompt
illustrated in Figure 8 in Appendix C, where we
retrieve k = 5 items from the user profile using
Contriever (Izacard et al., 2022), based on their
similarity of the items to the input. Since LLMs
have been shown to effectively handle multiple
tasks concurrently, we train a single model on all
datasets. Following Singh et al. (2024), the mod-
els are trained for 7" = 3 iterations, generating
m = 32 outputs for each input during the expecta-
tion step with temperature v = 0.7 using Nucleus
Sampling (Holtzman et al., 2020), unless otherwise
specified. We set the output selection threshold
7 = 1.0. At each iteration, we start from a new
untrained checkpoint unless otherwise noted. For
inference, temperature v = 0.1 is used. The details
are provided in Appendix B.

4.2 Main Findings

How does training the LLM with REST-PG af-
fect the performance? We trained the LLM us-
ing the proposed approach, which incorporates
both reasoning-enhancement and self-training. For
the baselines, we evaluate LLMs that were: (1)
trained using SFT with retrieval augmentation
(Salemi et al., 2024b; Kumar et al., 2024), (2)
trained using SFT with Reasoning-Enhancement
as described in Section 3.1, and (3) trained exclu-
sively using self-training with ReST-EM (Singh
et al., 2024). The results, shown in Table 1, indi-
cate that the proposed approach, REST-PG, outper-
forms all baselines across all tasks, with statisti-
cally significant improvements in 3 out of 4 tasks.
Additionally, the approach shows statistically sig-
nificant superior performance on average across all
tasks. This demonstrates that using reasoning over
personalized context, combined with self-training,
can significantly enhance the performance of per-
sonalized text generation, highlighting the value of
incorporating reasoning during personalized gener-
ation. The main reason for this improvement is that
combining reasoning with self-training enhances
the model’s ability to effectively use the personal-
ized context and align its reasoning process with
the user’s preferences. This, in turn, results in more
tailored and accurate output for the user.

How does reasoning-enhancement alone af-
fect the performance? We compare the model
trained on the reasoning-enhancement data gener-



LongLaMP-1: LongLaMP-2: LongLaMP-3: | LongLaMP-4: Average

Model Personalized Personalized Personalized Personalized g
Email Completion | Abstract Generation | Review Writing | Topic Writing | (macro)

1 SFT 0.2974 0.41352 0.6525 0.2270 0.3976

2 SFT w/ Reasoning-Enhancement 0.2834 0.3829 0.67731 0.2184 0.3905
3 ReST-EM 0.3032 0.454912 0.6656 0.285912 0.427412
REST-PG \ 0.3059 \ 0.4845'% | 07077'%3 | 0.3238'% || 0.4554!%

Table 1: The performance of all methods on the test sets of the Longl.aMP benchmark. The superscripts 1, 2, and 3
denote statistically significant improvements compared to the model in the corresponding row using the two-tailed
paired t-test (p < 0.05). The results on the validation sets are reported in Table 3 in Appendix D.

LongLaMP-1 LongLaMP-2

LongLaMP-3 LongLaMP-4 average

0.460

0310 0.7050

0455 = 07025
]

3
0308 £ 07000
0450 3

< 06975
0306 0445 2
3 06950
0440

0304 £ 06925

performance (Reward Model)
Performance (Reward Model)

§
0435 & 06900

0302

0.6875
0430

0242 04230

3 04225
0.240 3
Z 04220
b
0238 2 04215
£
3 04210
0236 H
E 04205

performance (Reward Model)

€
0234 £ 04200

04195
0232

816 32
Exploration Budget (M)

128 816 32

Exploration Budget (M)

128 816 32

Exploration Budget (M)

128 816 32

Exploration Budget (M)

128 816 32

Exploration Budget (M)

128

Figure 2: The performance of our approach with different exploration budgets (m) when trained for one iteration
on the test set. The same plot on validation sets is depicted in Figure 9 in Appendix D.

ated in Section 3.1 and the SFT model trained on
the original inputs and outputs of the LonglL.aMP
dataset. The results of this experiment are reported
in Table 1. These indicate that supervised fine-
tuning on the generated reasoning-enhancement
data from a larger model only statistically signif-
icantly improves performance on LonglLaMP-3.
However, there is a performance drop on the rest
of the tasks, with the model performing worse than
the SFT on average across all datasets, where on
LongLaMP-2 this drop is statistically significant.
However, on average, there is no statistically sig-
nificant difference between this approach and SFT.
Note that this approach underperforms compared
to both methods that incorporate self-training. This
observation suggests that, as discussed in our moti-
vation, training solely on generated reasoning data
is suboptimal as there is no alignment between
these reasoning paths and the user’s preferences for
personalized text generation.

How does self-training alone affects the perfor-
mance? We trained the LLM with ReST-EM
(Singh et al., 2024), similar to our approach for
self-training but without considering reasoning en-
hancement. This approach operates similarly to
ours but does not involve reasoning over the per-
sonalized context. The results of this experiment
are reported in Table 1 with the model name ReST-
EM. The results indicate that self-training signif-
icantly improves performance on LonglLaMP-2
and LonglLaMP-4 over both SFT and SFT with
Reasoning-Enhancement. Although it improves re-

sults on LongLLaMP-1 and LonglLaMP-3, these im-
provements are not statistically significant. More-
over, it does not outperform SFT with Reasoning-
Enhancement on Longl.aMP-3. However, on aver-
age, this approach significantly outperforms both
baselines. Note that this model is unable to outper-
form REST-PG on any of the tasks, with significant
differences in performance observed in 3 out of 4
tasks and in the overall average performance. This
observation suggests that self-training is a promis-
ing approach for enhancing performance in person-
alized text generation. However, without explicitly
considering the user’s implicit preferences or writ-
ing style, the improvement on personalized text
generation tasks is limited.

How does the exploration budget affect the per-
formance of REST-PG? We apply our method
using different exploration budgets m during the
expectation step, generating 8, 16, 32, 64, and 128
outputs per input and train the LLM for one iter-
ation on them. The results are shown in Figure 2.
While different tasks benefit from varying explo-
ration budgets, on average, increasing this explo-
ration budget improves the results up to a certain
point before decreasing the performance. This sug-
gests that overly increasing the exploration bud-
get may not be beneficial; as the model generates
more examples, the diversity among high-reward
examples can negatively impact the model’s perfor-
mance. Therefore, tuning this parameter consider-
ably affects performance.
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plot on validation sets is depicted in Figure 11 in Appendix D.

How does the number of training iterations af-
fect the performance? We vary the number of
training iterations for self-training models, ReS7-
EM and REST-PG, and evaluate them after each
iteration. The results are illustrated in Figure 3.
This figure suggests that, on average, increasing
the number of iterations leads to improvements
in both models. However, the performance gap
between the models widens as the number of itera-
tions increases, with REST-PG consistently outper-
forming ReST-EM. Additionally, while without any
self-training, the SFT with reasoning-enhancement
performs worse than the SFT on 3 out of 4 tasks, af-
ter just one iteration of self-training, REST-PG sur-
passes ReST-EM in all tasks. This show that while
both benefit from more iterations, improvements
are more pronounced for REST-PG, as additional it-
erations allow the model to discover more effective
reasoning paths, further enhancing its performance.

Is it better to start from a base checkpoint or
continue training from the SFT? We train two
models using the proposed approach: one start-
ing from the base checkpoint and the other from
the SFT checkpoint, which was trained with the
data generated in Section 3.1. We plotted the rel-
ative performance of these two models after train-
ing using our approach in Figure 4. This figure
demonstrates that the model starting from the SFT
checkpoint underperforms compared to the model
starting from the base checkpoint across all tasks,
achieving only 96% of the performance of the latter
on average. This suggests that starting from a new
base model in each iteration is more effective. We
believe this is because starting from a base check-
point allows the model to learn reasoning paths
more freely, without being constrained by patterns
learned during previous training iteration.

4.3 Case Study

To compare the generated outputs using our ap-
proach, we provide two categories of examples.

Improvements in the final generated response.
Figure 15 in Appendix E shows an output gener-
ated by REST-PG and ReST-EM for a prompt from
the personalized abstract generation dataset. REST-
PG provides a more precise description of the pro-
posed method and correctly predicts the evaluation
dataset, ImageNet, while ReST-EM produces a hal-
lucinated and incorrect prediction. This example
highlights that REST-PG better utilizes the user’s
personalized context to generate more accurate and
personalized response. In this case, REST-PG’s cor-
rect prediction was guided by the author’s previous
experiments on the ImageNet dataset.

Improvements in reasoning path toward gen-
erating the final response. Figure 14 in Ap-
pendix E shows an example of personalized output
generated by REST-PG and SFT with Reasoning-
Enhancement for a prompt from the personalized
review writing dataset. Here, SFT with Reasoning-
Enhancement introduced some hallucinated names
in the reasoning, which were carried over into the
final output. In contrast, REST-PG successfully
avoided this issue by recognizing that adding inac-
curate details negatively affects the reward model’s
evaluation. Notably, REST-PG inferred that the
user ‘“values well-developed characters and rela-
tionships” and incorporated this into the review,
aligning closely with the expected output.

5 Related Work

Personalization is an important topic with use
cases in search, recommendation, and text genera-
tion (Fowler et al., 2015; Xue et al., 2009; Naumov
et al., 2019; Salemi et al., 2024b). Salemi et al.
(2024b) introduced a Retrieval-Augmented Gener-
ation (RAG)-based method for personalizing LLMs
and the LaMP benchmark for evaluating short-form
personalized text generation. Kumar et al. (2024)
extended this by introducing the LongL.aMP bench-
mark for long-form personalized text generation.
Another direction has focused on designing person-



alized writing assistants (Li et al., 2023a; Mysore
et al., 2023; Lu et al., 2024) and agents (Zhang
et al., 2024b). Efforts to personalize LLMs include
training retrieval models based on feedback for text
generation (Salemi et al., 2024a), optimizing LLMs
with personalized feedback (Jang et al., 2023), and
automatic personalized prompt generation (Li et al.,
2024a). Recent studies have explored parameter-
efficient fine-tuning (Tan et al., 2024) and their
integration with RAG (Salemi and Zamani, 2024).
This paper differs itself by focusing on training
LLMs to effectively leverage personalized context
and incorporate reasoning into output generation.

Reasoning-Enhancement in LLMs is the
model’s ability to think step-by-step, also known
as chain-of-thoughts (CoT), before responding to
prompts. This improves performance of LLMs
in complex tasks such as mathematical, logical,
and commonsense reasoning (Wei et al., 2024;
Liu et al., 2023a; Yin et al., 2024). Additionally,
smaller LLMs can acquire this ability through
distillation from larger models (Li et al., 2023b).
Reasoning-enhancement has not been studied for
personalization due to difficulty of understanding
user’s implicit intent and collecting data to train
LLMs for this ability. This paper focuses on
training LLMs to achieve this using RL. Con-
currently, OpenAl released O1 (OpenAl, 2024),
incorporating reasoning into response generation,
focusing on math and logical problems.

Self-Training is a new paradigm in which LLMs
generate the training data for themselves (Amini
et al., 2024). Here, the LLM generates outputs
for given inputs, and those that are of high quality,
assessed by a reward function, are used to train
the model further (Singh et al., 2024; Zelikman
et al., 2022). Singh et al. (2024) employ expecta-
tion maximization with RL to optimize the model
on self-generated outputs, focusing on math and
code generation. Similarly, Zelikman et al. (2022)
use CoT prompting to generate answers for math
and commonsense problems, utilizing only those
that lead to correct answers for training the model.
Extensions to both approaches includes improved
rewarding mechanism (Zhang et al., 2024a) and
generating per token rationals. Our work differs
from prior studies in key aspects. Previous work
focuses on math reasoning and code generation,
where multiple-choice or clearly defined correct
answers are present. Conversely, free-form person-
alized generation lacks a definitive correct or incor-
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Figure 4: The relative performance of our model
trained from the base checkpoint and the SFT check-
point for one iteration on the test set. The same plot on
validation sets is depicted in Figure 10 in Appendix D.

rect answer because an output might be desirable
for one user but not for the others. Additionally, our
approach extends the work of Singh et al. (2024) by
incorporating reasoning into response generation,
allowing for more personalized responses.

6 Conclusions

This paper proposes REST-PG, a multi-stage frame-
work designed to train LLMs to reason over per-
sonalized contexts during response generation. The
framework begins by instructing the LLM to gener-
ate a reasoning path, based on the input, expected
output, and personalized context, outlining how the
final output should be derived. This reasoning paths
are then used to train the LLM to generate both the
reasoning steps and the response in a single infer-
ence path, instilling a preliminary reasoning ability
in the LLM. Following this, we apply expectation-
maximization reinforced self-training to iteratively
align the model’s reasoning with the user’s pref-
erences based on a reward function that evaluates
the similarity between the generated response and
the expected output for the user. Our results on
the LongLaMP benchmark show that our approach
significantly outperforms supervised fine-tuning,
achieving 14.5% improvement, and it outperforms
self-training without reasoning by 6.5% in person-
alized text generation. Additionally, we conduct
a detailed ablation study which provides insights
into various aspects of our proposed method.



Limitations

This work has limitations concerning both evalua-
tion and latency of the proposed approaches.

Evaluation of Long-Form Personalized Text
Generation. Evaluating personalization in text
generation presents inherent challenges, as the
ideal judge for the outputs would be the individ-
ual who created the inputs (Salemi et al., 2024b).
Unfortunately, accessing these original users for ex-
isting datasets is often unfeasible. Furthermore, hu-
man evaluation remains difficult, as it’s not guaran-
teed that annotators can accurately assess whether
the output meets the original prompt writer’s ex-
pectations. Additionally, as highlighted in previous
studies, evaluating long-form text generation is a
complex and active area of research in the natural
language processing community (Koh et al., 2022;
Krishna et al., 2021; Belz and Reiter, 2006). In this
paper, we combine these two challenging concepts,
which further complicates the evaluation process.
To the best of our knowledge, there is currently
no widely accepted metric for evaluating generated
personalized outputs. Traditional metrics, such as
ROUGE (Lin, 2004) and BLEU (Papineni et al.,
2002), which rely on term matching, have proven
inadequate for assessing long-form text generation
(Koh et al., 2022; Krishna et al., 2021; Belz and
Reiter, 2006). Recent efforts in the community
have shifted toward utilizing LLMs as evaluators
(Li et al., 2024c¢). Given that we have access to the
expected output for each user, we follow the same
approach and employ LLMs to assess the similar-
ity between the generated output and the expected
output for that specific user. While this evalua-
tion method is not perfect, it represents the most
effective approach available within the constraints.

Latency of Reasoning During Response Gener-
ation. While incorporating reasoning over per-
sonalized context in this paper leads to substantial
improvements in the quality of the final generated
output, it also introduces a trade-off: an increase
in the overall output length. This extended length,
when processed by a standard transformer-based
LLM, results in a rise in decoding time. This study,
however, does not address or attempt to optimize
this increased decoding overhead by reasoning-
enhancement. While the current focus is on en-
hancing output quality and personalization, future
research could explore strategies to mitigate these
computational costs.

Effect of the LLM Family and Size. One limi-
tation of this work is that we conduct our experi-
ments using only the Gemma family of open-source
models at the 2B parameter scale. While evaluat-
ing the proposed method on additional backbone
LLMs of varying sizes could offer further insights
into its generalizability, it is very costly and time-
consuming to perfrom. Additionally, the primary
objective of this paper is to demonstrate the effec-
tiveness of the proposed approach in incorporating
reasoning in personalized generation, independent
of the specific LLM backbone. Thus, although
broader model evaluations could enhance the scope
of our findings, this remains a limitation rather than
a fundamental shortcoming of this paper.

Comparison with the Reasoning and Think-
ing LLMs. Recent models designed for reason-
ing and problem-solving, such as GPT-O1, have
demonstrated strong performance on mathemati-
cal and logical tasks. In this work, we do not
include GPT-O1 in our comparisons. While we
acknowledge that large-scale commercial models
like GPT-O1 could provide valuable insights into
this task, including them as baselines would lead to
an unfair comparison. The models we evaluate are
significantly smaller (around 2 billion parameters)
and fully open-source. Comparing across such a
large gap in model scale makes it difficult to isolate
the effectiveness of our proposed method. More-
over, since GPT-O1 is a closed-source system, it
is unclear what kind of reasoning-specific training
it may have received, which further complicates
any fair assessment. At the time we conducted our
experiments, no open-source models explicitly op-
timized for reasoning were available. That said,
we believe results from models like GPT-O1 could
help contextualize our findings, but are not essen-
tial to demonstrate the effectiveness of REST-PG.
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A Large Language Model Evaluator &
Human Evaluation

Although the LongLLaMP benchmark (Kumar et al.,
2024) primarily relies on ROUGE (Lin, 2004) to as-
sess the quality of long-form text generation, prior
studies suggest that lexical overlap metrics often
fail to capture semantic similarities (Zhang et al.,
2020), especially in long-form generation tasks
(Koh et al., 2022; Krishna et al., 2021; Belz and
Reiter, 2006). Following the approach proposed
by Liu et al. (2023b), we employ an instruction-
tuned LLM, Gemma (Gemma-Team, 2024), with 7
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billion parameters as our text similarity evaluator.
Since this LLM is trained on large instruction tun-
ing datasets, if provided with a well-defined eval-
uation instruction, it can serve as effective judges
for text similarity tasks (Li et al., 2024c¢).

Following Kocmi and Federmann (2023), to eval-
uate the generated outputs, we feed the evaluator
LLM with the input prompt, the generated text, and
the reference output, accompanied by a prompt that
explains the evaluation criteria (as depicted in Fig-
ure 6). In this prompt, the criteria that determine
whether the generated output receives the defined
score are clearly outlined. After feeding the model
with the prompt (containing the input, expected
output, and generated output), the LLM evalua-
tor generates the score for the generated output by
comparing it to the reference expected output, con-
sidering the conditions defined by the criteria in
the prompt. This score is in the rage of 1 to 10. To
normalize the score and ensure it falls within the
range of 0 to 1, the selected score is divided by 10
(i.e., the maximum score that the LLM evaluator
can assign to an output). This normalized score
reflects the model’s assessment of the generated
output based on the predefined criteria. To validate
whether the LLM evaluator model can accurately
assess the quality of generated texts, we design two
experiments.

In the first experiment, we conducted a human
evaluation to validate the LLM evaluator. Anno-
tators were presented with 100 pairs of generated
texts from the models discussed in this paper. For
each pair, the annotators were asked to select the
text that best reflected the expected output given the
input. The pairs were selected such that there was
a score difference of at least 0.5 between the two
texts, as determined by our LLM evaluator model.
The results of the human evaluation indicate that
our metric aligns with human judgment in 73% of
the cases. Additionally, the metric shows a correla-
tion of 0.46 with human judgment, suggesting that
the LLM evaluator model generally agrees with
human assessments. Note that previous studies on
designing automatic metrics for personalized text
generation have highlighted that such approaches
may struggle to achieve very high agreement with
human evaluations. This is because personalized
text generation is inherently subjective, and only
the individual who wrote the input can fully assess
whether the generated output meets their expec-
tations or preferences (Wang et al., 2023). Since
access to these specific annotators is not possible
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for existing datasets, this type of evaluation may
not provide a completely reliable measure of the
quality of personalized text generation.

To further evaluate the LLM evaluator, we de-
signed an experiment in which the model trained
on the LonglLaMP benchmark using supervised
fine-tuning (as detailed in Section 4) is tested with
personalized contexts that are randomly assigned to
inputs at varying rates. Specifically, we randomly
replaced S percent of the personalized contexts
with those from other users, while keeping the in-
put prompt and expected output unchanged. This
experiment aims to determine whether the LLM
evaluator can detect changes in the personalized
context based on the generated text and its compar-
ison with the expected output. The results of this
experiment are shown in Figure 5. The figure illus-
trates that as the rate of random sampling increases,
the LLM evaluator linearly assigns lower scores to
the texts generated by the same model. This sug-
gests that the LLM evaluator is linearly sensitive
to discrepancies in the generated text context from
unmatched personalized context with the expected
output for the given input.

Therefore, considering both experiments, we be-
lieve and are convinced that the LLM evaluator
used in this paper is capable of evaluating the qual-
ity of generated personalized text when a person-
alized expected output is provided. These findings
demonstrate that the LLM evaluator can effectively
align with human judgments and is sensitive to
changes in personalized context, supporting its util-
ity for assessing personalized text generation.

B Detailed Experiments Setup

This section outlines the detailed configuration of
the experiments conducted in this paper.

Datasets & Tasks. In this paper, we utilize the
LongL.aMP benchmark (Kumar et al., 2024), pub-
licly accessible benchmark for personalized text
generation, to conduct our experiments, which con-
sists of four personalized long-form text generation
tasks:

1. Personalized Email Completion: Given an in-
put email, the task is to generate a personal-
ized continuation based on the user’s writing
style and preferences.

Personalized Abstract Generation: This task
involves generating personalized abstracts for
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technical documents or articles given the ti-
tle and some keywords, reflecting the user’s
writing patterns and focus areas.

. Personalized Review Writing: The model gen-
erates personalized product reviews that re-
flect the user’s preferences, given the descrip-
tion of the product and the score that is as-
signed to the product by the user.

. Personalized Topic Writing: For a post sum-
mary on a topic, the task is to generate a per-
sonalized long-form full post that reflects the
user’s writing style, preferences, and opinion
on topic.

Each example in the dataset represents a distinct
user and includes, an input prompt relevant to the
task, an expected output tailored to that specific
user, and a user profile containing historical data,
such as previously generated texts, to capture the
user’s writing habits and preferences. We utilize
the user-based setting of the LongL.aMP benchmark
to perform our experiments. The statistics of the
datasets are reported in Table 2.

Training Setup. We utilize the Gemma model
(Gemma-Team, 2024) with 2 billion parameters
as the LLM. To incorporate personalized context,
we follow the retrieval-augmented generation ap-
proach for personalized text generation, as de-
scribed in Salemi et al. (2024b), with the prompt
shown in Figure 8 in Appendix C. We employ
multi-task learning to train a single model across
all tasks in the LonglLaMP benchmark, allowing
the model to generalize and perform well on di-
verse personalized text generation tasks. We re-
trieve k = 5 items from the user profile using Con-
triever (Izacard et al., 2022). Following Singh et al.
(2024), the models are trained over 7' = 3 itera-
tions, generating m = 32 outputs per input during
the expectation step, with a decoding temperature
of v = 0.7 using Nucleus Sampling (Holtzman
et al., 2020), unless otherwise specified. We set the
output selection threshold to 7 = 1.0, and at each
iteration, the training begins from a new, untrained
checkpoint unless otherwise stated.

For each iteration of training, we use the Adafac-
tor optimizer (Shazeer and Stern, 2018) with a
learning rate of 5 x 107% and a linear learning
rate decay of 0.1, along with 250 warmup steps,
for a maximum of 10,000 training steps. The batch
size is set to 64, and we apply a weight decay of
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Figure 5: The affect of randomly shuffling profiles on the reward model’s scores.

You are a helpful assistant. Please act as an impartial judge and evaluate the quality
of the response provided by an Al assistant to the user instruction displayed below.
Based on the scoring criteria, given the instruction, please provide a score of the
Al assistant's answer compared to the ground truth. Be as objective as possible.

[Scoring Criteria]:

Score 1: The answer is completely unrelated to the reference.

Score 3: The answer has minor relevance but does not align with the reference.
Score 5: The answer has moderate relevance but contains inaccuracies.

Score 7: The answer aligns with the reference but has minor omissions.

Score 10: The answer is completely accurate and aligns perfectly with the reference.

[Instruction]:
[Ground truth]:
[Al assistant's Answer]:

[Score]:

Figure 6: The prompt used for reward model to evalu-
ate the generated text based on the input, the reference
output, and the provided criteria.

0.01. We also utilize a gradient cliping of 1.0 for
optimization. The input length is limited to a maxi-
mum of 5,120 tokens, and the output is capped at
1,536 tokens. The experiments are conducted on
64 TPU-v4 (Jouppi et al., 2023) cores, each with
32GB of memory, for a maximum duration of 1
day. All reported results are based on a single run.

Inference Setup. During inference, we limit the
input to a maximum of 5,120 tokens and the output
to 1536 tokens, where we use nucleus sampling
(Holtzman et al., 2020) with a sampling tempera-
ture of v = 0.1 to produce more deterministic out-
puts from the LLM. For evaluation, models are as-
sessed using full precision on the entire test dataset.
However, during checkpoint validation in the train-
ing phase, we randomly sample 1,024 examples
from the validation set to evaluate the model and
choose the best checkpoint every 1000 steps. Infer-
ence is conducted on the same infrastructure and
resources used during the training setup.

C Overview of Prompts and Templates

We utilize an instruction-tuned Gemma (Gemma-
Team, 2024) LLM with 7 billion parameters to gen-
erate the initial reasoning over personalized con-
text data. These reasoning data is used to train the
model to develop a preliminary reasoning ability
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over personalized user context. The prompt used
to generate such data is shown in Figure 7. This
prompt encourages the model to consider both the
final output and the input prompt, and based on
this, generate a summary of user’s preferences, in-
terests, background knowledge, and writing style
features from the user’s personalized context that
reflects their interests, preferences, and familiarity
with various topics. Additionally, the prompt en-
courages the model to make reasonable inferences
about the user’s preferences on different topics. For
instance, if a user writes in a specific writing style
on a particular topic, the model may infer that the
user is likely to use a similar approach for other
related topics as well.

Finally, to train the LLM to perform reasoning
over personalized context during output generation,
the generated reasoning data is combined with the
expected output using a predefined template, as
shown in Figure 8. This template enables the model
to generate personalized responses by incorporat-
ing reasoning based on the user’s preferences. The
model is fed with an input consisting of the user’s
prompt and personalized context. The model is first
tasked with generating a summary of user’s pref-
erences and writing style features based on the in-
put, which is then followed by generating the final
response to the prompt. The combined output—
both the reasoning path and the final response—
serves as the expected output in this template. Es-
sentially, the model is trained to generate both the
reasoning steps and the final response in a single
inference pass.

D Results on the Validation Sets

This section reports the results of the experiments
performed in Section 4 on the validation set of
the datasets in the Longl.aMP benchmark (Kumar
et al., 2024). To accelerate the training phase, we
randomly selected at most 1,024 samples from each
dataset and evaluated the checkpoints on those sam-
ples. Therefore, the results presented here are not



# Your role:

You are a professional writing assistant whose task is to summarize the writing style of a user from the profile, which is past documents
written by that user. The extracted writing style summary should contain the unique features of users writing style and preferences from
the proile that are similar to the expected output.

# You task:

Your task is to summarize the user writing style from the profile considering the expected output. From the profile, you may infer the
user's interests, preference, familiarity on various topics, etc. While inferring the user's interests, you can make reasonable guesses,
e.g. people who are interested in topic A are also likely to be interested in topic B or if they write a sentence in a specific writing style on
topic A it is likely they write it with the same style on topic B. As a concrete example, if a user writes “l am interested in action movies” in
its past document, this is relevant to “l like to go to cinema” in the expected output. Another example would be if a person prefers
specific words or phrases in their writing or using a specific grammar. You can also mention such words that they often use in your
summary.

# Your input:
- profile: the past documents written by the same person that are separated with | symbol.
- subject: the subject for the expected output
- expected output: the expected output written by the same person as the past documents.

# Your output:

a list of bullet points and explanations describing writing style of the user. Also, make sure that you only talk about information from the
profile while considering the expected output in writing style summarization. You cannot directly copy or mention anything about the
expected output. The expected output is only used to determine the writing style of the user and how profile can affect the expected
output.

# Examples

## profile:
[documents from the user u's profile concatenated with "I" symbol]

## subject:
[input prompt x for user u]

## expected output:
[expected output y for user u]

## Your output:

Figure 7: The prompt used to generate summary of user’s preferences, interests, background knowledge, and
writing style features as a reasoning method over the personalized context.

Input output

The following context is written by a specific user. Please use the following
context to generate a personalized response to the instruction. your
response should follow the same pattern in terms of preferences and || To summarize the writing style of the user, we can consider the following
writing style in the provided context. You should first summarize the writing | | aspects:

style of the user based on the provided context. Then, you should use the
summarized writing style to generate a response to the instruction. [generated profile writing style summary from Gemma 7B]

instruction: [input prompt x for user u] Now, considering the style summary, we can generate the final
answer: [expected output y for user u]
context: [documents from the user u's profile concatenated with "I" symbol]

answer.

Figure 8: The input output template used for training the model with reasoning-enhancement data.
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Figure 9: The performance of our approach with different exploration budgets (m) when trained for one iteration
on the validation set. In order to speed up the experiments, a maximum of 1,024 samples from each task randomly
was selected, instead of evaluating on the full validation set.
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Task ‘ #train #validation #test Input Length  Output Length Profile Size
LongLaMP-1: Personalized Email Completion ‘ 3286 958 823  46.45£21.45 92.59 £+ 60.68 85.65 £ 51.67
LongLaMP-2: Personalized Abstract Generation ‘ 13693 4560 4560 33.82 £5.71 144.28 +68.40  120.30 £+ 118.81
LongLaMP-3: Personalized Review Writing ‘ 14745 1826 1822 119.39 £73.06 304.54 £228.61 34.39 £+ 57.31
LongLaMP-4: Personalized Topic Writing ‘ 11442 2452 2453 2836 +36.08 263.03 +243.34 50.39 4 2898.60

Table 2: The statistics of the datasets in the LonglL.aMP benchmark on user-based setting.

LongLaMP-1:

LongLaMP-2:

LongLaMP-3: | LongLaMP-4:

Model Personalized Personalized Personalized | Personalized | ‘*Y¢™8¢
Email Completion | Abstract Generation | Review Writing | Topic Writing | (macro)

1 SFT 0.3672 0.4046 0.6455 0.2293 04116
2 SFT w/ Reasoning-Enhancement 0.3426 0.3824 0.7181 0.2495 0.4231
3 ReST-EM 0.3711 0.4550 0.6664 0.2853 0.4444
REST-PG \ 0.3800 \ 0.4827 | 07197 | 03561 | 0.4846

Table 3: The performance of all methods on the validation sets of the Longl.aMP benchmark. In order to speed up
the experiments, a maximum of 1,024 samples from each task randomly was selected, instead of evaluating on the

full validation set.

LongLaMP-1: LongLaMP-2: LongLaMP-3: | LongLaMP-4:
Model Metric Personalized Personalized Personalized Personalized
Email Completion | Abstract Generation | Review Writing | Topic Writing
ROUGE-1 46.4 43.1 41.3 29.0
1 SFT ROUGE-L 414 27.5 18.0 15.0
BLEU 41.6 15.5 7.2 7.0
ROUGE-1 44.5 42.1 34.5 28.4
2 SFT w/ Reasoning-Enhancement | ROUGE-L 39.7 26.2 16.9 14.1
BLEU 37.2 14.6 52 4.3
ROUGE-1 41.5 43.6 324 26.5
3  ReST-EM ROUGE-L 37.5 28.3 17.8 14.8
BLEU 36.7 16.3 6.5 6.3
ROUGE-1 41.5 43.9 31.3 26.1
REST-PG ROUGE-L 37.0 28.4 16.9 14.0
BLEU 333 16.5 4.4 4.1

Table 4: The performance of all methods on the test sets of the LonglLaMP benchmark, using traditional term-
matching metrics. However, as noted in prior work on evaluating long-form text generation (Koh et al., 2022;
Krishna et al., 2021; Belz and Reiter, 2006), standard automatic metrics are not reliable indicators of quality in this
setting. For the sake of transparency, we report these metrics, but we do not rely on them for our core evaluation.

based on the entire validation set of the datasets.

The results of baselines and the proposed ap-
proaches on the dev set are reported in Table 3. The
results in this table suggest that SFT with reasoning-
enhancement, unlike on the test set, was able to
help the model outperform the SFT model with-
out reasoning. Additionally, we observe that self-
training without reasoning using ReST-EM outper-
forms the SFT baselines, similar to the results on
the test set. Finally, REST-PG outperforms all the
baselines across all tasks in the LonglLaMP bench-
mark, consistent with the test set results.

The results of the experiment on varying the
exploration budget in the expectation step of self-
training on the dev set are shown in Figure 9. Sim-
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ilar to the test set, the results indicate that while
different tasks may benefit from different budgets,
on average, generating 32 outputs leads to the best
performance. This again emphasizes the impor-
tance of hyper-parameter tuning for this approach.

The results of the experiments on varying the
number of training iterations are reported in Fig-
ure 11. This figure suggests that, similar to the test
set, increasing the number of iterations leads to im-
proved performance for both ReST-EM and REST-
PG. The gap between their performance grows as
iterations increase, showing that REST-PG benefits
more from additional iterations. Note that after just
one iteration, REST-PG outperforms ReST-EM on
all datasets, even on those that performed worse



with reasoning-enhancement before self-training.

Finally, the results of experiments on starting
from a new base checkpoint or continuing training
from the previous checkpoint are reported in Fig-
ure 10. Similar to the test set, the results show that,
on average, starting from a fresh base checkpoint
performs better than continuing training from the
previous checkpoint. This finding reinforces the
idea that initializing from a fresh checkpoint leads
to improved performance compared to fine-tuning
from previously trained models.

E Case Study & Output Examples

This section presents samples of the outputs gener-
ated at various stages of our approach.

Generated reasoning path using Gemma 7B
given input, output, and personalized context.
As explained in Section 3.1, we utilize the Gemma
7B model to generate reasoning over personalized
context by considering the personalized context, in-
put prompt, and expected output. Figures 12 and 13
showcase two examples of such reasoning outputs.
These generated reasoning summaries are subse-
quently used to train a smaller model, enabling it
to develop preliminary reasoning abilities during
the generation of responses.

Long, aMp.,

@,

Tdie1Buo]

—— from Base
from SFT

aﬂe‘age

Figure 10: The relative performance of our model
trained from the base checkpoint and the SFT check-
point for one iteration on the validation set. In order
to speed up the experiments, a maximum of 1,024 sam-
ples from each task randomly was selected, instead of
evaluating on the full validation set.

Improvements in the final generated response.
Figure 15 provides an example of personalized out-
put generated by REST-PG and ReST-EM for a
prompt from the personalized abstract generation
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dataset. The REST-PG model delivers a more ac-
curate description of the proposed method and cor-
rectly predicts the evaluation dataset, ImageNet,
while the ReST-EM model hallucinates and pro-
vides an incorrect guess. This example illustrates
that REST-PG more effectively leverages the user’s
past history to generate more accurate and person-
alized text. In this case, the author’s previous exper-
iments on the ImageNet dataset helped the model
make the correct prediction.

Improvements in reasoning path toward gener-
ating the final response. Figure 14 shows an ex-
ample of outputs generated by REST-PG and SFT
with Reasoning-Enhancement for a given prompt
from the personalized review writing dataset. In
this case, the SFT with Reasoning-Enhancement
model hallucinated some names in the reasoning
path and incorporated them into the final generated
output. In contrast, REST-PG effectively avoided
such reasoning, as it recognizes that introducing
inaccurate details negatively impacts the reward
model’s assessment. Additionally, an interesting
observation is that REST-PG inferred that the user
"values well-developed characters and relation-
ships" and reflected this in the review text, aligning
with the expected output.



LongLaMP-1 LongLaMP-2 LongLaMP-3 LongLaMP-4 average
g g 9 9 g
036
0380 072 ——— Model Model
—— ReSTEM 0481 — pestem
= 0375 = =071 = 034 REST-PG = RESTPG
3 2 2 3 2 047
£ 0370 2 2 070 £ 032 <
2 i ® 2 T 046
S 0365 g S 069 H 5
H H H Z 030 H
g € g S €04
2 0360 - 3 068 Y 3
2 g 2 g 028 g 044
H g H 5 5
g 0355 g g 067 H g
s g s g 026 g 043
§ 0350 Model K 5 o6 3 s
—— ReSTEM 024 042
0345 RESTPG 065 e
o 1 2 3 0 1 2 3 0 1 2 3 o 1 2 3 0 1 2 3

Number of Iterations Number of Iterations

Number of Iterations

Number of Iterations Number of Iterations

Figure 11: The affect of number of expectation-maximization steps on the performance on the validation set. In
order to speed up the experiments, a maximum of 1,024 samples from each task randomly was selected, instead of

evaluating on the full validation set.

Personalized
Context

Input Prompt

Shared information can benefit an agent, allowing others to aid it in its goals. However, such information can
also harm, for example when malicious agents are aware of these goals, and can then thereby subvert the
goal-maker's plans. In this paper we describe a decision process framework allowing an agent to decide what
information it should reveal to its neighbours within a communication network in order to maximise its utility. We
assume that these neighbours can pass information onto others within the network. The inferences made by
agents receiving the messages can have a positive or negative impact on the information providing agent, and
our decision process seeks to assess how a message should be modified in order to be most beneficial to the
information producer. Qur decision process is based on the provider's subjective beliefs about others in the
system, and therefore makes extensive use of the notion of trust with regards to the likelihood that a message
will be passed on by the receiver, and the likelihood that an agent will use the information against the provider.
Our core contributions are therefore the construction of a model of information propagation; the description of
the agent's decision procedure; and an analysis of some of its properties. | In this paper we describe a decision
process framework allowing an agent to decide what information it should reveal to its neighbours within a
communication graph in order to maximise its utility. We assume that these neighbours can pass information
onto others within the graph, and that the communicating agent gains and loses utility based on the information
which can be inferred by specific agents following the original communicative act. To this end, we construct an
initial model of information propagation and describe an optimal decision procedure for the agent. | The
emergence of large scale, distributed, sensor-enabled, machine-to-machine pervasive applications
necessitates engaging with providers of information on demand to collect the information, of varying quality
levels, to be used to infer about the state of the world and decide actions in response. In these highly fluid
operational environments, involving information providers and consumers of various degrees of trust and
intentions, information transformation, such as obfuscation, is used to manage the inferences that could be
made to protect providers from misuses of the information they share, while still providing benefits to their
information consumers. In this paper, we develop the initial principles for relating to inference management and
the role that trust and obfuscation plays in it within the context of this emerging breed of applications. We start
by extending the definitions of trust and obfuscation into this emerging application space. We, then, highlight

Generate an abstract for the title "Reasoning about the Impacts of Information
Sharing." using the following items: decision process, communication graph, utility
maximization, trust, information propagation.

Expected Final Qutput

In this paper we describe a decision process framework allowing an agent to decide
what information it should reveal to its neighbours within a communication graph in
order fo maximise its utility. We assume that these neighbours can pass information
onto others within the graph. The inferences made by agents receiving the messages
can have a positive or negative impact on the information providing agent, and our
decision process seeks to identify how a message should be modified in order to be
most beneficial to the information producer. Our decision process is based on the
provider's subjective beliefs about others in the system, and therefore makes extensive
use of the notion of trust. Our core contributions are therefore the construction of a
model of information propagation; the description of the agent's decision procedure;
and an analysis of some of its properties.

Generated Reasoning
from LLM (Gemma 7b)

their role as we move from the tightly-coupled to loosely-coupled sensory-inference systems and d how
quality, value and risk of ir 1 relate in collaborative and adversarial systems. Next, we discuss quality
distortion illustrated through a human activity recognition sensory system. We then present a system
architecture to support an inference firewall capability in a publish/subscribe system for sensory information and
conclude with a discussien and closing remarks. | This work develops alternafives to the classical subjective
logic deduction operator. Given antecedent and consequent propositions, the new operators form opinions of
the consequent that match the variance of the consequent posterior distribution given opinions on the
antecedent and the conditional rules connecting the antecedent with the consequent. As a result, the
uncertainty of the consequent actually map to the spread for the probability projection of the opinion. Monte
Carlo simulations demonstrate this connection for the new operators. Finally, the work uses Mente Carlo
simulations to evaluate the quality of fusing opinions from multiple agents before and after deduction. | In this
paper, we investigate how packet delays and losses affect the quality of target tracking. Specifically, we use
Bayesian information of the posterior distribution of target locations to quantify the quality of target tracking and
investigate how network quality and measurement quality affect the value of Bayesian information. We show
that improving measurement quality provides diminishing gain on tracking guality, while the gain from improving
network quality does not diminish. We obtain the condition under which a user obtains information gain on the
target location from a tracking process. We further use Bayesian information as the metric for the gateway to
select the sensor for taking measurements and determine the measurement time to control the tracking quality.

“*Writing Style Summary:**

- **Formal and technical:** The user's writing exhibits a formal and technical tone,
utilizing complex vocabulary and sentence structures.

- "*Mathematical and theoretical:® The user frequently employs mathematical
concepts, theories, and frameworks in their writing.

- **Analytical and argumentative:** The user presents analytical arguments and
conclusions based on their analysis of complex concepts.

- **Trust and information propagation:** The user's writing emphasizes the importance
of trust and informatien propagation in various centexts, such as cemmunication
networks and information sharing.

- **Subjective beliefs:** The user's decision-making processes are influenced by their
subjective beliefs and assumptions about the behavior of others.

Figure 12: The generated profile summary with Gemma 7B on personalized abstract generation task.
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Personalized
Context

Input Prompt

As with many other reviewers, | was looking for a way to connect my netbook/laptop to my TV. For me, | wanted
to stream video content from Netflix. This cable having a built in speaker wire is great - no messing with twe
sets of cables. Each end of the cable has about 6-8 inches of speaker wire which for me easily reached the TV
and netbook ports. The thickness of the main video cable is essentially like the one on your deskiop computer,
so kinda heavy for moving around (especially on a netbook) - and the connectors den't have the little screws to
fasten it to the port. But if you are just going to set your laptop or netbook in one spot {I can leave it on my
couch as | watch the TV) then it's no big deal. The biggest surprise was that | saw absolutely no signal
degradation on the big TV as compared to my netbook - no pixelating or fuzziness at all. So for me a solid buy,
can't beat the price. | recommended this to several friends. | As with many other reviewers, | was looking for a
way to connect my netbook/laptop to my TV. For me, | wanted to stream videe content from Netflix. This cable
having a built in speaker wire is great - no messing with two sets of cables. Each end of the cable has about 6-8
inches of speaker wire which for me easily reached the TV and netbook ports. The thickness of the main video
cable is essentially like the one on your desktop computer, so kinda heavy for moving around (especially on a
netbook) - and the connecters don't have the little screws to fasten it to the port. But if you are just going to set
your laptop or netbook in one spot (| can leave it on my couch as | watch the TV} then it's no big deal. The
biggest surprise was that | saw absolutely no signal degradation on the big TV as compared to my netbook - no
pixelating or fuzziness at all. So for me a solid buy, can't beat the price. | recommended this to several friends. |
I've been running in Mewton's for about 3 years now and | love them. | have two herniated disks in my back, so
running with a neutral or a heel strike posture is nearly impossible for me. | was introduced to Newton's mainly
for the neutral to toe striking posture it *requires®, and it works great for me. It took several months to get used
to that style of running, my calves were burning like hell for a month or so. But once you get past that, things
are smooth. And for me, | also greally increased my distance and reduced fatigue. And as some have noted -
these shoes do tend to run small compared to other shoes. | wear size 10 normally but a size 11 for Newtons. |
highly recommend getting measured for Newton's at a local running store if at all possible. | | was pleasantly
surprised by this book in two ways. First, for a 1970's pulp fiction written by a former air force officer - this was
very well written! The language was tight, the dialogue was actually pretty good, and the story stayed within a
self-contained and consistent universe which is important for good scifi. And second, if you are expecting this to
be an entry point into the campy 1970's TV show - think again. Aside from the description of the airplane crash
which prompts him to become a cyborg (it's just like the TV show starting sequence), this book is very dark. The
first half of the book is about his crash and surgery and mental battles, all of which are pretty gritty stuff. He
does get into some great bionic adventures in the last 1/3 or so of the book - but even there he's vulnerable and
the story is suspenseful and riveting. Very impressed by this author. | After reading all the previous reviews, |
bought this and applied copious amounts of Rusteleum. | have had it for several months now and it's deing just
fine, no rust spots at all. It fits over my standard sized sliding shower door and holds several large bottles of
soap/shampoo products. The overall shape and size of the door hooks does make it lean a bit, but nothing that
bothers me. | would like a tad more freedom in the way you can move the shelves up and down, but again
nothing that bothers me too much. | just had to put the tallest bottles on the top shelf - though | can see how a
previous reviewer who is of a shorter stature would have a preblem with that (I'm 5'107). | don't know why it's so
hard to find shower door caddys, but this one is fine if you use Rustoleum on it.

Generate the review text written by a reviewer who has a given an overall rating of
"5.0" for a product with description "The HL-5370DWT is a monochrome laser printer
for offices or small workgroups. It offers a fast print speed of up to 32ppm and
produces crisp, high-quality output at up te 1200 x 1200 dpi reselution. The HL-
5370DWT features built-in wireless and Ethernet network interfaces for sharing on your
network and automatic duplex printing for two-sided documents. It also offers flexible
paper handling via its two 250-sheet capacity paper trays and 50-sheet capacity multi-
purpose tray for printing custom paper sizes and letterhead. An optional tray boosts
total input capacity to BOO sheets. For lower running costs, a high-yield 8,000-page
toner cartridge is available.". The summary of the review text is "Works great for home

use”.

Expected Final Qutput

| bought this printer a week ago and use it for the home; so printing emails, articles off
the web, my writing projects. Say an average of 10 pages a week. Also censider that
this is replacing my 10 year old HP-4050 LaserJet. On the outside, this Brother is the
same basic dimensions as the older HP-4050 - but, it at about 1/3 the weight. That
alone is pretty nice.l have had absolutely no problems with this printer {(knock on
wood). The install was easy, hooked it up to my intemnet router and ran through the
provided Win7 installation disk - popped right in. | honestly have to say the print speed
for normal b/w work is equal to the monster MFP we have at work. The pages I've done
in grayscale are very crisp, as is normal text jobs. It's no noisier than any other printer
I've used, and you can set the timer for when it sleeps. The duplex function works
great. You can choose a high density ink cartridge for this model, not all brands/imodels
out there give you that option. It's only been a week or so, but solid preduct. Seems
well built, install was super easy, good replacement parts. Quiet, fast, real good clarity.
For the price - great value.

Generated Reasoning
from LLM (Gemma 7b)

- **Formal and concise writing style:** The reviewer uses formal language and concise
sentences, providing clear and concise information.

- **Emphasis on functionality:** The reviewer focuses on the printer's functionality,
highlighting its print speed, resolution, network connectivity, and paper handling
capabilities.

- **Pasitive tone:** The reviewer expresses a positive tone, indicating that they are
satisfied with the printer's performance and value for money.

- **Attention to detail:** The reviewer pays attention to detail, mentioning specific
features such as the duplex function and the option for a high-yield toner cartridge.

- **Emphasis on ease of use:** The reviewer notes the easy installation process and
quiet operation, suggesting that the printer is user-friendly and straightforward to use.

Figure 13: The generated profile summary with Gemma 7B on personalized review writing task.
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Input Prompt

REST-PG

Generate the review text written by a reviewer who has a given an overall rating of 5.0 for a
product with description "Susan Gable was born with a book in her hand. Okay, that may be a
slight exaggeration, but net by much. Her love of books goes back to her preschool days, when
books arrived at her house from the Weekly Reader Book Club. Some of them even had
records so she could listen to the stories! (Remember records?) Both of Susans parents are
voracious readers, and they infected her as well. Susan shared her love of reading (and Weekly
Reader!l) as an elementary teacher for ten years, then tumed to writing after a year of
homeschooling her son caused her to nearly lose what was left of her mind. Writing, it turns out,
is cheaper than therapy, and homeschooling is far harder than teaching other peoples kids. That
son is now grown. (Susans not sure how that happened, as she feels no older than the day she
first started writing.) Susans books have been Golden Heart and Rita Award finalists, been
recognized by Romantic Times neminations for Best Superromance of the Year, and shes won
numerous awards, including the National Readers Choice Award. Shes been praised by readers
and reviewers alike for her ability to tell emotionally compelling stories that make them laugh
and cry. Close to a half million copies of her books have been sold worldwide.”. The summary of
the review text is "A really good story".

To summarize the writing style of the user, we can consider the following aspects:

- The reviewer exhibits a clear preference for stories with emotional depth and emotional
storytelling.
- The reviewer values well-developed characters and relationships.
- The reviewer enjoys stories with strong emotional arcs and believable character growth.
- The reviewer has a keen eye for spotting tropes and clichés in writing.
- The reviewer is willing to overlook minor flaws in writing if the overall story is engaging and
enjoyable.
- The reviewer has a tendency to provide detailed summaries of the stories they have read,
including specific plot points and character interactions.

New, considering the style summary, we can generate the final answer:

| really enjoyed this story. It was a good, quick read. | liked the characters and the way they
grew and changed through the story. | liked that they both had secrets that they gradually
revealed as the story went on. | liked that they had been friends since childhood and had a
really strong friendship as part of their relationship. | liked that they finally realized they loved
each other and it was a really good story. | received a copy of this book in exchange for an
honest review.

Expected Output

SFT with Reasoning

What a great story. Shannon, Greg and Ryan (the six year old) made for outstanding main
characters. | enjoyed every minute of it. The Hawkins family figure in later and there is a bunch
of them. Shannon is used to just Ryan and herself being the remaining members of her family.
Life had taught her in her childhood that basically everything was temporary. You couldn't afford
to love it too much because eventually you were going to lose it. She had learned to embrace
and enjoy blessings when they were there but also to know how to let go. Greg had a loving
HUGE family and he was a fighter; he fought for what was right And he didn't lose easily or quit
that way either. His talent as a comic book geek and art therapist was a different kind slant to
the story and kept me involved in the book. He was like the Piped Piper of kids and helped
them so much. Shannon was the opposite, she was awkward in her dealings with people
especially kids. But she was doing the best she could.

There was some laughter, fun AND tears. The tears come from seme of the serious challenges
that both Shannon and Ryan are facing.

Ewven with the seriousness it isn't a story that is a downer; | liked that.

| thought that the book was all well done.

To summarize the writing style of the user, we can consider the following aspects:

- The reviewer demonstrates a clear love for the book, indicating that it is one of the best books
they have ever read.

- The reviewer praises the emotional depth and humer of the story, suggesting that it is a well-
rounded and engaging read.

- The reviewer notes that the book has a unique premise and aveids clichés, indicating that the
author has put their own spin on the familiar story of David and Goliath.

- The reviewer specifically highlights the relatable character of David, who is portrayed as a kind
and gentle individual despite his size.

- The reviewer also appreciates the portrayal of Goliath as a loving and supportive husband and
father.

- The reviewer suggests that the book is suitable for both children and adults, indicating that it
has a broad appeal.

New, considering the style summary, we can generate the final answer:

This is one of the best books | have ever read. It was so well written and so full of emotion and
humor. It was a really good story. It's about a little boy named David who is the biggest kid in
his school. He's also the most bullied kid in his school. There are over 4000 reviews on
Amazon and only one person has given him a one star review. | can see why. But me and the
rest of his classmates never gave him a second thought. We loved him. He was the boy we all
wanted to be friends with. He's kind, he's gentle. He's everything that most people would love
to be. He's also really big. At 6 years old he was 6'6" and 200 pounds. Goliath didn't care
about any of that. He and his husband, Goliath the bigger, stronger, mean bully, loved their son
very much. Goliath the bigger, stronger, powerful didn't care about being the bigger guy. He
loved David and he loved him some more when they were alone, in the dark, stuck in a hole, or
being bullied. This story was a little different than the usual story of David. It wasn't a super
serious story but it had some humor and some really good lessons in it.

| would recommend this book to both children and adults.

| received a copy of this book

Figure 14: The comparison between answer generated with REST-PG and SFT with Reasoning-Enhancement on

an example from personalized review writing task.
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Input Prompt

REST-PG

Generate an abstract for the title "DoReFa-Net: Training Low Bitwidth Convolutional Neural
Networks with Low Bitwidth Gradients.” using the following items: DoReFa-Net, low bitwidth
weights, low bitwidth activations, bit convolution kernels, comparable prediction accuracy.

Expected Output

In this paper, we propose a new neural network architecture named DoReFa-Net, which is
designed to reduce the bitwidth of weights and activations. For weights, most of them are small
numbers in [-1, 1] which can be represented precisely with 23 or 24 bits. We call this range low
bitwidth range. For example, a 23-bit weight can represent 13.5 binary points. To handle this
range, we introduce bit convolution kemnels, which compute bit-wise multiplication and addition
between small number pairs. And to accelerate the convelution, we propose a new bitwise
multiplication algorithm. For activations, we introduce 1-bit and 2-bit quantization methods to
compute them from 32-bit floating point activations. We verify our methods on the ImageNet
dataset. Our models achieve 1/8/27/384 times faster inference speed on CPU than their 32-bit
counterparts while being comparable in prediction accuracy.

To summarize the writing style of the user, we can consider the following aspects:

- **Use of low bitwidth weights and activations:** The paper proposes a method to reduce the
bitwidth of weights, activations, and gradients in convolutional neural networks, aiming to
improve efficiency and reduce resource consumption.

- “*Efficient bit convolution:** The paper introduces an efficient bit convelution implementation
using bitwise operations and popcounts, which offers higher throughput than traditional
multiplication and addition operations.

- **Improved training stability:** The paper suggests a method to train quantized models with
low bitwidth weights using standard training algorithms, overcoming stability issues commeonly
encountered in previous attempts.

- **Comparable prediction accuracy:** The paper demonstrates that quantizing convolutional
neural networks with low bitwidth weights can achieve comparable prediction accuracy to
traditional models with higher bitwidth weights.

Now, considering the style summary, we can generate the final answer:

In this paper, we propose a method to train DoReFa-Net with low bitwidth weights and
activations. Because most of its computation-intensive convolutions are accomplished between
low bitwidth numbers, a DoReFa-Net can be accelerated by an efficient bit convolution
implementation. In addition, we suggest a method to train quantized models with low bitwidth
weights using standard training algorithms. Experiments on ImageNet classification show that
our model achieves comparable prediction accuracy to the 32-bit counterpart while running en a
low-cost FPGA device.

ReST-EM

'We propose a method to train DoReFa-Net with low bitwidth weights and activations. Because
most of the computation-intensive convolutions are accomplished between low bitwidth
numbers, a DoReFa-Net can be accelerated by an efficient bit convolution implementation. On
CPU, the dot product operation between two bit vectors can be reduced to bitwise operations
and popcounts, which can offer much higher throughput than 32-bit multiplications and
additions. To validate the effectiveness of DoReFa-Net, we conduct experiments on the
PASCAL VOC 2012 semantic segmentation task and Cityscapes. Our DoReFa-Net with 1-bit
weights and 2-bit activations, which runs 7.8x faster on CPU or requires less than 1% resources
on FPGA, can achieve comparable performance as the 32-bit counterpart.

Figure 15: The comparison between answer generated with REST-PG and ReST-EM on an example from person-

alized abstract generation task.
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