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Abstract

Geospatial technologies are increasingly impor-
tant for various applications worldwide, includ-
ing vegetation monitoring. Collecting ground truth
data for specific geospatial tasks are challeng-
ing and time-consuming. Recently, the founda-
tion model research have been explored, then pre-
training on large-scale data and fine-tuning for spe-
cific tasks are important components of this tech-
nique. Although this approach can enhance the
performance in downstream tasks such as satel-
lite image translation, directly fine-tuning mod-
els pre-trained on natural images like ImageNet
is suboptimal for geospatial data due to the in-
herent domain differences. In this paper, we pro-
pose a novel image translation approach with pre-
training on geospatial-specific data and data aug-
mentation. We present a case study where our
method achieved outstanding results in a competi-
tion for inferring normalized difference vegetation
index images from synthetic aperture radar data of
cabbage farms. Our approach outperformed other
methods with a 31% higher score than the second-
ranked team and a 44% higher score than the aver-
age of the top five teams.

1 Introduction
Climate change impacts vegetation distribution through ris-
ing temperatures, altered precipitation patterns, and shifting
growing seasons. Monitoring vegetation changes is crucial
for assessing ecosystem resilience and vulnerability. The
Normalized Difference Vegetation Index (NDVI) is a valu-
able tool derived from optical satellite imagery, measuring re-
flected sunlight in the red and near-infrared bands. However,
optical sensors have limitations like cloud cover and inability
to capture data at night. Synthetic aperture radar (SAR) sen-
sors offer advantages such as all-weather and day-night imag-
ing. Estimating vegetation indices directly from SAR data
can overcome optical imagery limitations, but mapping SAR
data to vegetation indices presents challenges due to mea-
surement differences. Advanced methodologies are needed
for effective SAR data utilization. Image-to-image translation
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Figure 1: Overview image: The upper diagram represents the chal-
lenge, and the lower diagram illustrates the processing involved in
the proposed method. While it is possible to obtain NDVI from op-
tical satellites, a limitation is that they are only operational during
clear daylight hours. On the other hand, SAR satellites offer all-day,
but they can only provide information about surface shapes. There-
fore, the proposed method aims to extract NDVI from SAR images.
Note that, the NDVI values in July are higher (represented as whiter)
due to the increased growth of vegetation.

aims to transform input images while preserving visual char-
acteristics. In vegetation monitoring, image-to-image trans-
lation can bridge the gap between SAR and vegetation index
images. However, these techniques often require abundant
training data, which is limited in the geospatial domain due
to data collection challenges. Pre-training models on large-
scale datasets like ImageNet [Deng et al., 2009] does not
translate well to geospatial data due to significant differences.



Geospatial-specific data and pre-training methods are essen-
tial.

This paper proposes a novel method using image-to-image
translation, specifically the pix2pix framework [Isola et al.,
2017], to estimate NDVI from SAR images. Pre-training is
conducted on a large dataset of Sentinel-2 optical satellite
data. The model is then fine-tuned using paired SAR and op-
tical image datasets from a targeted satellite. Additionally, we
employ several data augmentation techniques during training
and testing. The proposed method is compared to baselines
on a specific dataset and evaluated in a public competition fo-
cusing on these challenges. The contributions of this paper
are as follows:

• We propose a novel method for estimating NDVI from
SAR satellite images using the pix2pix image-to-image
translation framework which aims to providing a valu-
able tool for vegetation monitoring.

• We introduce pre-training and data augmentation tech-
niques to enhance the accuracy and generalization capa-
bility for small size of dataset.

• We report that the proposed method outperforms
other baselines and actually won the public competi-
tion [Space Shift Inc., 2023] among the 57 participants.

2 Related Work
2.1 Vegetation index
The Normalized Difference Vegetation Index (NDVI) is a nu-
merical indicator used to assess and quantify the density and
health of vegetation. NDVI measures the difference between
the reflectance of near-infrared (NIR) and red light wave-
lengths, NDVI = NIR−RED

NIR+RED . The values range from −1 to
+1, where negative values indicate non-vegetated or non-
photosynthetic surfaces, and positive values represent healthy
and dense vegetation.

2.2 Alternative vegetation indices based on SAR
Several alternative vegetation indices based on SAR have
been derived as fixed formulas such as Polarimetric Radar
Vegetation Index (PRVI) and Radar Forest Degradation In-
dex (RFDI) [Flores-Anderson et al., 2019]. However, as
the backscattering signal is sensitive to the physical struc-
ture of the object, the characteristics of SAR data for agri-
cultural fields can depend strongly on the shapes, numbers,
and canopy roughness of the targeted crops.

2.3 Machine learning-based approaches
Transfer learning to different domain is important research
topic [Kimura et al., 2013]. There is a study to estimate NDVI
from SAR information [Roßberg and Schmitt, 2023]. How-
ever, as the available land use information is not about spe-
cific crop types but more abstract ones, e.g., grassland and
forest, considering that the characteristics of the crops can
significantly vary depending on the types, the practical use-
fulness of the approach may be limited. Contrary to the de-
velopment of a globally applicable model with auxiliary in-
formation, in order to eliminate the differences of the crop
types and growth phases, a set of hyperlocal and dynamic
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Figure 2: Proposed method: We have pre-training, fine-tuning, aug-
mentation, linear regression for Sentinel-2 images, and part to con-
vert indexes from SAR.

random forest models is proposed; each of which is trained
for a specific crop field using relatively short period datasets
and updated on the fly as new data becomes available [Pelta
et al., 2022]. However, the limitation on the dataset used in
the training, particularly in shorter time period, may hinder
to make use of potentially rich information contained in the
long term observations to further improve the performance.

2.4 Image-to-image translation
In recent years, generative adversarial network (GAN) tech-
niques in computer vision are very common and applied
to many applications [Sampath et al., 2021; Kimura et al.,
2020]. Then, the advent of image-to-image translation tech-
niques has revolutionized the field of remote sensing image
analysis [Jozdani et al., 2022].

Cross-sensor transfer applications leveraging image-to-
image translation in remote sensing have been discussed
mainly focused on generating colored optical images from
SAR data for genera scenes (e.g., [Zhang et al., 2021] and [Ji
et al., 2021]). When we consider to apply these techniques to
the image translation of SAR to NDVI and achieve practical
estimation accuracy for NDVI of specific crops, we should
have a way to make effective use of limited available dataset.

3 Proposed Method
We present our proposed method for estimating NDVI from
SAR satellite images using the image-to-image translation
framework. Additionally, we employ data augmentation tech-
niques in training and test-time to enhance the diversity of the
data and enable the model to handle different climatic condi-
tions and SAR-specific characteristics.

3.1 Model
We use pix2pix model [Isola et al., 2017] as an image-
to-image translation method in this proposed method. The
pix2pix is one of conditional GAN, and it consists of a gener-
ator network G and a discriminator network D, trained in an
adversarial manner. The objective of this conditional GAN is,

G∗ = argmin
G

max
D

LcGAN (G,D) + λLL1(G), (1)

LcGAN (G,D) =Ex,y[logD(x, y)]+

Ex,z[log(1−D(x,G(x, z))], (2)
LL1(G) =Ex,y,z [∥y −G(x, z)∥1] , (3)



where G tries to minimize the objective against an adversarial
D that tries to maximize it. We use U-Net [Ronneberger et
al., 2015] as a backbone of the generator network.

3.2 Pre-training images from Sentinel-2

We pre-train a generator network on optical data from
Sentinel-2 satellite, which has relevant spectral bands for
NDVI calculation, to improve our method for estimating
NDVI from SAR data. We also utilize a linear regression
model to correct the value ranges between Sentinel-2 and the
targeted dataset, ensuring consistency and compatibility for
training and evaluation. This improves the accuracy and reli-
ability of the estimation and shows the value of data prepro-
cessing and multi-sensor integration for vegetation monitor-
ing and analysis.

3.3 Fine-tuning images from targeted satellite

Sentinel-2 and the targeted satellite data have variations and
challenges due to different acquisition parameters and sensor
characteristics. We fine-tune the model on the targeted satel-
lite data to bridge the gap and align the datasets for NDVI
estimation. Fine-tuning transfers the knowledge from the pre-
training phase on Sentinel-2 data to the targeted satellite data,
improving the accuracy and reliability of the estimation.

3.4 Data augmentation

We use data augmentation techniques to increase the diversity
and robustness of the SAR-NDVI pairs dataset. We propose
three types of data augmentation: SAR indexes transforma-
tion, training augmentation, and test-time augmentation.

1. SAR indexes transformation: We apply multiple trans-
formations to generate indexes from SAR data, such as
clipping, scaling, and simple equations. These transfor-
mations increase the variability of SAR data, improving
the model’s performance on diverse data conditions.

2. Training augmentation: We generate additional sam-
ples by applying random geometric transformations,
such as, rotation, scaling, and flipping. This improves
the model’s generalization to unseen data.

3. Test-time augmentation: We apply data augmentation
techniques to the test dataset, such as flipping, and value
multiplying. After augmented samples are generated, it
obtain predictions from each sample and aggregate the
predictions to generate a final prediction. This improves
the model’s accuracy and reliability on SAR data varia-
tions.

4 Experiments
In this paper, we utilized SAR images obtained from the
Sentinel-1 satellite, NDVI images obtained from the Sentinel-
2 satellite as pre-training data, and NDVI images acquired
from the Planet’s satellite as target data.

Table 1: Search Conditions for downloading Sentinel-1 images

Parameter Filter Value
File Type L1 Detected High-Res Dual-Pol

Beam Mode IW
Direction Descending

Polarization VV, VH

4.1 Datasets - SAR images
The SAR images we obtained are from Sentinel-1 operated
by European Space Agency (ESA). We downloaded the SAR
images from Alaska Satellite Facility Data Search under the
conditions shown in Table 1. All available data during the
experimental period were used, then 72 SAR images were
taken.

We performed ortho correction to calculate σ0 values for
VV and VH polarizations via Sentinel Application Platform,
provided by ESA. Then we computed resampling, region
cropping and coordinate system tranformation by Geospatial
Data Abstraction Library [GDAL/OGR contributors, 2023].
After all pre-processing is completed, we generated GeoTiff
files containing the σ0 values which is with 10 meters resolu-
tion and EPSG:32654 coordinate system.

4.2 Datasets - NDVI (Sentinel-2)
Sentinel-2 provides earth observation covering most of the
lands by multi-spectral optical imagery consisting of 13 spec-
tral bands with a resolution of 10 to 60 meters. The data prod-
uct archive is made freely accessible and available and such
a data distribution policy of the program opened an active re-
search field of applying computer vision and image analysis
techniques to satellite datasets.

The top-of-atmosphere reflectance data products are ob-
tained via the Google Earth Engine as Harmonized Sentine-2
MSI: Multispectral Instrument, Level-1C. The NDVI values
are calculated by equation (??) with the NIR and RED bands
and have the same spatial resolution, coordinates, and cover-
age with the SAR dataset.

4.3 Datasets - NDVI (Planet)
Planet Labs, Inc. (Planet) operates several optical satellites.
The satellites capture observations at fixed locations once per
day, providing imagery in four bands (blue, green, red, and
near-infrared) with a resolution of 3 meters. Planet offers im-
ages observed from three types of satellites: PS2, PS2.SD
and PSB.SD. However, it is important to note that all product
archives are not available free of charge.

In this study, we used atmospherically corrected Planet’s
satellite data. We obtained as much cloud-free observation
data as possible during the experimental period, then we ob-
tained 42 images from Planet. The NDVI image was re-
sampled from resolution of 3 to 10 meters using nearest
neighbor algorithm. We also filled zero value at non-farm
regions of targeted vegetation, the farm regions were down-
loaded from open data provided by the Japanese Ministry of
Agriculture, Forestry and Fisheries.



Table 2: Coordinates for area of interested in this study

Area North West South East
Training area 36.530 138.499 36.524 138.506

Validation area 36.515 138.472 36.508 138.483
Test area 36.544 138.483 36.538 138.493

Table 3: Ablation study: Comparison by mean-square error on vali-
dation dataset for the proposed method and some ablation methods.
The check-mark indicates the use of the component.
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4.4 Experimental details
The area of interest for this study was focused on Tsumagoi
village in Gunma prefecture, Japan. We have training area,
validation area, and test area; the coordinates for each area are
shown in Tab. 2. We selected a cabbage farm as the specific
target vegetation for our study, and we applied masking non-
farm areas from all NDVI images. The experimental period
for our study ranged from May 2017 to November 2017.

As described in Section 3, our approach involved pre-
training on the Sentinel-2 dataset and fine-tuning on the im-
ages from Planet (dataset of training area in Tab. 2 is used).
For the SAR indexes, we utilized clipped VV, 99.5%-range
clipped VV, original VH, clipped VH, PRVI, RFDI, RVI4S1,
RVI, VH + VV, and VH − VV, where the vegetation indexes
are calculated by following equations [Pelta et al., 2022].

PRVI =

(
1− VV

VH+ VV

)
VH (4)

RFDI =
VV− VH

VH+ VV
(5)

RVI4S1 =

√
VV

VH+ VV

4VH

VH+ VV
(6)

RVI =
4VH

VH+ VV
(7)

We trained 5,000 epochs in the pre-training phase, and we
did early stopping based on validation mean-squared error in
the fine-tuning phase.

4.5 Result - Ablation study
Table 3 presents the results of the ablation study conducted on
the proposed method. Our findings demonstrate that the pro-
posed method outperforms all the ablation models, each of

which excludes a specific component. Notably, the accuracy
of the Ablation 1 method, which excludes pre-training, was
significantly lower; it means pre-training is the critical im-
portant in our approach. Additionally, the results emphasize
the significance of training augmentation, as evidenced by the
improved performance compared to Ablation 3. Furthermore,
the inclusion of fine-tuning proved to be beneficial, consider-
ing the differences between images acquired from Sentinel-2
and those obtained from the targeted satellite. This obser-
vation further substantiates the positive impact of fine-tuning
on enhancing accuracy in our proposed method. Our abla-
tion study reinforces the importance of pre-training, training
augmentation, and fine-tuning in achieving superior accuracy
for NDVI estimation from SAR satellite imagery. These find-
ings validate the effectiveness of our proposed approach in
addressing the challenges posed by diverse data sources and
contribute to advancing the field of SAR-based vegetation
monitoring.

4.6 Result - Winning in public competition
At same time, the proposed method demonstrated outstand-
ing performance in a public competition [Space Shift Inc.,
2023], which is our approach secured the 1st-place position
among the 57 participants. In the evaluation, our method
surpassed other state-of-the-art approaches by achieving sig-
nificantly lower mean square error in the test images ob-
tained from the Planet. More specifically, our method marked
MSEtest = 0.005353, it was 31% better than the second
team, and 44% better than the average of others in top-5. This
remarkable achievement further attests to the robustness and
accuracy of our proposed method.

By achieving the top rank in the public competition, our
method not only showcases its technical advancements but
also establishes its practical significance in real-world appli-
cations. The recognition received from this competition high-
lights the potential impact of our method in the field of SAR-
based vegetation monitoring and its ability to contribute to
broader environmental management efforts. It solidifies our
confidence in the effectiveness and competitiveness of our ap-
proach and strengthens its position as a cutting-edge solution
in remote sensing and environmental studies.

5 Concluding Remarks
In this study, we proposed a method to estimate NDVI from
SAR satellite imagery using pre-training with Sentinel-2 data.
The method was validated against NDVI data from Planet,
focusing on the Tsumagoi-area in Japan. Our results demon-
strate that the proposed method outperforms other methods
and marked as top-1 in a competition with 57 participants.

Future research can explore the application of the pro-
posed method in other geographical regions and investigate
additional data sources, such as Harmonized Landsat and
Sentinel-2 [Claverie et al., 2018], to further enhance its per-
formance. This work aims to integrate SAR satellite imagery
into vegetation monitoring, contributing to a better under-
standing and management of ecosystems in environmental
and agricultural contexts.
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