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Abstract

Evaluating quality of text simplification (TS)001
is challenging, especially for models following002
unsupervised or reinforcement learning tech-003
niques, where reference data is unavailable. We004
introduce CEScore, a novel statistical model005
that evaluates TS quality without relying on ref-006
erences. By mimicking the way humans eval-007
uate TS, CEScore provides 4 metrics (Sscore,008
Gscore, Mscore, and CEscore) to assess sim-009
plicity, grammaticality, meaning preservation,010
and overall quality, respectively. In an experi-011
ment with 26 TS models, CEScore correlates012
strongly with human evaluations, achieving013
0.98 in Spearman correlations at model-level.014
This underscores the potential of CEScore as015
a simple and efficient metric for assessing the016
quality of TS models.017

1 Introduction018

The exponential growth of digital content in recent019

years has intensified the demand for precise and020

efficient text simplification (TS) models. These021

models are designed to alter text, enhancing its022

comprehensibility while preserving its fundamen-023

tal essence and the majority of its original meaning024

(Siddharthan, 2002). This intricate process ren-025

dering the text accessible to a broader audience,026

including non-native speakers, children, and those027

grappling with conditions. Furthermore, TS plays028

a pivotal role as a preprocessing step in natural lan-029

guage processing (NLP) tasks (AlAjlouni and Li,030

2023). However, improving TS models hinges on031

our capability to accurately and efficiently evaluate032

the quality of their outputs.033

The absence of dedicated automatic evaluation034

metrics for TS has resulted in the adaptation of035

metrics originally designed for assessing Machine036

Translation (MT). This approach arises from the037

recognition that TS essentially involves monolin-038

gual translation, where complex text is transformed039

into simpler language within the same language.040

Prominent evaluation metrics such as BLEU (Pa- 041

pineni et al., 2002) and BERT score (Zhang et al., 042

2019) have been repurposed for this task. How- 043

ever, based on previous researches (Xu et al., 2016; 044

Sulem et al., 2018a,b), the use of these metrics has 045

not proven entirely effective in evaluating TS. This 046

inadequacy stems from a fundamental issue: these 047

metrics tend to favor longer sentences, which di- 048

rectly contradicts the essence of TS, where the goal 049

is to make text simpler with shorter sentences. Con- 050

sequently, the quality of TS model evaluation has 051

suffered, prompting a growing need for specialized 052

evaluation metrics that better align with the unique 053

goals and challenges of text simplification. 054

This paper presents a novel statistical model 055

called CEScore, which measures the quality of 056

TS. Unlike traditional evaluation methods that rely 057

on reference texts, CEScore directly evaluates the 058

quality of a simplified text by considering how well 059

it adheres to three fundamental dimensions: Sim- 060

plicity (S), ensuring that the text becomes more 061

straightforward; Meaning preservation (M), verify- 062

ing that the essence of the original content remains 063

intact; and grammaticality (G), assessing the text’s 064

adherence to proper grammar. 065

CEScore generates four distinct scores: Sscore, 066

Gscore, Mscore, and CEscore, each of which repre- 067

sents the model’s assessment for specific criteria 068

within the simplification process. This approach 069

mirrors the way humans naturally evaluate TS, 070

providing a more contextually relevant and inter- 071

pretable assessment of the quality of a simplified 072

text, thereby dispensing with the need for reference 073

sentences. 074

In our quest to compute Sscore, we have devel- 075

oped new statistical formulas for evaluating sen- 076

tence simplicity. These formulas, known as the 077

Sentence Length Score (SLS), Average Sentence 078

Familiarity (ASF), and Text Simplicity Score (TSS), 079

designed to evaluate text simplicity based on many 080

factors influence the simplicity of a text, such as 081
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word count, clause structure, word count within082

each clause, and the familiarity of vocabulary used.083

To test CEScore’s effectiveness, we compared084

its scores with others metrics that commonly used085

for evaluating TS systems, including BLEU, SARI086

(Xu et al., 2016), BERTscore, and SAMSA(Sulem087

et al., 2018b). Our comparison utilizes a sizable088

human evaluation benchmark provided by Sulem089

et al. (2018c) as a foundational reference for this090

comparison. We performed that comparison of two091

levels: sentence-level and model-level.092

2 Related Work093

2.1 Manual evaluation Method094

The absence of a robust automated evaluation met-095

ric for TS has led researchers to rely on manual096

evaluation methods (Alva-Manchego et al., 2020),097

where human evaluators carefully scrutinize the098

outcomes generated by TS models. Typically, the099

evaluators assess the model’s outputs based on100

fundamental criteria such as, grammaticality (G),101

Meaning Preservation (M), Simplicity (S).102

Annotators assign scores to each criterion indi-103

vidually, G and M are assessed on a scale of 1 to 5,104

while S is evaluated on a scale of -2 to 2, wherein105

zero signifies an equivalent degree of simplicity106

(Narayan and Gardent, 2014; Nisioi et al., 2017;107

Narayan et al., 2017; Sulem et al., 2018c; Niklaus108

et al., 2019).109

While manual evaluation remains the gold stan-110

dard for evaluating TS models, it is not without111

its limitations. This approach is inherently time-112

consuming and requires significant human labor113

resources (Papineni et al., 2002). Furthermore, the114

inherent subjectivity in manual evaluation intro-115

duces variability into the results, stemming from116

the diverse backgrounds and biases of the evalua-117

tors (Xu et al., 2016).118

2.2 Automatic Evaluation Method119

In the realm of automatic evaluation metrics for TS,120

two distinct approaches have emerged. The first ap-121

proach relies on references, wherein the output of a122

TS model is evaluated by comparing it to reference123

texts or human-generated simplifications. Metrics124

like BLEU, SARI, and BERTscore fall under this125

category.126

BLEU is an n-gram-based evaluation metric127

widely used for assessing MT quality. It has been128

employed as an automatic metric for evaluating TS129

models (Narayan et al., 2017; Aharoni and Gold-130

berg, 2018; Botha et al., 2018; Niklaus et al., 2019). 131

While BLEU exhibits a strong correlation with hu- 132

man judgments regarding G and M, studies have 133

shown its limitations in predicting S, whether in 134

terms of lexical simplification (Xu et al., 2016) or 135

structural simplification (Sulem et al., 2018a). 136

In response to BLEU’s limitations, Xu et al. 137

(2016) introduced SARI as a reference metric 138

specifically designed for the evaluation of TS mod- 139

els that emphasize lexical simplification. It com- 140

pares the n-grams of the output with those in the 141

input and human-generated references. However, 142

Sulem et al. (2018a) found that neither BLEU nor 143

SARI are well-suited for assessing TS models that 144

involve structural simplification. Consequences, 145

they introduced SAMSA as metric primarily tai- 146

lored for the evaluation of structural TS. 147

BERTscore introduced by Zhang et al. in 2019, 148

for evaluating the quality of machine-generated 149

text. It is specifically designed to measure the sim- 150

ilarity between the generated text and a reference 151

text using contextual embeddings from BERT (Ken- 152

ton and Toutanova., 2019). Recently, BERTScore 153

has gained popularity as an evaluation metric for 154

TS tasks, as it is well-suited for assessing TS mod- 155

els that involve both of structural and lexical TS 156

(AlAjlouni et al., 2023). 157

The second approach, on the other hand, does 158

not necessitate the presence of reference texts. 159

These metrics are often referred to as Confidence 160

Estimation (CE) or Quality Estimation (QE) (Blatz 161

et al., 2004). They evaluate the quality of simplified 162

text solely based on the input text and the output 163

produced by the TS model, without the need for ref- 164

erence comparisons. This approach is particularly 165

useful when reference simplifications are scarce or 166

unavailable, providing a more versatile and prac- 167

tical means of assessing the performance of TS 168

models. This concept initially emerged within the 169

domain of MT for evaluating the quality of auto- 170

matically translated text (Blatz et al., 2004; Spe- 171

cia et al., 2009; Martins et al., 2017; Specia et al., 172

2018). 173

Sulem et al. in 2018 introduced SAMSA as 174

first reference-less automatic metric to address TS. 175

It employs semantic parsing to assess the quality 176

of simplification by breaking down the input text 177

based on its scenes and comparing it to the out- 178

put. SAMSA penalizes cases where the number of 179

sentences in the output is more than the number 180

of scenes in the input. SAMSAabl is a modified 181
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version of SAMSA in which the penalization con-182

dition is omitted. However , SAMSA relies on183

the TUPA parser (Hershcovich et al., 2017) to de-184

compose source sentences into their constituent185

scenes. This dependency has limited the practi-186

cality of SAMSA, primarily due to the parser’s187

accuracy is often compromised, given the complex-188

ity of the language, which has adversely affected189

the accuracy of SAMSA. As a solution, the au-190

thors resorted to manually decomposing source191

sentences, but this adaptation eliminates SAMSA192

advantageous as a reference-less automatic metric.193

3 CEScore Model194

The CEScore model, where CEScore stands for195

Confidence Estimation Score, represents a statisti-196

cal model tailored to assess the quality of TS with-197

out requiring reference texts for comparison. This198

model emulates the human approach. It generates199

four distinct metrics: Sscore, Gscore, Mscore, and200

CEscore, each of which represents the model’s as-201

sessment for specific criteria. The CEScore Model202

takes two input texts: the complex text (TC) and203

the simplified text (TS). It computes the Sscore,204

Gscore and Mscore by calling the SScore, MScore205

and GScore functions, respectively. The CEscore206

is calculated by taking the geometric mean of the207

three scores: Sscore, Gscore and Mscore.208

3.1 SScore Function209

The SScore is a statistical function designed to esti-210

mate S criterion. There are many factors influence211

the simplicity of a text, such as word count, clause212

structure, word count within each clause, and the213

familiarity of vocabulary used.214

The Sentence Length Score (SLS) as shown in215

Equation 1 is a novel formula developed to normal-216

ize the sentence length.217

SLS(S) = 1− 1

1 + eτ(|Stokens|−ω)
(1)218

In this equation, Stokens is a list of tokens219

(words) that are belong to the sentence S after re-220

moving non-alphabetic and non-numerical tokens.221

The constants τ and ω are used to control the SLS222

range, which are set to 0.22 and 13 for τ and ω,223

respectively.224

The Average Sentence Familiarity (ASF) is a225

novel formula we have developed to measure the226

familiarity of a sentence for a broad audience. To227

accomplish this, we have incorporated two key228

Algorithm 2: ASF Formula

1: Function ASF (S)

2: Stokens = {s|s ∈ Split(S)}

3: ψ = {w|w ∈ SUBTLEX-US}

4: Š = Stokens ∩ ψ

5: ASFscore = 1
|Š|

∑
t∈Š

ℵ(t)×ℏ(t)
ℑ(t)

6: Return ASFscore

Table 1: shows the steps that the ASF formula performs
to calculate ASFscore

Algorithm 3: TSS Formula

1: Function TSS(T )

2: S = {s|s ∈ ToSentences(T )}

3: Flexl = ASF (T ) + 5 3
√
SLS(T )

4: Fstrc = min
s∈S

ASF (s)× SLS(s)

5: T SSscore = α×Flexl + β ×Fstrc

6: Return T SSscore

Table 2: shows the steps that the TSS formula performs
to calculate T SSscore

scales: the percent_known scale from Brysbaert’s 229

concreteness list (Brysbaert et al., 2014) and the 230

Zipf scale from the SUBTLEX-US frequency list 231

(Heuven et al., 2014). 232

In Brysbaert’s concreteness list, the per- 233

cent_known value for a word signifies the percent- 234

age of participants who recognized that word. Con- 235

versely, the Zipf scale is a frequency measure ex- 236

tracted from the SUBTLEX-US frequency list. This 237

scale offers a more accessible way to comprehend 238

word frequency compared to traditional measures. 239

Zipf values range from 1 to 7, with values 1-3 240

denoting low-frequency words and values 4-7 indi- 241

cating high-frequency words. Table 1 presents the 242

algorithm that we follow in the ASF function. 243

The Text Simplicity Score (TSS) is a novel for- 244

mula devised to measure the simplicity of a given 245

text. As outlined in Table 2, the Fstrc score 246

assesses the sentence considered the most com- 247

plex among all sentences within the set S. The 248

T SSscore provides an estimation of the text’s sim- 249

plicity by considering both lexical and structural 250

simplification aspects. The SScore function em- 251

ploys the TSS formula to evaluate the simplicity 252
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Algorithm 4: SScore Function

1: Function SScore(TC , TS)

2: Stss ← TSS(TS)

3: Ctss ← TSS(TC)

4: Sscore =
Stss − Ctss

Stss + Ctss
+ 0.5

5: Return Sscore

Table 3: shows the steps that the SScore function per-
forms to calculate Sscore

of TC and TS , as shown in Table 3. The Sscore is253

determined as the relative difference between the254

TSS scores of the simplified and complex texts,255

normalized within the range [0, 1]256

3.2 MScore Function257

The MScore function taking two text inputs, a com-258

plex text (TC) and a simplified text (TS), and re-259

turning a single score (Mscore) that signifies how260

faithfully TS retains the original meaning of TC .261

The Mscore ranges from 0 to 1, a higher value sug-262

gests a better preservation of the original meaning,263

while a lower score may indicate a reduction in264

meaning.265

To calculate the Mscore we have introduced a266

novel approach that involves counting the common267

words between TC and TS . Recognizing that not268

all words contribute equally to preserving mean-269

ing, our approach includes a technique to assess270

the significance of each word based on the concept271

of entropy, which quantifies the information car-272

ried by words. Based on entropy, common words273

(high frequency, e.g., stop words) are considered to274

convey less information compared to less common275

words (low frequency, e.g., names of places and276

people).277

Table 4 outlines the steps to calculate the Mscore278

value,279

3.3 GScore Function280

The evaluation of the G criterion poses a formidable281

challenge, often considered one of intricate tasks in282

NLP. To address this inherent difficulty, we adopted283

an approach that leverages the grammatical struc-284

ture of TC as a reference point to estimate the G285

criterion of TS , as we assume that TC is gram-286

matically correct and use it as a benchmark for287

evaluating TS .288

The proposed approach involves breaking down289

Algorithm 5: MScore Function

1: Function MScore(TC , TS)

2: C = {c|c ∈ Split(TC)}

3: S = {s|s ∈ Split(TS)}

4: I = C ∩ S

5: U = C ∪ S

6: Mscore =

∑
t∈I

1
(1+ℏ(t))∑

t∈U
1

(1+ℏ(t))

7: Return Mscore

Table 4: shows the steps that the MScore function
performs to calculate Mscore

TS into n-gram set and measuring the precision of 290

matching between this set and the corresponding 291

n-gram set from TC . The longer n-gram matches 292

yield more accurate estimations of grammatical- 293

ity (Papineni et al., 2002). However, in the TS 294

task, which may involves lexical simplification that 295

primarily focus on substituting intricate vocabu- 296

lary with simpler alternatives, directly identifying 297

lengthy n-gram matches between TS and TC be- 298

comes more intricate. Addressing this challenge 299

led us to devise SemiMatch, a novel algorithm 300

designed to measure the semi-match between n- 301

grams. This algorithm considers both full matches, 302

where an entire n-gram from TS aligns with a corre- 303

sponding n-gram in TC , and partial matches, where 304

(n − 1) tokens in an n-gram from TS correspond 305

with (n− 1) tokens in an n-gram from TC . 306

The objective of the SemiMatch function is to 307

evaluate the presence of sequences of n tokens (n- 308

grams) from a candidate text in a reference text. 309

In Table 5, we outline the steps of the SemiMatch 310

function 311

The function calculates Msemi, representing the 312

precision of n-grams from S that semi-match C, by 313

using the ∂ function presented in Equation 2. 314

∂(An, Bn) =


0, |An ⊓Bn| < n− 1

1, |An ⊓Bn| < n
n−2
n , |An ⊓Bn| = n− 1

(2) 315

In this equation, An and Bn are n-grams (tuples), 316

each consisting of n elements, typically words or 317

phrases. ⊓ represents the intersection of two tuples, 318

considering the order of elements. The GScore 319

leverages the SemiMatch function to measure how 320

well the grammatical structure of TS aligns with TC 321
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Algorithm 6: SemiMatch Function

1: Function SemiMatch(C, S, n)

2: Cgramn = {cgn|cgn ∈ n-grams(C)}

3: Sgramn = {sgn|sgn ∈ n-grams(S)}

4: Msemi =

∑
i=1

∑
j=1 ∂(cg

n
i , sg

n
j )

|Sgramn|
5: ReturnMsemi

Table 5: shows the steps that the SemiMatch function
performs to calculate Msemi

Algorithm 7: GScore Function

1: Function GScore(TC , TS)

2: S = {s|s ∈ ToSentences(TS)}

3: SM = {
1

4

7∑
n=4

SemiMatch(TC , s, n)|s ∈ S}

4: Gscore = min
sm∈SM

{sm|sm > 0}

5: Return Gscore

Table 6: shows the steps that the GScore function per-
forms to calculate Gscore

as a reference. As outlined in Table 7, the GScore322

function initializes a set S to store individual sen-323

tences obtained from TS . It calculates a set SM324

that contains average semi-match (Msemi) scores325

for each sentence s in S based on n-grams with n326

ranging from 4 to 7.327

The GScore function calculates the Gscore by328

finding the minimum value from the SM set but329

only considering values greater than zero1 (line 5).330

4 Experimental Setup331

In this experiment, we assess the accuracy of the332

CEScore model against conventional metrics cur-333

rently employed for evaluating TS models. We334

examine three widely used reference-based auto-335

matic metrics: BLEU, SARI, and BERTscore, as336

well as two reference-less automatic metrics de-337

signed for structural TS: SAMSA and its variant,338

SAMSAabl.339

We compare the scores from the metrics to the340

human evaluation scores from a sizable benchmark341

provided by Sulem et al. (2018c)2 . This bench-342

mark encompasses human judgments regarding the343

1We excluded scores that equal zero because they often
result from sentences that lack words, typically due to a punc-
tuation error.

2https://github.com/eliorsulem/simplification-acl2018

performance of 26 TS models in simplifying the 344

first 70 sentences of the TurkCorpus test set (Xu 345

et al., 2016). These TS models cover a wide range 346

of TS transformations, covering both lexical and 347

structural simplification. 348

In total, our study involved the human evalua- 349

tion of 1820 sentences from 26 TS models. Each 350

of these sentences evaluated by three native En- 351

glish annotators based on four criteria: Meaning 352

preservation (M), Grammaticality (G), Simplicity 353

(S), and Structural Simplicity (StS). The G and M 354

criteria were rated on a scale ranging from 1 to 5, 355

while S and StS criteria were evaluated on a scale 356

spanning from -2 to 2. 357

For the reference-based automatic metrics, we 358

utilized eight references from two sources. The 359

first source is the original references of the Turk- 360

Corpus testset3 (Xu et al., 2016), consisting of eight 361

different versions of human-generated simplifica- 362

tions tuned for lexical TS. The second source is the 363

HSplit corpus 4 (Sulem et al., 2018a), which com- 364

prises four different versions of human-generated 365

simplifications tuned for structural TS. To ensure a 366

balanced set of references in this experiment, we 367

selected four references from each source. 368

We conducted a comprehensive comparative 369

analysis between CEScore and the considered au- 370

tomatic metrics across four criteria: S, G, M, and 371

overall quality. For each of these criteria, we com- 372

pared the scores obtained from the automatic met- 373

rics with the human judgment scores correspond- 374

ing to that specific criterion. We used EASSE tool 375

(Alva-Manchego et al., 2019) to compute BLEU, 376

SARI, SAMSA, and SAMSAabl. 377

In the case of the overall quality criterion, we 378

determined the overall quality using the approach 379

introduced by AlAjlouni et al. (2023). This ap- 380

proach utilizes their formula known as ‘Standard 381

A’ which was found to be more accurate than the 382

traditional arithmetic mean in combining the G, M, 383

and S criteria to reflect the overall quality of TS. 384

This choice was made based on their observations 385

of correlations in human evaluations, particularly 386

between G and S, as well as between G and M. To 387

provide a comprehensive view, we also reported 388

the overall quality based on the arithmetic mean. 389

We conduct this comparative analysis on two 390

levels. First, at the sentence-level, we aim to assess 391

the accuracy of CEScore in evaluating the quality 392

3https://github.com/cocoxu/simplification
4https://github.com/eliorsulem/HSplit-corpus
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of simplification for individual sentences. We com-393

pare the scores generated by CEScore and other394

automatic metrics with the corresponding human395

evaluations for each sentence, considering all mod-396

els. In essence, for each evaluation criterion, we397

compare the outcomes of the automatic metrics for398

1,820 sentences with their corresponding human399

assessments.400

Second, at the model (system) level, we aim to401

gauge the effectiveness of the CEScore in evaluat-402

ing the models as a whole. This level of analysis403

focuses on the average ratings for each model. For404

each criterion, we compare the corpus-scores pro-405

vided by CEScore and other automatic metrics for406

each of 26 models with the average human scores407

for each model in each criterion.408

5 Results409

For the S criterion, the results showed that Sscore410

displayed strong correlations with human judgment411

scores at both sentence and model levels, as shown412

in table 7. At the sentence level, the correlation413

coefficients were 0.64 and 0.56 for Pearson and414

Spearman, respectively. Remarkably, at the model415

level, Sscore exhibited exceptionally strong correla-416

tions, with Pearson’s and Spearman’s coefficients417

scoring at 0.86 and 0.83, respectively. This strong418

positive correlation is a noteworthy finding, espe-419

cially when compared to other automatic metrics,420

both reference-based and reference-less.421

Surprisingly, automatic metrics designed to be422

positively correlated with simplicity, such as SARI,423

SAMSA, and SAMSAabl, displayed an unexpected424

negative correlation with human judgment under425

the S criterion. This surprising result may be at-426

tributed to the fact that SARI is primarily designed427

to estimate lexical TS only, while SAMSA and428

SAMSAabl are tailored for assessing structural TS429

only. In contrast, the models in our experiment430

cover both lexical and structural TS, which could431

explain the discrepancies in correlation. Figure 1432

displays scatter plots that depict the relationship at433

the sentence-level between human judgment scores434

for S criterion and the corresponding scores from435

automatic metrics. Each data point in these plots436

corresponds to an individual sentence, and regres-437

sion lines are included for reference.438

In the case of G criterion, Gscore outperformed439

the other automatic metrics with notable margin at440

both sentence and model levels, as shown in table 8.441

At model-level, Gscore demonstrated very strong442

Metric Sentence-Level Model-Level
Pρ Sρ Pρ Sρ

BLEU -0.37 -0.26 -0.69 -0.69
SARI -0.29 -0.27 -0.8 -0.78
BERTscore -0.44 -0.33 -0.78 -0.73
SAMSA -0.27 -0.27 -0.72 -0.68
SAMSAabl -0.32 -0.33 -0.51 (0.01) -0.47 (0.01)

Sscore 0.64 0.56 0.86 0.83

Table 7: The Pearson’s (Pρ) and Spearman’s (Sρ) co-
efficients, and their associated p-values (if greater than
0.005) for the correlations between the automatic met-
rics and human judgment under the S criterion.

Metric Sentence-Level Model-Level
Pρ Sρ Pρ Sρ

BLEU 0.41 0.47 0.64 0.59
SARI 0.01 -0.08 0.09 -0.15 (0.45)

BERTscore 0.39 0.44 0.52 0.55
SAMSA 0.20 0.20 -0.04(0.86) -0.01(0.96)

SAMSAabl 0.34 0.33 0.58 0.50 (0.01)

Gscore 0.55 0.53 0.89 0.85

Table 8: The Pearson’s (Pρ) and Spearman’s (Sρ) co-
efficients, and their associated p-values (if greater than
0.005) for the correlations between the automatic met-
rics and human judgment under the G criterion.

correlations, with 0.89 and 0.85 for Pearson’s and 443

Spearman’s ρ , respectively. At sentence level, the 444

correlation between Gscore and human judgment 445

was moderate, with Pearson and Spearman ρ of 446

0.55 and 0.53, respectively. However, Evaluating 447

G is undoubtedly a complex process influenced by 448

various factors, making the evaluation challenging 449

and increasing the likelihood of incorrect assess- 450

ments. 451

For the M criterion, BLEU and BERTscore ex- 452

hibited very strong correlations with human judg- 453

ments, outperforming other automatic metrics. At 454

the sentence level, BERTscore achieved the highest 455

correlation with human judgment, with Pearson’s 456

and Spearman’s correlation coefficients of 0.84 and 457

0.83, respectively. Mscore came second, with Pear- 458

son’s and Spearman’s correlation coefficients of 459

0.79 and 0.75, respectively. 460

At the model level, BLEU demonstrated re- 461

markable performance, with Pearson’s and Spear- 462

man’s correlation coefficients of 0.98 and 0.95, 463

respectively. Mscore also showed a very strong 464

correlation with human judgment, scoring 0.94 465

for both Pearson and Spearman correlation coeffi- 466
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Figure 1: Scatter plots and regression lines at the sentence-level, depicting the relationship between the human
scores assigned for S criterion (Y-axes) and the corresponding automatic model scores (X-axes). Each data point on
the graph represents a sentence. (The size of each data point corresponds to the number of repetitions)

Metric Sentence-Level Model-Level
Pρ Sρ Pρ Sρ

BLEU 0.77 0.75 0.98 0.95
SARI 0.36 0.24 0.79 0.63
BERTscore 0.84 0.83 0.97 0.94
SAMSA 0.45 0.49 0.72 0.77
SAMSAabl 0.58 0.64 0.80 0.79
Mscore 0.79 0.75 0.94 0.94

Table 9: The Pearson’s (Pρ) and Spearman’s (Sρ) co-
efficients, and their associated p-values (if greater than
0.005) for the correlations between the automatic met-
rics and human judgment under the M criterion.

cients. This is a notable achievement, considering467

that Mscore is a reference-less metric, while both468

BLEU and BERTscore rely on the estimation based469

on 8 well-prepared references. In comparison to470

SAMSA and SAMSAabl, the reference-less met-471

rics in our experiment, Mscore exhibited impressive472

performance (see Table 9).473

In terms of overall quality, we conducted a com-474

prehensive comparison of the automatic metrics475

against overall quality, which we calculated using476

two methods: first, by following AlAjlouni et al.477

methodology, utilizing ’Standard A’ (FA); second,478

by employing the more conventional approach of479

relying on the arithmetic mean of M, G, and S480

scores (Favg).481

At the sentence-level, BLEU, BERTscore,482

SAMSAabl, and CEscore exhibited a moderate cor-483

relation with overall quality, whether by FA or Favg,484

as shown in Table 10. BERTscore took the lead, 485

followed closely by BLEU, and CEscore followed 486

in third place. Notably, the margins between their 487

performance were quite small, and CEscore even 488

outperformed the others in some cases (see Table 489

10). 490

At the model-level, all metrics (except SARI 491

and SAMSA) showed very strong correlations with 492

overall quality, whether calculated using FA or 493

Favg. Notably, CEscore displayed an impressive 494

correlation with FA, achieving coefficient values of 495

0.95 and 0.98 for Pearson and Spearman, respec- 496

tively. The correlation with Favg was also substan- 497

tial, with values of 0.94 and 0.95 for Pearson and 498

Spearman, respectively. These results underscore 499

the effectiveness of using CEscore as a robust met- 500

ric for evaluating TS at the model-level. Figure 2 501

showcases scatter plots at the model-level between 502

automatic metrics and FA, where each point repre- 503

sents an individual model. The regression lines are 504

included in these graphs for reference. 505

6 Conclusion 506

In conclusion, this research addresses the critical 507

need for precise and efficient evaluation metrics 508

in the field of text simplification (TS). Traditional 509

evaluation metrics, originally designed for machine 510

translation tasks, fall short in capturing the unique 511

goals and challenges of TS. As a response to these 512

limitations, we introduce CEScore, a Confidence 513

Estimation Score model that directly evaluates the 514
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Metric
Sentence-Level Model-Level

Pearsonρ Spearmanρ Pearsonρ Spearmanρ

FA Favg FA Favg FA Favg FA Favg

BLEU 0.61 0.55 0.56 0.63 0.88 0.85 0.85 0.83
SARI 0.23 0.13 0.17 0.04 0.52 0.38 (0.05) 0.31 (0.12) 0.21 (0.29)

BERTscore 0.62 0.56 0.56 0.64 0.81 0.75 0.82 0.79
SAMSA 0.30 0.29 0.32 0.28 0.34 (0.09) 0.29 (0.15) 0.43 (0.03) 0.48 (0.01)

SAMSAabl 0.43 0.42 0.46 0.37 0.72 0.73 0.78 0.81
CEscore 0.60 0.57 0.53 0.59 0.95 0.94 0.98 0.95

Table 10: The Pearson’s (Pρ) and Spearman’s (Sρ) coefficients, along with their associated p-values (if greater than
0.005), represent the correlations between the automatic metrics and the overall quality based on human judgments,
examined at both the sentence and model levels. The overall quality was calculated using two methods: AlAjlouni’s
‘Standard A’ (FA) or the arithmetic mean (Favg). The highest score in each column is denoted in bold.

Figure 2: This figure includes scatter plots with regression lines as references at the model-level, illustrating the
relationship between overall quality as calculated by FA (Y-axes) and the corresponding scores of the automatic
models (X-axes). Each data point on the graph represents an individual model.

quality of simplified text in terms of simplicity (S),515

meaning preservation (M), and grammaticality (G).516

CEScore’s comprehensive approach aligns with hu-517

man evaluation and eliminates the reliance on ref-518

erence texts, making it a valuable and contextually519

relevant tool for TS evaluation.520

Our research contributes to the field in several521

key aspects. We have introduced statistical func-522

tions and innovative formulas for evaluating sim-523

plicity, including Sentence Length Score (SLS), Av-524

erage Sentence Familiarity (ASF), and Text Sim-525

plicity Score (TSS). These formulas provide valu-526

able insights into the simplicity of texts. Addition-527

ally, CEScore itself, which includes Sscore, Gscore,528

Mscore, and CEscore, demonstrates strong corre-529

lations with human judgments. Particularly at the530

model level, it achieves remarkable coefficient val-531

ues, making it a reliable and effective evaluation 532

metric for TS models. 533

Moving forward, future work will focus on en- 534

hancing the accuracy of Gscore and Mscore by in- 535

corporating contextual embeddings. This step will 536

address their sensitivity to lexical TS, further im- 537

proving their ability to evaluate TS models accu- 538

rately. These developments will contribute to the 539

ongoing advancement of the field of TS and eval- 540

uation, ultimately making digital content more ac- 541

cessible to a broader audience. 542
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