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ABSTRACT

Recent work suggests that preference-tuning techniques—including Reinforcement
Learning from Human Preferences (RLHF) methods like PPO and GRPO, as well as
alternatives like DPO—reduce diversity, creating a dilemma given that such models
are widely deployed in applications requiring diverse outputs. To address this, we
introduce a framework for measuring effective semantic diversity—diversity among
outputs that meet quality thresholds—which better reflects the practical utility of
large language models (LLMs). Using open-ended tasks that require no human
intervention, we find counterintuitive results: although preference-tuned models—
especially those trained via RL—exhibit reduced lexical and syntactic diversity,
they produce greater effective semantic diversity than SFT or base models, not
from increasing diversity among high-quality outputs, but from generating more
high-quality outputs overall. We discover that preference tuning reduces syntactic
diversity while preserving semantic diversity—revealing a distinction between
diversity in form and diversity in content that traditional metrics often overlook.
Our analysis further shows that smaller models are consistently more parameter-
efficient at generating unique content within a fixed sampling budget, offering
insights into the relationship between model scaling and diversity. These findings
have important implications for applications that require diverse yet high-quality
outputs, from creative assistance to synthetic data generation.

1 INTRODUCTION

As large language models (LLMs) increasingly serve as tools for ideation, synthetic data generation,
and creative assistance, their ability to produce diverse yet high-quality outputs has become critically
important. While recent advances have dramatically improved the performance of these models,
relatively little attention has been paid to systematically measuring and optimizing for this dual
objective of quality and diversity.

Consider a user asking an LLM to generate story premises or a researcher using an LLM to create
synthetic training data. In these scenarios, the utility of the model depends not only on generating a
coherent set of responses but on producing a set of outputs that cover a meaningful range of ideas or
training examples. This stands in contrast to traditional LLM evaluation paradigms that optimize for
a single correct answer.

The challenge, however, lies in defining what constitutes meaningful diversity. Diversity without
quality can be trivial to achieve: random tokens are maximally diverse but utterly useless. What we
seek instead is diversity among outputs that meet a threshold of quality or acceptability. We term
this effective semantic diversity and argue that it represents a more accurate measure of an LLM’s
practical utility in open-ended generation tasks.

This distinction is particularly relevant in the current landscape of post-training LLMs, where
preference-tuned models, through methods like Direct Preference Optimization (DPO), Proximal
Policy Optimization (PPO), and Group Relative Policy Optimization (GRPO), are becoming standard
and often yield high quality LLMs. While these methods have been successful in aligning models
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Figure 1: Diversity and Quality metrics when modulating the Temperature parameter across different
models. We use the CODEBERTSCORE (Zhou et al., 2023) model for neural cosine diversity.

with human preferences, their impact on output diversity has been disputed. The dominant research
narrative remains that preference tuning harms diversity. Moreover, a great deal of other open
questions remain, such as the impact of model size on diversity and the ability to generate unique
content.

In this paper, we introduce a principled framework for measuring this notion of high-quality diversity
that:

• Requires no human evaluation at inference time
• Accounts for the fundamental quality-diversity interplay
• Allows for meaningful comparison across model families and training techniques

In Figure 1 we show our implementation of effective semantic diversity for three LLAMA-3.1 family
models when modulating the temperature parameter. We find that on its own, a diversity metric
like neural cosine diversity is highest for the base LLM despite an extremely low proportion of
its generations being valid (quality). Our implementation of effective semantic diversity penalizes
excessively-low and high temperature values as well as models that greatly struggle to generate
coherent content.

Using our framework, our experiments and analysis reveal several counterintuitive findings. We find
that preference-tuning reduces semantic diversity relative to supervised fine tuning (SFT): but only
if we restrict ourselves to the subset of high-quality generations, which generally gets larger with
preference-tuning. As a result, preference-tuned models produce greater effective diversity than their
SFT and base counterparts, where the increase in the proportion of high-quality outputs more than
compensates for the reduction of diversity within high-quality generations. Nevertheless, we also
observe a pattern where preference tuning, and especially reinforcement learning (RL) algorithms,
reduce syntactic and lexical structures while preserving semantic diversity, suggesting an important
distinction between diversity of form and diversity of content that linguistics has long recognized.
Furthermore, we also find a pattern where RL post-training is associated with significantly less lexical
and syntactic diversity relative to DPO post-training. Interestingly, this pattern differs from the effect
of increasing model size, where we find that increases in effective diversity are not associated with a
reduction in lexical or syntactic diversity. Additionally, in an attempt to understand which models
are most efficient per parameter in generating unique programs, for example in generating unique
synthetic-data examples, we generally find that going smaller, to as small as 500 million parameters,
is preferable.

These insights come at a critical moment as the world increasingly looks to LLMs to assist in open-
ended tasks that span ideation, synthetic data creation, and creative assistance. Our insights deepen
the understanding of how post-training strategies meaningfully affect diversity, and our framework
can be used to evaluate how post-training strategies of the future meaningfully affect diversity.
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2 BACKGROUND AND RELATED WORK

LLM Alignment with Preference Tuning. As LMs (Bengio et al., 2000; Radford et al., 2019) have
become more powerful, work has been done to improve their instruction following ability and to
mitigate the likelihood of generating undersirable content. RLHF with PPO (Schulman et al., 2017;
Ziegler et al., 2019; Ouyang et al., 2022) has emerged as a highly effective technique in aligning
LLMs with human preferences. Subsequently, numerous alternative methods to PPO have been
proposed, such as DPO (Rafailov et al., 2024), Rejection Sampling (Touvron et al., 2023), and
GRPO (Shao et al., 2024). In numerous works, it has been reported that over-optimizing for the
reward model eventually leads to incoherent or undesirable outputs (Ziegler et al., 2019; Stiennon
et al., 2020; Korbak et al., 2022). It is suggested that an optimization strategy which places all
probability on the highest reward outcome is optimal for this loss function, and will inevitably lead
to distribution collapse (Lanchantin et al., 2025). In preference-tuning LLMs, the KL-divergence
regularization has been instrumental to mitigating this effect as it allows the preference-tuned model
to keep some of the distributional properties of the base LLM (Korbak et al., 2022). Therefore
in-theory, KL-regularized RL should preserve some attributes of diversity present in base models.

Approaches to Measuring Diversity. Due to the cost of human evaluation, popular methods for
automatically measuring diversity fall into lexical or neural approaches. In earlier days when LMs
often could struggle to generate rich content, lexical metrics were often used to measure diversity.
These generally involve calculating summary statistics using n-grams, such as Distinct-N (Li et al.,
2016; Du & Black, 2019) and Self-BLEU (a modified BLEU metric) (Zhu et al., 2018) and are
still popular today (Guo et al., 2024; Shaib et al., 2024). As early foundation models for language
representation, such as BERT (Devlin et al., 2019) became popular and used to model sentence
similarity (Zhang et al., 2019; Reimers & Gurevych, 2019) and code similarity (Feng et al., 2020;
Zhou et al., 2023), they were eventually proposed to measure diversity in natural language (Lai et al.,
2020; Tevet & Berant, 2021; Stasaski & Hearst, 2022), but have not been applied for programming
language diversity.

While lexical and neural diversity metrics have been used for evaluating if one LLM is more diverse
than another (Kirk et al., 2023; Guo et al., 2024), to our knowledge, no work has actually evaluated
if neural diversity metrics reflect diversity of effective semantic content in LLM-generated outputs.
When LMs may run the gamut from tiny models which may often produce incoherent content, to large
and powerful models with highly sophisticated abilities, different safety attributes, and even variations
in “style," it is unclear if existing diversity metrics are capable of robustly reflecting meaningful
semantic content across such a wide range of distributions. Models used for evaluating diversity like
Sentence-BERT (Reimers & Gurevych, 2019) are generally trained and evaluated on human text;
however, for diversity they’re expected to generalize to the most diverse sets of LLM-generated text
which may be off-distribution. The closest attempt to evaluate lexical and neural diversity metrics is
found in Tevet & Berant (2021) which evaluates if neural diversity metrics can reflect the temperature
parameter used for sampling as well as diversity in human written content: for the latter it was found
that neural models underperform human judgment.

Diversity of LLM Content. Due to the high cost of human evaluation, most insights into the nature of
novelty and diversity of LLMs are built upon linguistic and neural measures of diversity. Zhang et al.
(2020) introduce the notion of a quality/diversity tradeoff in natural language generation in evaluating
sampling algorithms like nucleus sampling (Holtzman et al., 2019) and temperature sampling. McCoy
et al. (2023) investigate whether smaller LMs exhibit linguistic novelty by evaluating combinations of
n-grams not present in the training corpus. As expectations rose with the advent of more chat-based
LLMs like CHATGPT (Ouyang et al., 2022; OpenAI et al., 2023), the ability of these models to serve
as creative assistants and propose diverse responses has come into question. It has been noted that the
first release of CHATGPT was incapable generating diverse jokes (Jentzsch & Kersting, 2023). In
a more recent study, Kirk et al. (2023) fine-tuned 7B ALPACAFARM (Dubois et al., 2024) models
with SFT and PPO for neural text summarization, and found PPO reduces the lexical and neural
diversity of summarized content. Padmakumar & He (2023) show that human-written essays assisted
by an RLHF-tuned model are less diverse than those assisted by a base model when assessed using
neural diversity measures. Guo et al. (2024) benchmark the lexical, syntactic, and neural diversity
of 7B parameter language models, but do not probe whether or not preference-tuned models are
more / less diverse diverse than SFT or base model alternatives. A separate line of work has probed
LLMs from the perspective of social cognition to understand if LLMs reflect the same opinions and
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conceptual associations as macro-level populations of humans (Santurkar et al., 2023; Murthy et al.,
2024). While these works have found that LLMs may not reflect the diversity of entire populations of
people, it is highly unclear how this would impact the nature of effectively generating diverse content
especially when placed under competing constraints of quality and helpfulness.

3 MEASURING EFFECTIVE SEMANTIC DIVERSITY

3.1 PROBLEM FORMULATION

Let D = {xi}Ni=1 denote a dataset of prompts, where each prompt xi is designed to elicit a range
of possible outputs from a language model. For each prompt xi, we generate K outputs Pi =
{g1i , g2i , . . . , gKi } ∼ f(· | xi), where f denotes the generative distribution of the language model
under evaluation.

To evaluate the overall diversity of a model on the dataset D, we compute the average diversity score:

AvgDivm =
1

N

N∑
i=1

Divm(Pi), (1)

where Divm is a diversity metric and m denotes the specific type of metric being used. In our
formulation below, Divm refers to our proposed effective semantic diversity metric. However, Divm
could represent any diversity metric, including lexical metrics like Distinct n-grams and average
cosine distance.

Validity function. To determine diversity at the individual prompt level, we define a binary validity
function V : G → {0, 1}, where G is the space of generations:

V (g) =

{
1 if g is valid (i.e., meets quality threshold),
0 otherwise.

Semantic funtion. Crucially, we determine the semantic uniqueness of generations based on their
meaning rather than superficial textual differences. Two outputs may differ significantly in their
lexical form yet convey identical semantic content—a distinction that purely lexical or syntactic
metrics fail to capture. Our goal is to define a diversity metric over a set of generations that captures
both this semantic distinctiveness and the validity of outputs.

We define a semantic function S : G → S , where S is the semantic space. Two generations g, g′ ∈ G
are said to be semantically equivalent if and only if S(g) = S(g′). The detailed definition of S on
each domain is described in Section 3.2.

We then formalize effective semantic diversity in two complementary ways:

Semantic diversity. We define the effective semantic diversity of a generation set Pi as the number
of semantically unique valid generations, normalized by the total number of generations in the set:

Divfixed(Pi) =
|Set({S(gki ) | gki ∈ Pi, V (gki ) = 1})|

K
, (2)

where Set(·) denotes the set of unique elements and | · | denotes cardinality. This measures the
proportion of generations that are both valid/high-quality and semantically unique within the group
of generations.

However, we found that Equation (2) can be confounded by the number of samples under consideration
if analyzing a variable-sized subset of valid-only programs; see Appendix A.2 for more detail. To
address potential sample size effects, we adopt the pairwise diversity metric suggested in Tevet &
Berant (2021):

Divpair(Pi) =
1(
K
2

) ∑
gj
i ,g

k
i ∈Pi,

1≤j<k≤K

dsem(g
j
i , g

k
i ), (3)
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Input Description:
• Multiple datasets.
• Each dataset consists of four real numbers:

a, b, c, d.
• There are no more than 30 datasets.

Example Input:
35.68 139.77 51.15 359.82
01.37 103.92 41.78 272.25
51.15 359.82 -34.58 301.52

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Function Signature:
Write a function f(inputs) that processes the list of tuples where each tuple contains four
real numbers.

from typing import List, Tuple
def f(inputs: List[Tuple[float, float, float, float]]):

'''
inputs: a list of tuples, where each tuple contains four real

numbers↪→
'''

Figure 2: An example of an open-ended problem description from our dataset.

where the semantic distance function dsem : G × G → {0, 1} is symmetric, i.e., dsem(g
j
i , g

k
i ) =

dsem(g
k
i , g

j
i ), and defined as:

dsem(g
j
i , g

k
i ) =


0 if V (gji ) = V (gki ) = 0,

0 if V (gji ) = V (gki ) = 1 and S(gji ) = S(gki ),

1 otherwise.
(4)

This pairwise approach normalizes by the total number of possible pairs, making it robust to variations
in the number of valid generations across different prompts.

3.2 DATASET, VALIDITY, AND SEMANTIC EQUIVALENCE CHECKING

We chose to instantiate methods of validity and semantic equivalence checking using programs. Where
possible, we found it preferable to avoid using LLMs to evaluate LLMs for diversity, especially
if we seek to evaluate increasingly powerful LLMs with weaker LLMs. And furthermore, we do
this because there has been no empirical work studying the robustness of this general approach for
comparing LLM content. Research in programming language semantics has a rich history in the
formalization of program correctness, termination, and semantic equivalence (Hoare, 1969; Plotkin,
1981; Floyd, 1993; Pierce, 2002). Using program execution on test cases, we can confirm two
programs are semantically distinct if they compute different values over the same suite of input test
cases1. Additionally, we can impose constraints of validity or quality that are easy to check: such as
the program always returning a value without syntax or other runtime errors.

The key question, however, is to define open-ended programming tasks. Generating programs as
an open-ended task is not necessarily radical: in chat applications, users may desire to brainstorm
programs or code projects. Moreover, generating synthetic programming tasks is already an important
part of improving foundation LLMs for code (Dubey et al., 2024; Shypula et al., 2024).

We constructed our dataset by adapting competitive programming-style problems into open-ended
abstracted programming tasks. In Figure 2, we show an example problem description from our
dataset. For each problem description in our dataset, we provide an “Input Description” in natural
language specifying the input format, an “Example Input” demonstrating potential inputs the function
would handle, and a “Function Signature” providing a concrete specification of the function name
and typing hints for the inputs. We manually reviewed, and if necessary, edited all final descriptions,

1N.B. Test cases may fail to test edge cases where two programs may differ. However, instead of over-
reporting correctness, this phenomenon would only penalize diversity when two programs are equivalent on
most test cases and hypothetically differ on some edge-case, which we find tolerable.
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removing any potential references to the original programming task, standardizing the function name
to f(...), and using highly generic argument names. We used competitive programming problems
from CODENET (Puri et al., 2021) and accompanying test cases from ALPHACODE (Li et al., 2022)
as a starting point for our dataset. In total we have 108 unique programming tasks / prompts that
were adapted from CODENET into this open-ended format. Using each of these, we can sample an
arbitrary number of generations to calculate Divm(Pi). Further details about the test set, its creation,
and our execution environment are provided in Appendix A.3.

4 EXPERIMENTAL SETUP

Diversity Metrics. We now formalize the diversity metric Divm(Pi) with particular focus on our
proposed notion of effective semantic diversity. As introduced in Section 3.1, this metric relies on
the choice of valid function V and semantic function S.

Let T = {t1, . . . , tL} be a fixed set of test inputs. For any generated program g, let g(tl) denotes
its execution on test case tl ∈ T , and ol denotes the corresponding output. We define the validity
function V : G → {0, 1} as follows:

V (g) =

{
1 if g(tl) executes without error and produces non-null output ∀l ∈ {1, . . . , L},
0 otherwise.

In other words, a program g is considered valid if it runs without raising any errors (e.g.,
SyntaxError, ValueError) and produces non-null outputs for all test cases in T .

Next, we define the semantic function S : G → OL, where O denotes the output space. The function
maps a program g to its output trace on the test set:

S(g) = (g(t1), g(t2), . . . , g(tL)) .

Two programs g and g′ are considered semantically equivalent if and only if their outputs are
identical across all test cases:

S(g) = S(g′) ⇐⇒ g(tl) = g′(tl) ∀l ∈ {1, . . . , L}.

For the remaining diversity metrics, we adopt Equation (3) and specify the semantic distance function
dsem(g, g

′) used. For Lexical diversity, we use Expectation-Adjusted Distinct n-grams (EAD) with
n-grams of length n=4. For syntactic diversity, we adapt the Distinct-N metric to the Abstract
Syntax Tree (AST) of each generated program: to isolate the syntactic structure of a program (e.g.,
for-loop instead of recursion) from superficial choices (e.g., variable names), we canonicalize all
program identifiers. For two programs, we calculate the ratio of the number of unique subtrees
of height H across both programs to the total number of subtrees of height H in both programs,
where H=4. In order to measure neural diversity, we adapt existing methods of neural diversity
metrics (Tevet & Berant, 2021) to our domain using CODEBERTSCORE (Zhou et al., 2023). We use
CODEBERTSCORE because it closely resembles the models used in the NLP literature to evaluate
diversity (Tevet & Berant, 2021) and has been evaluated as effective in the evaluation of neural
codes. We also attempted to use CODELLAMA-7B-INSTRUCT embeddings and ICESCORE (Zhuo,
2024) to evaluate diversity and found CODELLAMA similar to CODEBERTSCORE and ICESCORE
to correlate strongly with temperature, such as the lexical diversity metric. See the the additional
results in Appendix A.1.

Models and Sampling. The main empirical questions we seek to answer in our work surround the
effects of different post-training algorithms and model size on diversity (SFT, DPO, PPO, GRPO,
etc). In order to isolate the effects of different post-training strategies, we utilize the TULU-2 (Ivison
et al., 2023) and LLAMA-2 (Touvron et al., 2023) as well as the TULU-3 (Lambert et al., 2024)
and LLAMA3.1 (Dubey et al., 2024) families of models. TULU-2 consists of post-trained LLAMA-
2 models, and TULU-3 consists of post-trained LLAMA3.1 models. In Table 1, we provide a
categorization of the post-training methods. Using these we can compare a SFT-tuned model to a
DPO-tuned model from the same family. For each problem description xi in our dataset, we generate
K = 32 programs, yielding 3,456 total programs sampled for each experiment. In cases where
models are post-trained with numerous algorithms, we often categorize the model with the most
aggressive algorithm used, e.g. we would categorize a model adapted with DPO and PPO as PPO.
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Model Family Base SFT DPO RL

LLaMA 2 7B Llama-2-7b-hf tulu-2-7b tulu-2-dpo-7b Llama-2-7b-chat-hf
(PPO)

LLaMA 2 70B Llama-2-70b-hf tulu-2-70b tulu-2-dpo-70b Llama-2-70b-chat-hf
(PPO)

LLaMA 3.1 8B Llama-3.1-8B Tulu-3-8B-SFT Tulu-3-8B-DPO
Llama-3.1-8B-Instruct

Tulu-3-8B (PPO)
Tulu-3.1-8B (GRPO)

LLaMA 3.1 70B Llama-3.1-70B Tulu-3-70B-SFT Tulu-3-70B-DPO
Llama-3.1-70B-Instruct Tulu-3-70B (PPO)

Table 1: Model Post-Training Categorization. We organize all models under consideration by their
base model and post-training method. All models to the right of “Base" are post-trained with the
specified method from the base model.

In addition to our questions regarding the effects of post-training and model size, we also investigate
which sizes and classes of models are most efficient on a per-parameter basis in generating unique
examples. This is an attempt to understand which types of models could be optimal for large-scale
synthetic data generation. We relax the strict necessity to pair models by the same base model, and
use models from QWEN2.5-CODER (Hui et al., 2024), QWEN2.5 (Yang et al., 2024), and as well as
DEEPSEEK-R1-DISTILL (Guo et al., 2025) family. Our goal was to test a broader set of sizes as well
as models tuned specifically for reasoning tasks (i.e. DEEPSEEK-R1).

Prompt selection. The choice of prompt can affect the nature of generations. Because of this, we
created three separate prompt templates: a zero-shot prompt, a two-shot prompt, and a two-shot
prompt with chain-of-thought reasoning. This design allows us to probe generation behavior across a
variety of settings. The few-shot examples included in the prompts were simple, manually written
examples shared across all problems in the dataset. We provide the examples in Appendix A.5.

Statistical tests. We aim to determine if a factor such as post-training algorithm or model size
increases or decreases diversity compared to another. To rigorously summarize these results, we
report the two-tailed Wilcoxon Signed-Rank Test (to measure significance) and Cohen’s D (to measure
effect size) for AvgDivm over the entire dataset for each statistic. A benefit of the non-parametric
Wilcoxon statistical test is that we can make rigorous conclusions even if only limited samples
are available. We always pair models from the same family and vary whether the model is larger
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Figure 3: Effective semantic diveresity scores for all 19 models evaluated in our experiments,
grouped by model family. Each bar is color-coded according to the post-training method, as
categorized in Table 1
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Validity Semantic Syntactic Lexical Neural

Comparison W (p) ES (d) W (p) ES (d) W (p) ES (d) W (p) ES (d) W (p) ES (d)

BASE VS. INST (ALL) <0.001 1.33 <0.001 1.34 <0.001 -1.10 0.028 -0.47 <0.001 -1.53
BASE VS. INST-SFT <0.001 1.37 <0.001 1.36 0.266 -0.34 0.339 0.21 0.339 -0.42
BASE VS. INST-DPO 0.006 1.11 0.005 1.10 0.014 -0.84 <0.001 -1.68 <0.001 -2.37
BASE VS. INST-RL <0.001 1.67 <0.001 1.54 0.012 -1.20 0.035 -0.66 <0.001 -2.12
BASE VS. INST-PREF <0.001 1.34 <0.001 1.29 <0.001 -1.45 0.001 -0.77 <0.001 -2.29

SFT VS. DPO 0.151 0.51 0.266 0.39 <0.001 -0.90 0.003 -0.63 <0.001 -1.52
SFT VS. RL 0.004 3.19 0.004 2.49 0.004 -2.43 0.004 -1.20 0.004 -2.29
SFT VS. PREF <0.001 0.97 0.002 0.77 <0.001 -1.30 <0.001 -0.83 <0.001 -1.86
DPO VS. RL 1.0 0.10 0.301 -0.14 0.039 -0.60 0.004 -0.78 1.0 -0.01

SM. VS. LG. 0.030 0.20 0.017 0.26 0.170 0.15 0.485 0.09 0.269 0.12
SM. VS. LG. BASE 0.063 0.57 0.063 0.56 0.063 0.74 0.063 0.69 0.031 0.80
SM. VS. LG. INST 0.111 0.20 0.070 0.27 0.683 0.06 0.539 -0.11 0.759 -0.05
SM. VS. LG. PREF 0.330 0.13 0.277 0.20 0.454 0.10 0.330 -0.19 0.389 0.14

Table 2: Model Comparison Results. Results from Wilcoxon’s Signed-Rank Test p-values: W (p),
and Effect Size measured by Cohen’s D: ES (d). Bold p-values are below 0.05, and bold d-values
have an absolute value greater than 0.8 (large effect size). For effect sizes, positive values indicate
the second model type in the comparison has higher values. "Inst" = Instruction-tuned (Post-Trained),
"Pref" = Preference-tuned and combines RL and DPO models. The columns correspond to metrics
in Section 4 (e.g. “Semantic" corresponds to effective semantic diversity).

Semantic Syntactic Lexical Neural

Comparison W (p) ES (d) W (p) ES (d) W (p) ES (d) W (p) ES (d)

SFT VS. DPO 0.052 -0.71 0.791 -0.35 1.000 -0.12 0.016 -0.89
SFT VS. RL 0.004 -3.12 0.426 -0.28 0.820 0.08 0.004 -2.25
SFT VS. PREF <0.001 -1.31 0.473 -0.32 0.946 -0.05 <0.001 -1.39
DPO VS. RL 0.301 -0.43 0.012 -1.16 0.008 -1.24 0.570 -0.05

Table 3: Validity-Controlled Model Comparison Results. Bold p-values are below 0.05, and bold
d-values have an absolute value greater than 0.8 (large effect size)

fine-tuned with a different strategy while fixing all other factors unless otherwise noted. For example,
when isolating model size, we would compare LLAMA3.1-8B-INSTRUCT with Zero-Shot prompting
to LLAMA3.1-70B-INSTRUCT with Zero-Shot prompting, and so on. Because of the differences in
post-training pipelines and to avoid confounding factors, we avoid pairing TULU post-trained models
with LLAMA preference-tuned models.

5 EXPERIMENTAL RESULTS

5.1 EFFECT OF POST-TRAINING AND PREFERENCE-TUNING ON DIVERSITY

Preference tuning: more semantic diversity at the cost of less diversity in form. In Table 2, we
summarize our results across all diversity metrics when comparing base models and their instruction-
tuned counterparts, as well as comparisons between post-training techniques. Each row is a compari-
son between two different fine-tuning approaches; for each metric, the columns show the statistical
significance W (p) and effect size ES (d). A statistically significant, positive effect means that the
second post-training strategy is greater than the first in terms of that metric.

We find a very clear trend: all post-training techniques increase both effective semantic diversity
and validity over base models. We also find that RL in particular improves dramatically on SFT
when it comes to effective semantic diversity. Additionally, we find an interesting pattern where
preference-tuning broadly induces a dramatic decrease in the syntactic and lexical diversity of
generations.
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Figure 4: Model efficiency: We plot the parameter efficiency of a model in generating unique
examples vs. model size (log-scale).

Semantic diversity driven by higher quality. In Table 3, we perform similar statistical tests as
in Table 2, only with the subset of generations that were valid. We find that within this subset
preference-tuned models generally have more semantic duplicates than their SFT-tuned counterparts.
This suggests that while preference-tuning, especially RL, is liable to increase semantic duplicates in
the subset of high quality generations, the volume of high quality generations more than compensates
for this effect. Lastly, while we do not find a statistically-significant pattern between DPO and RL for
effective semantic diversity, we find strong evidence and large effect sizes that RL-tuned models have
less syntactic and lexical diversity than associated DPO-tuned models.

5.2 EFFECTS OF MODEL SIZE

Larger models increase semantic diversity without reducing the diversity of form. In Table 2,
we show the results when comparing small and large models of the same family. We generally see
higher semantic diversity in larger models without sacrificing lexical/syntactic diversity. We believe
there is an intuitive justification: larger models have a higher capacity to model a greater amount of
distributions in its corpus and their relative strengths in helpfulness and quality is well-documented.

Smaller models may be more compute-efficient to generate a unique example. While we find
that larger models may be more diverse per-generation, we explore the question of which models
are most efficient with regard to a computation budget. Consider a researcher trying to generate a
large number of unique, synthetic programs: is it more advantageous to take fewer samples from a
very-large LLM, many samples from a smaller LM, or is there a “sweet spot" in-between? In Figure 4
we explore this question by plotting the parameter-efficiency for diversity vs. the model’s size, where
this efficiency is the effective semantic diversity using Equation (2) of a model normalized by the
number of parameters of a model. For our fixed sampling budget of 32 generations, smaller models
are consistently more efficient on a parameter basis. We believe that further work should be done to
investigate if this pattern continues to hold as the number of samples increases to ensure semantically
unique programs do not saturate faster for certain model classes than others. This is one of many
potential directions for future work that could further leverage our framework.

6 DISCUSSION AND CONCLUSION

We have proposed a novel strategy for studying effective semantic diversity where we leverage
code execution to measure and balance quality and diversity. Using this methodology, we perform
extensive empirical analysis of LLM diversity. We find counterintuitive insights into the nature of
how factors like post-training and model size meaningfully affect diversity. We encourage further
work broadening empirical questions asked and exploring domains like natural language in the future.
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A APPENDIX

A.1 ADDITIONAL NEURAL DIVERSITY METRICS

In addition to using CODEBERTSCORE, we also demonstrate neural diversity with respect to temper-
ature sweeps similar to those in Figure 1 using CODELLAMA-7B-INSTRUCT (Roziere et al., 2023)
embeddings. We also use an LLM-as-a-judge to calculate pairwise similarity using ICESCORE (Zhuo,
2024) using gpt-4o-mini as the LLM-judge. We find that ICESCORE correlates heavily with
temperature and does not seem to reflect quality. Similarly with CODELLAMA embeddings, the
LLAMA8B-BASE model’s generations are consistently considered more diverse than the INSTRUCT
variants despite the base model generally producing far more low-quality and invalid outputs.
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Figure 5: Neural diversity metrics when modulating the Temperature parameter across different
models. We report neural diversity metrics using the ICESCORE (Zhuo, 2024) and cosine diversity
of CODELLAMA-7B-INSTRUCT embeddings.

A.2 SAMPLE SIZE CONFOUNDING DIVERSITY AND ANALYSIS OF PAIRWISE DIVERSITY
METRIC

In practice, we found that varying the size of the subset under consideration could dramatically affect
the calculation of Equation (2): for the same model, as samples tended to get larger, this metric would
decrease. When we use this metric for most of our experiments, it is sufficient, because we keep the
number of samples constant. However, when we analyze the subset of valid-only programs, the size
of this population may vary from model to model depending on the average quality of generations.
Thus it is necessary to use Equation (3).

Analysis of Pairwise Diversity Metric. We provide an analysis of Equation (3). For a given large
language model f , we assume that only a finite number K of distinct semantic meanings can be
generated by f . We first establish that the original semantic diversity metric converges to zero as the
number of sampled responses tends to infinity. Specifically, the original semantic diversity metric is
defined as

N

n
,

where N is the number of distinct semantic clusters, and n is the number of sampled responses. Since
only a finite number of semantic meanings can be generated by f , the number of semantic clusters N
is bounded above, implying the existence of a constant C1 > 0 such that N ≥ C1. Therefore, we
have

N

n
≥ C1

n
for all sufficiently large n.

13



Published as a workshop paper at DL4C (ICLR) 2025

Now, observe that

lim
n→∞

C1

n
= 0,

so applying the squeeze theorem, we conclude that

lim
n→∞

N

n
= 0.

Next, we show that the new metric defined in Equation (3), converges to a constant as n → ∞.
As before, we assume that there are K distinct semantic meanings in total, and let πk denote the
proportion of responses corresponding to the k-th semantic meaning. This implies that the number of
times each semantic meaning is sampled is πkn, where

∑K
k=1 πk = 1. Thus, we have∑

pi,pj∈P,i>j

mdist(pi, pj) =
∑
k ̸=h

(πkn) · (πhn) =
∑
k ̸=h

(πkπh)n
2,

where the summation is taken over distinct semantic meanings k and h, and mdist(pi, pj) measures
the semantic distance between generations. Moreover, the number of possible response pairs is(

|P |
2

)
=

n(n− 1)

2
.

Thus, the new metric becomes

1(|P |
2

) ∑
pi,pj∈P,i>j

mdist(pi, pj) =
2
∑

k ̸=h(πkπh)n
2

n(n− 1)
= 2

∑
k ̸=h

(πkπh) +
2
∑

k ̸=h(πkπh)

n− 1
.

Finally, we have

lim
n→∞

2
∑
k ̸=h

(πkπh) +
2
∑

k ̸=h(πkπh)

n− 1

 = 2
∑
k ̸=h

πkπh.

That is, as n → ∞, the value of the new metric converges to the constant value:

2
∑
k ̸=h

πkπh.

A.3 DATASET CREATION AND ADDITIONAL DETAILS

We created our dataset through a multi-step process starting from the CODENET dataset and testcases
from ALPHACODE. The process involved problem standardization, language model assistance for
scaling, and manual validation.

Initial Processing. We began by randomly selecting a single problem description from IBM CodeNet.
We used this to as a seed to construct examples for a 1-shot prompt for a Language Model to assist us.
Specifically we manually wrote one example of the following outputs that should be generated for
each individual problem description from CODENET

1. A canonicalized problem description
2. A wrapper function that would take any generation for that function, parse inputs for the

function, and instrument the generation with the entire suite of test cases
3. A property-based testing function for generating additional test cases when needed

Dataset Expansion. We then wrote prompt templates for both gpt-3.5-turbo-0125 and
gpt-4o-2024-11-20 (depending on the iteration). These templates were designed to take our
1-shot prompt, and then prompt the LLM to repeat the same for the new example we select from
CODENET. We randomly sampled over 300 programs from CodeNet and attempted to generate the
three components for each original problem description from CODENET. We then saved these into
individual files, and also wrote them into an HTML document for manual review.

Manual Review and Selection. For the over 300 problem ids that were processed, we then manually
inspected the output components checking for the following criteria:
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1. The language model correctly formatted inputs into our desired format

2. The problem appeared novel relative to the existing problems we had already added to our
dataset.

We tracked the original CodeNet problem IDs and validation results in a spreadsheet. These were the
108 examples then used for our dataset.

Manual Editing of Problem Descriptions. After selecting our problems, we then manually went
through each of the three components, and manually edited them to be correct: a large amount
required revisions, as the LLM assistant made mistakes. We saved our manually edited components
to be further processed.

Test Case Integration. For each of the individual problem descriptions, we then merged test cases
from CODENET and ALPHACODE. We required at least 10 test cases per problem. For the three
problems that lacked sufficient test cases, we used our property-based testing scripts to generate
100 additional cases, such that we would have sufficient coverage. We then saved the canonicalized
problem descriptions, the function to extract and parse input test cases, and the input test cases into a
dataset.

Final Checks. During experimental validation, we found and fixed multiple faulty problem descrip-
tion argument parsing functions. We then saved these corrected version as our final dataset.

Additional Dataset Details. In our experiments, we instruct LLMs to return their outputs. We
maintain a wrapper script that executes the function f(...) for each input, obtains the returned result,
and then serializes the object as well as its type (recursively) into a string. We then utilize these
strings as the basis for our semantic comparisons. For each generation, we execute all test cases and
capture the resulting outputs.

Because LLMs often generate natural language to accompany generated programs, extracting pro-
grams from the generations is a non-trivial task, especially for pre-trained models. We developed an
extraction utility that extracts not only the target function f(...), but also any helper functions and
imports that may be relevant. To safely execute programs at scale, we perform all execution inside an
isolated DOCKER container to prevent adverse consequences of blindly executing LLM outputs.
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grouped by model family. Each bar is color-coded according to the post-training method, as
categorized in Table 1
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A.4 ADDITIONAL INFORMATION THE SYNTACTIC DIVERSITY METRIC

We extract and process all Abstract Syntax Trees (ASTs) using Python’s AST library with Python
version 3.12.0, and report metrics for subtrees of height 4. Because syntactically incorrect programs
do not parse, we can only calculate this metric over the subset of syntactically correct generations.

Figure 7: An Example of Canonicalizing an Abstract Syntax subtree used in the Distinct-CAST
metric. The expression under consideration is for a simple lambda expression that negates a given
variable. The first two ASTs are not equal because of the usage of the variables X and Y , respectively,
even though they are alpha-equivalent expressions. The AST on the far right canonicalizes identifier
names such as arguments and variables so that both expressions would be equivalent.

A.5 PROMPTS USED IN EXPERIMENTS

In Figure 8, Figure 9, and Figure 10, we show the prompting templates we use across all experiments.

{problem_description}

Now please implement the function f; do not return anything, the
function f should print the result of the operation.↪→

It should terminate within 30 seconds.

Figure 8: Zero-Shot Prompt: Our template for our zero-shot prompt, where the problem description
would be input inside the curly braces.
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### Input Description:
1. An integer \( N \) (1

≤ \(N\) ≤ 10000), representingsomequantityorsize.
### Example Input:
```
1000
```
### Function Signature:
Write a function `f(N)` that takes in the input.
```python
def f(N: int):

'''
N: an integer
'''

Now please implement the function f; do not return anything, the
function f should print the result of the operation.↪→

It should terminate within 30 seconds.
def f(N: int):

print(n**2)
### Input Description:
1. A floating point number \( N \) (1

≤ \(N\) ≤ 10000), representingsomequantityorsize.
### Example Input:
```
143.23
```
### Function Signature:
Write a function `f(N)` that takes in the input.
```python
def f(N: float):

'''
N: a float
'''

Now please implement the function f; do not return anything, the
function f should print the result of the operation.↪→

It should terminate within 30 seconds.
def f(N: float):

i = 0
while N > 1:

N = N / 2
i += 1

print(i)
{problem_description}
Now please implement the function f; do not return anything, the

function f should print the result of the operation.↪→
It should terminate within 30 seconds.

Figure 9: Two-Shot Prompt: Our template for our two-shot prompt, where the problem description
would be input near the end inside the curly braces.
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### Input Description:
1. An integer \( N \) (1

≤ \(N\) ≤ 10000), representingsomequantityorsize.
### Example Input:
```
1000
```
### Function Signature:
Write a function `f(N)` that takes in the input.
```python
def f(N: int):

'''
N: an integer
'''

Now please implement the function f; do not return anything, the
function f should print the result of the operation.↪→

It should terminate within 30 seconds. First describe the
function you would write, then implement it.↪→

The following function will print out the square of the input
number. We will take the square using the ** operator in
Python within the print statement.

↪→
↪→
def f(N: int):

print(n**2)
### Input Description:
1. A floating point number \( N \) (1

≤ \(N\) ≤ 10000), representingsomequantityorsize.
### Example Input:
```
143.23
```
### Function Signature:
Write a function `f(N)` that takes in the input.
```python
def f(N: float):

'''
N: a float
'''

Now please implement the function f; do not return anything, the
function f should print the result of the operation.↪→

It should terminate within 30 seconds. First describe the
function you would write, then implement it.↪→

The following function will calculate the number of times the
input number can be divided by 2 before it becomes less than
1. We will increment a counter variable i each time we
divide the number by 2 inside a while loop.

↪→
↪→
↪→
def f(N: float):

i = 0
while N > 1:

N = N / 2
i += 1

print(i)
{problem_description}
Now please implement the function f; do not return anything, the

function f should print the result of the operation.↪→
It should terminate within 30 seconds. First describe the

function you would write, then implement it.↪→

Figure 10: Two-Shot Chain-of-Thought Prompt: Our template for our two-shot Chain-of-Thought
prompt, where the problem description would be input near the end inside the curly braces.

18


	Introduction
	Background and Related Work
	Measuring Effective Semantic Diversity
	Problem Formulation
	Dataset, Validity, and Semantic Equivalence Checking

	Experimental Setup
	Experimental Results
	Effect of Post-Training and Preference-Tuning on Diversity
	Effects of Model Size

	Discussion and Conclusion
	Appendix
	Additional Neural Diversity Metrics
	Sample Size Confounding Diversity and Analysis of Pairwise Diversity Metric
	Dataset Creation and Additional Details
	Additional Information the Syntactic Diversity Metric
	Prompts Used in Experiments


