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Abstract

Empathy is crucial for emotionally connecting
with others and providing support, a need that
has grown in online communities. While em-
pathy involves understanding others’ feelings,
effectively communicating that understanding
is equally important. In this study, we propose
a novel approach to empathetic response gen-
eration by combining figurative language with
manually annotated empathy causes to address
both the linguistic form and semantic context.
By integrating these elements, our approach
improves multiple dimensions of empathetic
responses, achieving a 7.6% improvement in
BLEU, a 36.7% reduction in Perplexity, and a
7.6% increase in lexical diversity (D-1 and D-2)
in automated evaluations compared to models
without these features. Additionally, human
assessments show a 24.2% increase in empathy
ratings over the same baseline. These findings
highlight the synergy between figurative lan-
guage and empathy causes, offering valuable
insights for enhancing empathetic communica-
tion across domains.

1 Introduction

Empathy is more than simply acknowledging the
emotions of others; it involves communicating that
those emotions are understood in a way that makes
others feel genuinely supported (Halpern, 2014).
Whether through a gentle idiom like “I’ve got your
back” or a careful choice of phrasing, people often
reach beyond straightforward language to convey
support, including in online communities (Barak
et al., 2008; Naslund et al., 2016; Sharma et al.,
2020a). There are numerous rhetorical phenom-
ena that people leverage for this purpose. For in-
stance, figurative language (e.g., metaphors or id-
ioms) can enhance emotional expression by making
abstract emotions more vivid and relatable (Fussell
and Moss, 2014). Consider the two statements: “I
understand it’s tough” (literal) and “I understand
it feels like fighting an endless battle” (figurative).

Acne ruined my life. | lost my girlfriend, my friends
don't take me seriously, people stare, | can't look
anyone in the eye anymore.

£
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Speaker
| feel you. | lost my friends, my social life, my

confidence, my self esteem, my sanity, and | am
21 years old. | don't know what to do anymore.

| know exactly what you feel. It's so hard to deal
with acne. I don't really have any friends because
of it, and I've never had a girlfriend. I'm just hoping
it'll go away, so | can live my life the way | want to.

| feel you man, I've been in the same boat. It's a
very difficult thing to deal with, but I'm glad you're
trying to take action to get rid of it. Don't let acne

dictate your life. It may be hard, but you can do it.

I'm so sorry you are going through this. [ can relate
to the lost of a girlfriend and friends. My skin has
taken over my life too. It is a very difficult
battle. But | hope you can stay positive and find
something that works for you.

Figure 1: Illustration of empathetic responses generated
using different LLM fine-tuning approaches: plain, fig-
urative language, cause annotations, and combined.

The latter expression more vividly describes the
emotional intensity of the struggle, fostering deeper
resonance with the individual seeking support.
The importance of empathetic communication
has motivated computational approaches to em-
pathetic response generation. However, existing
research in this area has predominantly focused
on understanding the content or emotions of the
speaker (the individual sharing their struggles)
(Rashkin et al.; Welivita and Pu, 2023), rather than
on how the responder (the individual providing sup-



port) can convey empathy. While some recent stud-
ies, such as the work by Welivita et al. (2023), have
begun exploring communication strategies by intro-
ducing response intents (e.g., agreeing or suggest-
ing), these approaches rely on aligning responses
with speakers’ emotions rather than employing lin-
guistic tools to enhance the delivery of empathy.
This highlights a gap in exploring how nuanced lan-
guage—such as figurative language—can be used
to effectively convey empathy, particularly when
informed by the speaker’s context.

In this work, we address this gap by examin-
ing how both nuanced linguistic form (focusing
on figurative language) and semantic context (fo-
cusing on empathy cause) can improve empathetic
response generation. We hypothesize that figura-
tive language enriches emotional expression, while
the identification and incorporation of empathetic
cause helps to ensure responses are contextually
aligned to the speaker’s concerns. We further
posit that together, these linguistic and contextual
elements work in synergy to generate responses
that are both emotionally engaging and contextu-
ally targeted. To investigate these hypotheses, we
fine-tune large language models (LLMs) on the
AcnEmpathize dataset (Lee and Parde, 2024), en-
riching the original data with both figurative lan-
guage and manually annotated empathy causes (see
Figure 1). We summarize our contributions as:

* We propose to incorporate figurative lan-
guage into empathetic response generation,
and show that it improves overall response
quality across linguistic, emotional, and con-
textual dimensions.

* We contribute an additional layer of manual
annotations for empathy cause to the AcnEm-
pathize dataset (Lee and Parde, 2024) and
demonstrate their application in generating
more contextually aligned responses.

* We integrate figurative language and empathy
cause for empathetic response generation, sig-
nificantly improving performance across both
automated and human evaluation metrics.

2 Related Work

The importance of effectively communicating em-
pathy has been demonstrated across multiple do-
mains such as neuroscience, (Decety and Jackson,
2004), medicine (Riess and Kraft-Todd, 2014), and

therapy (Green et al., 2005). These studies sug-
gest how empathetic communication fosters trust,
strengthens emotional connections, and improves
medical and therapeutic outcomes.

Motivated by these findings, computational ap-
proaches have sought to automate empathetic re-
sponse generation. A large portion of research in
this area has focused on identifying and modeling
the speaker’s emotions. For example, Rashkin et al.
introduce the widely used EmpatheticDialogues
dataset, annotated with emotion labels to guide
empathetic response generation. This dataset has
inspired numerous studies, including work by Lin
et al. (2020) and Majumder et al. (2020), which
rely on these labels to generate responses.

More firmly in the emotion recognition arena,
researchers have explored emotion cause recogni-
tion to deepen the understanding of the speaker’s
context. Gao et al. (2021) and Li et al. (2021) ana-
lyze emotion causes in the EmpatheticDialogues
dataset to identify the specific triggers behind the
speaker’s emotions. Similarly, Qian et al. (2023)
incorporate both emotion and emotion cause recog-
nition to train LL.Ms for empathetic response gener-
ation. Qian et al. (2023)’s work in particular aligns
closely with our intent, although we note that em-
pathy cause (our focus) carries subtle differences
from emotion cause (See Section 3.2 for detail).

Recent works have also started considering com-
munication strategies to guide empathetic response
generation. Welivita et al. (2021) introduce a
dataset combining emotion labels and response in-
tents, such as agreeing or suggesting. In their sub-
sequent work (Welivita et al., 2023), they demon-
strate how these intents could guide the genera-
tion of emotionally supportive and empathetic re-
sponses. Similarly, Saha et al. (2022) incorporate
rewriting strategies using reinforcement learning to
enhance empathy in response content.

While these communication strategies contribute
to shaping empathetic responses, they do not ex-
plore the linguistic tools that can further enhance
these responses. Recent work on empathetic sto-
rytelling (Shen et al., 2024) shows how narrative
style elements—such as tone and phrasing in the
speaker’s text—can influence perceived empathy.
Although outside the scope of response generation,
this demonstrates the potential for leveraging lin-
guistic tools for empathetic response generation.

Figurative language is a powerful linguistic tool
that enriches emotional expression (Fussell and
Moss, 2014). Metaphors, in particular, make ab-



stract emotions more relatable by enhancing the
vividness and emotional impact of communication
(Citron and Goldberg, 2014). Computational stud-
ies have shown that incorporating figurative lan-
guage—specifically metaphors, idioms, and hyper-
bole—can improve predictions of both emotion
(Lee et al., 2024a) and empathy (Lee et al., 2024b).
Despite the clear value of figurative language to em-
pathetic expression, as highlighted by these works,
figurative language remains underexplored in em-
pathetic response generation.

Building on the success of emotion cause annota-
tions in improving response generation (Gao et al.,
2021), we integrate figurative language and empa-
thy cause annotations to address both the linguistic
and contextual aspects of empathetic response gen-
eration. By carefully balancing these two elements,
we aim to create responses that are not only emo-
tionally engaging but also well-aligned with the
speaker’s concerns.

3 AcnEmpathize Dataset

3.1 Dataset Description

We use the publicly available AcnEmpathize
dataset (Lee and Parde, 2024) as the basis for our
work. This dataset captures authentic emotional
exchanges from acne.org, an online acne support
community. It focuses on posts from the “Emo-
tional and Psychological Effects of Acne” forum
where users discuss their emotional struggles stem-
ming from acne. The dataset features over 12K
posts categorized into initial posts, written by indi-
viduals seeking support, and responses from others
replying to emotional challenges. For this study,
we focus on a subset of 2,492 posts in speaker-
response pair format, where all responses contain
empathy. These pairs correspond to 1,110 unique
speaker posts, as many posts received multiple em-
pathetic replies. This domain-specific, emotion-
rich dataset forms the foundation for our work on
generating and evaluating empathetic responses.

3.2 Cause Annotations

We annotated empathy cause in our subset of
speaker posts to enable the generation of more tar-
geted responses (see Figure 2 for an example of an
annotated cause in a speaker-response pair), and we
release these annotations publicly as an additional
layer of data available for AcnEmpathize. Empa-
thy causes refer to the specific sentences within a
speaker’s post that elicit an empathetic response

Posted: ©0/QQ/ Cause cee
P

| get anxiety from my acne and | feel like
people will judge me. For all my high

:/.J!E school days, | would get comments like,

'Why is your face so red?' and now, with

Member college in two weeks, I'm wondering how
1 to cope with these feelings.

Posted: ©O/QQ/Yevlrdeve

Hey, that definitely happens to me too!
Acne gives me so much anxiety, and |
constantly feel like people will judge me
for it even though | know that's pretty
irrational.

W

Member

Figure 2: Example of an initial (speaker) post and an
empathetic reply in the AcnEmpathize dataset. The
highlighted portion in the speaker’s post indicates the
annotated cause that evokes empathy in the given reply.

from a responder. Unlike traditional emotion cause
extraction, which identifies triggers of expressed
emotions (e.g., sadness, anger) within the speaker’s
text (Xia and Ding, 2019; Chen et al., 2010), em-
pathy causes highlight the textual elements that
prompt an empathetic reply. These annotations
help models to stay contextually relevant to the
speaker’s concerns.

To annotate cause sentences, we used the collab-
orative tool INCEpTION (Klie et al., 2018). We
recruited three graduate student volunteers with
formal training in natural language processing at a
U.S.-based institution. Annotators were instructed
to highlight cause sentence(s) in each speaker post
that were most likely to prompt the corresponding
empathetic reply across three rounds.

In Round 1, annotators independently labeled 10
identical conversations and participated in a discus-
sion afterward to resolve all disagreements, result-
ing in eventual perfect inter-annotator agreement
(IAA) using Krippendorff’s alpha (Krippendorff,
1970). In Round 2, annotators labeled 90 additional
identical conversations, resulting in an initial IAA
of 0.70. Disagreements in this round were also re-
solved through discussion to reach full consensus.
Pre-consensus pairwise IAA scores for the total
of 100 triple-annotated samples ranged from 0.67
to 0.73, consistent with the IAA score of 0.68 re-
ported in an existing empathy study (Sharma et al.,
2020b). For the final round, the remaining con-
versations were divided among the annotators in a
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Figure 3: Overview of our pipeline for empathetic re-
sponse generation. Speaker texts are manually anno-
tated with empathy causes, while figurative language
in responses is identified using a detection method.
These elements are integrated during the fine-tuning
of LLaMA, guided by prompts, to generate empathetic
responses that are both contextually relevant and linguis-
tically expressive.

ratio of 476:476:150.!

3.3 Figurative Language Annotations

We did not manually annotate figurative language
in AcnEmpathize; however, we automatically iden-
tified the presence of metaphors, idioms, and hy-
perboles. This was done using a similar technique
to that proposed by Lee et al. (2024b) for empathy
detection, and incorporated directly into our empa-
thetic response generation approach. We describe
this more in Section 4. This integration allows us
to explore how linguistic and semantic elements
jointly enhance empathetic responses.

4 Empathetic Response Generation

Using the new layer of cause annotations for the
AcnEmpathize dataset, we sought to generate em-
pathetic responses that meaningfully address the
struggles expressed in speaker posts through both
emotional engagement and contextual alignment.
Prior work (Lee et al., 2024b) has shown that in-
corporating figurative language—specifically id-
ioms, metaphors, and hyperbole—meaningfully
enhances empathy detection. Motivated by this
finding, we detect these figurative expressions in
response texts using a prompt-based approach to in-
corporate them into empathy generation. We study
their use both independently and in concert with
empathy cause annotations when generating emap-
thetic responses. An overview of our full pipeline,
incorporating both figurative language detection

!One annotator had an unavoidable and unexpected sched-
ule constraint.

Language Type # Posts (%)
Idiom 1,225 (49.16%)
Metaphor 887 (35.59%)
Hyperbole 559 (22.43%)

Total Figurative 1,723 (69.14%)

Table 1: Distribution of figurative language type (id-
ioms, metaphors, and hyperbole) in responses within
the cause-annotated AcnEmpathize dataset. The counts
represent the number of response posts that contain each
type of figurative language. Each response may contain
more than one type.

and empathy cause annotations, is presented in Fig-
ure 3. Although gold empathy cause labels are used
in this study to demonstrate proof of concept and
assess the contribution of high-quality cause labels
to empathetic response generation, a promising fu-
ture direction (and one facilitated by the new cause
labels) involves the automated detection of empa-
thy cause alongside automated figurative language
detection.

4.1 Figurative Language Detection

We detect idioms, metaphors, and hyperbole in
the response texts of the dataset using the method
proposed by Lai et al. (2023), which leverages a
multitask framework built on mT5 (Xue, 2020).
This method identifies figurative language through
template-based prompt learning. Specifically, we
use the detection prompt:

Which figure of speech does this
text contain? (A) Literal (B)
[Task] | Text: [Text]

In the prompt, [Task] corresponds to one of the
figurative language types: idiom, metaphor, or hy-
perbole. Each sentence in the response text is iter-
atively assessed for each figurative language type,
and the results are recorded as binary indicators.

As shown in Table 1, approximately 69% of em-
pathetic replies contain figurative language, with
idioms being the most common (49.16%), followed
by metaphors (35.59%) and hyperbole (22.43%).
These statistics highlight the frequent use of figu-
rative language in empathetic responses within the
dataset, further justifying its incorporation along-
side cause annotations to enrich responses both
linguistically and semantically.

4.2 Experiments

We explore different approaches for generating em-
pathetic responses by fine-tuning the LLaMA-3-8B



model (Touvron et al., 2023) using our gold cause
annotations and silver (automatically detected) fig-
urative language annotations. Before fine-tuning,
we evaluated its out-of-the-box performance using
zero-shot empathetic response generation. This
served as a baseline for comparison with the fine-
tuning strategies we explore: a plain approach,
a cause-based approach, a figurative language-
focused approach, and a combined approach that
integrates both cause annotations and figurative lan-
guage. Unlike the zero-shot baseline, the fine-tuned
models are trained to learn response patterns and
expressions present in the dataset. Each approach
employs different prompts tailored to the specific
objectives of the fine-tuning strategy.

Plain. In plain fine-tuning, the model is trained
without cause or figurative language annotations.
Thus, the model learns to generate empathetic re-
sponses based on the natural patterns and style of
replies present in the dataset. During generation,
the following prompt is used:

Given the input text, generate an
empathetic response.

Cause. In this approach, we fine-tune the model
using cause annotations in the speaker posts, as
described in Section 3.2. We specify gold-standard
causes by wrapping them in <cause> tags. The
prompt correspondingly acknowledges these tags:

Given the input text with
<cause> tags, generate a
targeted empathetic  response

that acknowledges the specific
concerns expressed.

Figurative Language (Fig). In this approach, we
fine-tune the model using figurative language iden-
tified in the response texts, based on the detection
method outlined in Section 4.1. We classify sen-
tences containing idioms, metaphors, or hyperbole,
and mark the classified sentences with <idiom>,
<metaphor>, and <hyperbole> tags. These tags
expose the model to examples of how figurative
expressions enhance the emotional depth of empa-
thetic replies. For generation, we design the prompt
to flexibly include figurative language where ap-
propriate, without explicitly specifying particular
expressions:

Given the input text,
an empathetic response

generate
that

uses figurative language where

appropriate, specifically
<idiom>, <metaphor>, or
<hyperbole>.

Combined (Fig + Cause). Our final approach
integrates both figurative language and cause an-
notations to enrich responses both linguistically
and semantically. Speaker texts are tagged with
<cause> tags around labeled triggers of empa-
thy, while response texts are tagged with <idiom>,
<metaphor>, and <hyperbole> during training.
During generation, we use the following prompt:

Given the input text,
an empathetic response that
very strongly emphasizes the
use of figurative language,
specifically <idiom>, <metaphor>,
and <hyperbole>, optimizing
<idiom> and <metaphor> to
maximize emotional support,
while addressing the concerns
indicated by the <cause> tags.

generate

The emphasis on idioms and metaphors in the
prompt is motivated by a prior study on empathy
detection using the same dataset (Lee et al., 2024b),
which shows their statistically significant associa-
tion with empathy labels. While hyperbole remains
a useful linguistic device, idioms and metaphors
are prioritized to maximize the emotional support-
iveness of the responses, with cause annotations
incorporated to maintain contextual relevance.

Training Details

All experiments utilized a 4-bit quantized version
of the LLaMA-3-8B model, implemented with the
FastLanguageModel framework? to optimize mem-
ory usage and computational efficiency. For the
fine-tuning approaches, the model was trained on
both speaker posts and responses to generate em-
pathetic outputs. The model was fine-tuned using
a batch size of 1, a learning rate of 5e-5, and the
AdamW optimizer in 8-bit mode. Training was
conducted for three epochs using three NVIDIA
2080 TI GPUs with FP16 or BF16 support, utiliz-
ing the PEFT framework with a LoRA (Hu et al.,
2021) configuration (rank = 16, alpha = 16, dropout
=0).

*We implemented it using the unsloth GitHub repository
https://github.com/unslothai/unsloth.
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5 Evaluation

We compare conditions using both automated
metrics and human evaluation to provide a well-
rounded assessment of the generated responses,
encompassing linguistic quality, lexical alignment,
and empathetic support. We describe both evalua-
tion frameworks below.

5.1 Automatic Evaluation

We assess different aspects of response quality us-
ing perplexity (PPL), BLEU, and Distinct-1 (D-1)
and Distinct-2 (D-2) scores. PPL is measured us-
ing the Hugging Face transformers library (Wolf
et al., 2020) to evaluate the likelihood of gold re-
sponses under the model’s probability distribution,
indicating fluency and coherence. BLEU evalu-
ates lexical overlap between generated and gold
responses (Papineni et al., 2002). We compute it
using sentence_bleu from the NLTK library (Bird
et al., 2009), averaging across multiple gold re-
sponses, with smoothing function applied to han-
dle sparsity (Chen and Cherry, 2014). Finally, we
calculate the ratio of unique unigrams (D-1) and bi-
grams (D-2) to the total number of tokens (Li et al.,
2015) (also using the NLTK library) to measure the
lexical diversity of generated responses.

5.2 Human Evaluation

Additionally, we conducted a human evaluation to
provide a more holistic assessment of the generated
responses. The evaluation was performed by three
graduate student volunteers with formal training in
NLP at a U.S.-based institution.?> The annotators
rated the responses based on the following criteria
inspired by Rashkin et al.:

* Empathy: The response’s ability to demon-
strate understanding of the speaker’s feelings.

* Relevance: The extent to which the response
is appropriate and on-topic.

* Fluency: The ease of understanding and lin-
guistic clarity.

We randomly sampled 111 sets of four generated
responses, each corresponding to a single speaker
post.* To minimize potential bias, the responses
generated from each of the four approaches were

3Two annotators are not involved in the cause annotation
process, while one annotator participated in both tasks.

“These 111 sets represent 10% of the 1,110 unique speaker
posts used for generation.

Approach PPL(]) BLEU() D-1(}) D-2(})
Zero-shot  14.944 0.058 0.587  0.847
Plain 14.182 0.764 0515  0.751
Cause 13.990 0.772 0523  0.755
Fig 9.100 0.775 0561  0.814
Combined  8.980 0.822 0569  0.814

Table 2: Performance of the zero-shot baseline and fine-
tuned approaches on automated metrics for empathetic
response generation. Combined shows the best overall
performance. While Zero-shot achieves the highest D-1
and D-2 scores, it is excluded from further evaluation
due to its extremely low BLEU score (0.058). (1) means
higher is better, () means lower is better.

Most
Approach E R F Supportive

(%)
Plain 3565 3.631 3.207 3.19%
Cause 3.880 4.024 3.799 11.70%
Fig 4.195 4.021 4.132 32.98%
Combined 4.426 4.135 4.189 52.13%

Table 3: Performance on the fine-tuned approaches in
human evaluation for empathetic response generation.
The values represent the average scores for Empathy
(E), Relevance (R), and Fluency (F) across all evaluated
samples, along with the Most Supportive (%) column
reflecting the percentage of responses selected as Most
Supportive by the majority of annotators. Combined
achieves the best overall performance across all metrics.

shuffled before being presented to annotators. An-
notators were also asked to select the response they
consider Most Supportive, beyond the individual
scores for Empathy, Relevance, and Fluency. These
counts were weighted based on majority agreement
(i.e., responses selected by at least two annotators)
for evaluation. Complete evaluation guidelines, in-
cluding definitions and examples for each criterion,
are provided in Appendix A.

6 Results

6.1 Automatic Evaluation

Table 2 summarizes the results of evaluating the
Zero-shot baseline and fine-tuned approaches us-
ing the automated metrics. Combined (Fig +
Cause) achieves the best overall performance, bal-
ancing highest BLEU (0.822) and lowest Perplex-
ity (8.980) with competitive D-1 (0.569) and D-2
(0.814) scores. This suggests that balancing fig-
urative language and cause annotations yields re-
sponses that are not only linguistically diverse but
also coherent and contextually aligned.

After Combined, Fig achieves the best



overall performance, reducing PPL by 35.8%
(14.182—9.100), increasing D-1 by 8.9%
(0.515—0.561), D-2 by 8.4% (0.751—0.814),
and BLEU by 1.4% (0.764—0.775) compared
to Plain. While both Fig and Cause enhance
response quality, Fig has a more pronounced
impact on lexical diversity (D-1, D-2) and overall
coherence (PPL), whereas Cause demonstrates
modest improvements in semantic alignment, with
a 1.1% increase in BLEU (0.764—0.772).

In contrast, the Zero-shot baseline, despite
achieving the highest diversity scores (D-1: 0.587,
D-2: 0.847), shows extremely poor performance
in other key metrics. Its BLEU score is especially
low at 0.058 and it has the highest PPL (14.944),
reflecting poor fluency and alignment with gold
responses. Due to these limitations, we excluded
Zero-shot from further human evaluation and analy-
sis to ensure a more meaningful comparison across
fine-tuned approaches.

6.2 Human Evaluation

The results of human evaluation on the fine-tuned
approaches are summarized in Table 3. Similar
to the performance on automated metrics, Com-
bined (Fig + Cause) demonstrates the best overall
performance across all criteria, achieving the high-
est average scores for Empathy (4.426), Relevance
(4.135), and Fluency (4.189). Fig follows closely,
with strong scores for Empathy (4.195) and Fluency
(4.132). It also performs comparably to Cause in
Relevance (4.021 vs. 4.024), indicating that figura-
tive language alone can align responses well with
the speaker’s context. Cause excels in Relevance
(4.024), confirming that it effectively addresses the
content of the speaker’s text, with less pronounced
scores for Empathy (3.889) and Fluency (3.799)
compared to Fig and Combined. In contrast, Plain
lags behind across all three metrics, with the low-
est scores for Empathy (3.565), Relevance (3.631),
and Fluency (3.207).

For the Most Supportive metric, which reflects
perceived supportiveness (as described in Section
5), 84.7% (94 out of 111) of evaluated samples
reach majority agreement, with at least two annota-
tors selecting the same response. Among these, the
responses generated by Combined (Fig + Cause)
are selected the most frequently as being the Most
Supportive, taking up 52.13% (49 responses out
of 94) of evaluated samples. Fig follows, with
32.98% (31 responses out of 94), while Cause and
Plain are selected less frequently, with 11.7% (11

Approach tone_pos prosocial cogproc adj

Gold 3.495 0.966 15940 6910
Plain 2.686 0.892 15.147  6.249
Cause 2478 0.814 15.347  6.181
Fig 3.560 1414 16.304 6.718
Combined 3.603 1.425 16.136  6.927

Table 4: LIWC analysis of Gold and generated re-
sponses across different approaches. The selected fea-
tures include tone_pos, reflecting positive tone; proso-
cial, capturing supportive language; cogproc, represent-
ing cognitive engagement and contextual reasoning; and
adj, measuring linguistic richness through descriptive
adjectives.

responses) and 3.19% (3 responses) of evaluated
samples, respectively.

7 Analysis of Generated Responses

In this section, we analyze the generated responses
to gain deeper insights into various dimensions of
empathetic expression.

Psycholinguistic Insights

By using LIWC (Tausczik and Pennebaker, 2010)
psycholinguistic features, we examine emotional,
social, cognitive, and linguistic aspects related to
empathy in generated and gold responses (Gold).
We use the LIWC 2022 edition’ to extract and
select four psycholinguistic features from each re-
sponse:

* tone_pos: Encompasses words related to
positive emotions (Tausczik and Pennebaker,
2010). Their presence can contribute to creat-
ing uplifting and supportive responses.

* prosocial: Captures social supportiveness, re-
flecting language that signals a willingness to
help or show care (Pennebaker et al., 2015).

* cogproc: Indicates cognitive engagement,
such as reasoning and understanding. Ensures
that the response is relevant and thoughtful.

* adj: Measures the use of descriptive adjec-
tives, capturing the vividness and expressive-
ness of the responses.

Table 4 provides results for these selected fea-
tures across the generated and gold responses.
Combined (Fig + Cause) demonstrates the most
well-rounded performance, surpassing both Gold

Shttps://www. liwc.app/
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and other generated methods in most metrics
(tone_pos: 3.603, prosocial: 1.425, adj: 6.927),
except in cogproc, where it ranks second (16.136
vs. Fig: 16.304). Overall, it effectively balances
positive tone, social supportiveness, cognitive en-
gagement, and linguistic richness in the generated
responses.

Fig also excels, achieving the highest cognitive
engagement score in cogproc (16.304 vs. Gold:
15.940). This demonstrates how figurative lan-
guage can enhance reasoning and thoughtful en-
gagement beyond emotion expression. It also sig-
nificantly boosts the score for prosocial (1.414 vs.
Gold: 0.966) which makes it particularly effective
in shaping socially supportive responses. While
Fig does not surpass Gold in adj (6.718 vs. Gold:
6.910), it remains competitive in its role to leverage
descriptive adjectives in empathetic text.

Cause shows nuanced results, with a slight im-
provement in cogproc (15.347, an increase from
Plain: 15.147) but a lower tone_pos score (2.478 vs.
Plain: 2.686). This suggests that while Cause en-
hances reasoning, it may benefit from complemen-
tary strategies to elevate positive tone and social
supportiveness. These findings highlight the syn-
ergy between Cause and Fig, as evidenced by Com-
bined, which effectively balances their strengths to
enhance empathetic responses.

What Makes a Response Supportive?

We extend our analysis beyond all generated re-
sponses to focus on the Most Supportive responses,
identified by majority agreement during human
evaluation (see Section 5). These responses were
compared against others to explore the role of Em-
pathy, Relevance, and Fluency in determining per-
ceived supportiveness.

Response Type = Empathy Relevance Fluency
Most Supportive 4.67 4.37 4.40
Other Responses 3.78 3.80 3.64

Table 5: Average scores for Empathy, Relevance, and
Fluency in Most Supportive and Other Responses. All
differences were tested using a paired #-test and found
statistically significant (p < 0.001).

Our analysis reveals that a balance among Em-
pathy, Relevance, and Fluency is critical for per-
ceived supportiveness (See Table 5). While Em-
pathy scores were consistently high for Most Sup-
portive responses (average: 4.67), high empathy
alone was insufficient. When we observed re-

sponses that received a perfect empathy score (5)
but weren’t selected as being the Most Supportive,
64.71% (22 out of 34) of such responses had lower
fluency scores (average: 3.18 vs. Most Support-
ive: 4.40). Similarly, 35.29% (12 out of 34) of
responses with perfect empathy scores that were
not selected as Most Supportive had lower rele-
vance (average: 3.78 vs. Most Supportive: 4.37).
While low relevance may have some influence, it
appears to be a less critical breaking factor than flu-
ency. This is supported by our effect size analysis
using Cohen’s d (fluency: 1.24, relevance: 0.85),
aligning with research that frames supportiveness
as a multidimensional construct requiring high em-
pathy, contextual alignment, and linguistic clarity
(Cutrona, 1990; Halpern, 2001; Burleson, 2003).

8 Conclusion

In this study, we introduced a novel approach to
empathetic response generation by integrating figu-
rative language and manually annotated empathy
causes. Our approach significantly improves the
quality of responses across emotional, contextual,
and linguistic dimensions. This improvement is
reflected in automated metrics, with BLEU improv-
ing by 7.6% (0.764 — 0.822), PPL reducing by
36.7% (14.182 — 8.980), and lexical diversity in-
creasing by an average of 7.6% (D-1: 0.515 —
0.569, D-2: 0.751 — 0.814) from Plain fine-tuning.
Human evaluation further confirmed these results,
with Combined (Fig + Cause) achieving the high-
est average ratings for Empathy (4.426, +24.2%),
Relevance (4.135, +13.9%), and Fluency (4.189,
+30.6%) out of 5. These findings, supported by our
psycholinguistic analysis, underscore the synergy
between figurative language and empathy causes.
By effectively balancing linguistic expressiveness
with semantic alignment, this work advances empa-
thetic response generation, moving beyond conven-
tional approaches focused solely on understanding
speaker’s emotions.

9 Limitations

Our study is limited in several aspects. Human
evaluation inherently involves subjectivity, which
could introduce variability in assessing empathy,
relevance, and fluency. Efforts were made to miti-
gate this by carefully crafting an evaluation guide-
line and shuffling responses; however, subjectivity
remains a potential limitation. Additionally, the
findings are based on the AcnEmpathize dataset,



which focuses on an acne support community. The
results may not necessarily generalize to other con-
texts. In follow-up work, researchers are encour-
aged to test and adapt these strategies to diverse
domains that require support.

10 Ethical Considerations

This study utilizes the AcnEmpathize dataset,
which is based on publicly available and
anonymized data, ensuring compliance with ethical
standards for research involving online communi-
ties. The dataset does not include any personal
identifying information, and all annotation tasks
were conducted by volunteers who were informed
about the research goals and methods. The dataset
and annotations are intended solely for research
purposes, with the aim of advancing empathetic
communication through computational methods.
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A Appendix

A.1 Human Evaluation Guideline

Human annotators were provided with a common
file containing 111 samples, each consisting of a
speaker text and four generated responses (see Ta-
ble 6). [Each annotator was given an individual
evaluation file (see Table 7) to record scores for the
generated responses with the following instruction:

* Instruction: For each entry, read the “Speaker
text” and four responses. Rate empathy (E),
relevance (R), and fluency (F) for each re-
sponse on a scale of 1-5 (1: not at all, 3: some-
what, 5: very likely), using the format ERF.
Finally, choose the response that feels most
supportive.

They were also provided with the definitions and
examples of each measure, as detailed below.

A.1.1 Empathy (E)

* Definition: Does the response show under-
standing of the speaker’s feelings?

*Note: Empathy doesn’t necessarily involve
having the exact same experience or simply
agreeing to the speaker. If a response includes
any of the following empathy communica-
tion mechanisms (adapted from Sharma et al.
(2020b)), you can assign at least a 3.

— Emotional Reactions: Does the re-
sponse express or allude to warmth, com-
passion, concern, or similar feelings of
the responder towards the seeker? (e.g.,
Everything will be fine; I feel really sad
for you.)

— Interpretations: Does the response
communicate an understanding of the
seeker’s experiences and feelings? In
what manner? (e.g., I understand how
you feel, This must be terrifying; I
also have anxiety attacks at times which
makes me really terrified.)

— Explorations: Does the response make
an attempt to explore the seeker’s ex-
periences and feelings? (e.g., What
happened?; Are you feeling alone right
now?)

* Example:
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Speaker text: I have acne and worry that my
boyfriend will think it’s gross.

Responses:

— Just get over it. (1)

— A lot of people worry about their acne
around others. (3)

— I completely understand feeling self-
conscious about acne, especially around
people who matter to you. I've felt that
way too. (5)

A.1.2 Relevance (R)

* Definition: Is the response appropriate to the
conversation? Is it on-topic?

* Example:

Speaker text: I have acne and worry that my
boyfriend will think it’s gross.

Responses:

— [ hope to get hired soon. (1)

— A lot of people feel self-conscious about
their skin. (3)

— It’s understandable to feel self-conscious
about acne around someone you care
about, like your boyfriend. (5)

A.1.3 Fluency (F)

* Definition: Is the response easy to under-
stand? Does it flow smoothly?

* Example:

Speaker text: I hate acne.

Responses:

— [ acne understand your concerns about.
()

— Acne is annoying. It is tiring. It is bad.
3)

— [ understand your frustration with acne.
It’s tough to deal with every day, and it
can be tiring. (5)

A.1.4 Most Supportive

* Definition: Imagine you are the person who
shared the concerns in the “Speaker text” col-
umn. Which of the four responses (“Response
17, “Response 27, “Response 3, “Response
4’”) would make you feel the most supported?



Index #

Speaker text

Response 1

Response 2

Response 3

Response 4

1

At the end of June I'm moving
in with my current boyfriend. It
makes me sad, however, that the
ONLY thing that is bothering me
about moving in with him is my
acne.

I totally understand how you feel.
My boyfriend has been so sup-
portive, but I think it’s just nat-
ural for me to feel embarrassed
about my skin around him.

I feel the same way. My
boyfriend is always telling me
how beautiful I am and that he
doesn’t care about my acne, but I
still feel like he deserves better.

Tknow exactly how you feel. I've
been living with my boyfriend for
3 years now and was really self-
conscious about my skin. It’s
tough, but I've learned that you
can’t let it get to you.

I can relate to this. I've been see-
ing my boyfriend for 4 months
now and he has seen me at my
worst. It’s a tough situation. I'm
sure you’ll figure it out.

Table 6: Example common file entries provided to annotators, showing the speaker text and four generated responses
used for evaluation.

Index #

Speaker text

Response 1

Response 2

Response 3

Response 4

Most Supportive

At the end of June I'm moving | ERF
in with my current boyfriend. It
makes me sad, however, that the
ONLY thing that is bothering me
about moving in with him is my
acne.

ERF

ERF

ERF

Choose from 1-4

Table 7: Example evaluation entries provided to annotators for scoring Empathy (E), Relevance (R), Fluency (F),
and selecting the Most Supportive response from the four responses.
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