
Instructions for *ACL Proceedings

Anonymous ACL submission

Abstract001

Neural Machine Translation (NMT) systems002
for low-resource languages like Mapudungun003
face significant challenges due to limited train-004
ing data and linguistic complexities. We aim005
to improve translation between Spanish and006
Mapudungun through transfer learning, lever-007
aging pre-trained models on Spanish-English008
and Spanish-Finnish language pairs. Our con-009
tributions include demonstrating the effective-010
ness of transfer learning in this context and011
providing a comparative analysis of different012
parent models. Our main findings show that013
transfer learning enhances translation perfor-014
mance, with not much of a difference between015
the Spanish-English and Spanish-Finnish pre-016
trained model performance. This suggests that017
factors beyond morphological similarity, such018
as data quality or tokenization methods, play a019
crucial role in transfer learning success. These020
insights hope to pave the way for future re-021
search into optimizing translation tools for low-022
resource languages and involving communities023
in the development process.024

1 Introduction025

Mapudungun (ISO 639-2 code: arn), an indige-026

nous language spoken by the Mapuche people of027

South America, particularly in Chile and Argentina,028

faces the threat of extinction due to its lack of recog-029

nition by the government and the century-long dom-030

inance of Spanish (ISO 639-1 code: es) brought031

about by colonization (Llancao, 2019). Creating a032

translator may help address its cultural, historical,033

and linguistic loss.034

Given the scarcity of online parallel text data for035

Mapudungun, typical of "low-resource" languages,036

this project delves into exploring techniques tai-037

lored for such scenarios. While previous efforts038

for Mapudungun-Spanish translation have mainly039

focused on corpus development, statistical machine040

translation, or data augmentation, the explicit ap-041

plication of transfer learning remains largely unex- 042

plored (Levin et al., 2018; Duan et al., 2020). 043

Specifically, our two research questions coming 044

in to the project were: 045

Part 1: Can transfer learning enhance existing 046

neural machine translation systems between Span- 047

ish and Mapudungun? 048

Part 2: Does a higher level of similarity between 049

the parent and child languages lead to a higher per- 050

formance of transfer learning into Mapudungun? 051

To investigate Q1, we compare the results of a 052

previously published baseline model (Duan et al., 053

2020) that did not utilize transfer learning to results 054

of models we develop that apply transfer learning 055

by fine-tuning from a parent model between Span- 056

ish and Finnish. We run these trials in both the Ma- 057

pudungun source to Spanish (arn→es) and Spanish 058

to Mapudungun (es→arn) translation directions. 059

To investigate Q2, we apply transfer learning 060

only for the Spanish to Mapudungun (es→arn) di- 061

rection, but in two trials. In the first trial, we use 062

a Spanish to Finnish parent model, with Finnish 063

(ISO 639-1 code: fi) being an agglutinative lan- 064

guage like Mapudungun. In the second trial, we 065

use a Spanish-English parent model, with English 066

(ISO 639-1 code: en) being a non-agglutinative 067

language. Our hypothesis was that, since Finnish 068

and Mapudungun are both agglutinative languages, 069

the Spanish to Finnish (es→fi) model would serve 070

as a better parent model than the Spanish to English 071

(es→en) model, in terms of higher BLEU and chrF 072

scores signifying higher transfer learning. 073

2 Background 074

2.1 Transfer Learning 075

Machine translation (MT) converts text from a 076

"source" language into output text in a "target" lan- 077

guage, and consists of statistical (SMT), rule-based 078

(RBMT), and neural (NMT) methods. While NMT 079

systems excel with extensive training data (as in 080
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"high-resource" settings), the scarcity of such data081

for lower-resourced languages results in poorer082

NMT performance. Transfer learning is a tech-083

nique that applies knowledge gained from one task084

to enhance performance on a related task, thereby085

reducing the amount of training data needed.086

Zoph et al. (2016) provide a straightforward yet087

effective transfer learning framework for NMT.088

First, train an NMT model, termed the "parent"089

model, on a large parallel text corpus (e.g., French090

to English). Next, initialize another NMT model,091

known as the "child" model, with the pre-trained092

parent model and further train it on the small paral-093

lel corpus (e.g., Uzbek to English). This strategy094

improves NMT performance despite the parallel095

text resource constraints.096

Choosing an appropriate parent model is one of097

the design decisions in order to apply transfer learn-098

ing for low-resource NMT. Most research suggests099

that selecting a parent model based on language100

family is important (Wang et al., 2021). This means101

utilizing a parent model trained on a high-resource102

language within the same family as the target low-103

resource language. Furthermore, the conclusion104

from the original paper by Zoph et al. (2016) that105

introduced transfer learning for low-resource ma-106

chine translation is that the more similar the parent107

model is to the child language, in terms of distribu-108

tional characteristics or vocabulary, the better the109

expected performance.110

2.2 Linguistic Considerations for111

Mapudungun112

Linguists classify Mapudungun as an Araucarian113

language, along with other languages like Huilliche114

spoken in the same region (Smeets, 1989). Un-115

fortunately, the other languages in this family are116

also low-resource in terms of their online data pres-117

ence, limiting the common strategy of using a high-118

resource language from the same family. So, we119

aimed to explore the grammar aspect of language120

families as a similarity criterion. Mapudungun is a121

highly agglutinative, polysynthetic language, mean-122

ing that it makes use of suffixation, compounding123

and reduplication, with a complex verbal morphol-124

ogy (Smeets, 1989). For example, according to our125

dataset, the word "tünkülepürakatun" in Mapudun-126

gun means "ahora estoy más calmada" in Spanish127

("now I am more calm" in English), effectively128

functioning as a whole sentence.129

3 Approach 130

3.1 Part 1: Exploring the Effect of Transfer 131

Learning 132

To investigate the effect of transfer learning on 133

translation results in the Spanish to Mapudun- 134

gun (es→arn) direction, we consider the Spanish- 135

Mapudungun model published by Duan et al. 136

(2020), which was trained from scratch without 137

transfer learning. We refer to this model as the 138

"es→arn baseline training" model. 139

For comparison, the corresponding model to this 140

baseline is the Spanish-Mapudungun child model 141

we developed by fine-tuning a parent model pre- 142

trained on Spanish-Finnish translation. This model 143

is referred to as the "es→arn transfer learning" 144

condition. 145

Similarly, to explore the effect of transfer learn- 146

ing on translation results in the opposite direc- 147

tion (arn→es), we refer to Duan’s Mapudungun- 148

Spanish model as the "arn→es baseline training" 149

model. The corresponding model for comparison 150

is "arn→es transfer learning", the Mapudungun to 151

Spanish child model we developed by fine-tuning 152

a parent model that was pre-trained on Finnish to 153

Spanish translation. 154

3.2 Part 2: Exploring the Effect of Parent 155

Agglutinative Morphological Similarity 156

Next, we investigate the effect of morphological 157

similarity in the parent model language on the per- 158

formance of the child model. We explore this by 159

comparing transfer learning for Spanish to Ma- 160

pudungun translation when fine-tuned from two 161

different parent models: one translating Spanish to 162

Finnish (an agglutinative language like Mapudun- 163

gun) and the other translating Spanish to English 164

(a non-agglutinative language). The Spanish to 165

Finnish parent model is the same pre-trained model 166

accessed on Hugging Face as the one used in the 167

es→arn transfer learning condition in the first par- 168

ent. The Spanish-English parent models are also 169

Opus-MT models developed by the Helsinki NLP 170

group and available on the Huggingface Transform- 171

ers hub (Spanish-English). 172

Finnish shares these agglutinative properties and 173

may thus be more related to Mapudungun than 174

other non-agglutinative languages (Tóth, 2007). As 175

an example of this agglutinative property, consider 176

the morpheme split in the following sentence in 177

Mapudungun, English, and Finnish (all translating 178

to "in our houses" in English): 179
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arn: rukameuengün = ruka (‘house’) + meu180

(‘in’) + engün (plural)181

en: in our houses = in + our + house + s (plural)182

fi: taloissamme = talo (‘house’) + i (plural) +183

ssa (‘in’) + mme (‘our’)184

Note how while, in English, almost every mor-185

pheme is its own individual word, in both Ma-186

pudungun and Finnish, morphemes are merged187

together to form words. By choosing Finnish as188

the parent language, we hoped to exploit these189

morphological grammatical similarities to improve190

the translation performance of the Spanish to Ma-191

pudungun model.192

3.3 Dataset193

We construct a dataset using the Mapudungun-194

Spanish parallel corpus, sourced from the AV-195

ENUE project—a collaboration between Carnegie196

Mellon University and the Chilean Ministry of Ed-197

ucation (Levin et al., 2018). This Creative Com-198

mons corpus consists of about 260,000 transcribed199

phrases from Mapudungun conversations and their200

corresponding Spanish translations (Duan et al.,201

2020).202

The files in the corpus were not always uniformly203

formatted. Typically, each entry consists of a204

human-generated transcription phrase in Mapudun-205

gun, prefaced by "M:", followed by the human-206

generated Spanish translation prefaced by "C:".207

However, variations in formatting were present due208

to different translators’ practices. To standardize209

the format, we developed a custom regex expres-210

sion to consistently extract and pair the phrases.211

For text cleaning, first, we removed the notes212

taken by the data transcribers. These included notes213

like "<*SPA>" to indicate that the Mapudungun214

speaker used the Spanish word instead of the Ma-215

pudungun word, or "<Noise>" for when the audio216

was not clear. Additionally, we removed duplicate217

punctuation, any remaining unclosed notes, dia-218

critic typos, and capitalization. Part 1 text cleaning219

also included ASCII normalization, which removed220

any diacritics. Spacing was adjusted post-cleaning,221

and the cleaned dataset was saved in a TSV file with222

appropriate splits for ease of subsequent loading.223

The complete dataset consists of 268,256 parallel224

phrases. However, due to limited computational re-225

sources, we use a subset of 10,000 pairs for training226

and 1,250 pairs each for validation and testing.227

We used the extracted cleaned monolingual Ma-228

pudungun data to train a new Byte-Pair Encoding229

(BPE) subword tokenizer (Sennrich et al., 2016) im-230

plemented via SentencePiece (Kudo and Richard- 231

son, 2018). Subword tokenization is particularly 232

effective for languages like Mapudungun, where 233

words are typically composed of subwords. New 234

tokens discovered in the Mapudungun tokenizer 235

were added to the shared vocabulary of the respec- 236

tive parent model, which is the common approach 237

for low-resource NMT (Wang et al., 2021). 238

3.4 Model Architectures 239

Part 1, Baseline Training Model: The baseline 240

results of part 1 are the previously published scores 241

of the Spanish-Mapudungun NMT models by Duan 242

and others (2020), which did not use transfer learn- 243

ing techniques. These models trained from scratch 244

use the same data sizes (10,000) and corpus source 245

(AVENUE). The baseline training models, as de- 246

scribed in the paper by Duan and others, each uti- 247

lized a sequence-to-sequence Transformer architec- 248

ture (Vaswani et al., 2017), with 5 encoder and 5 249

decoder layers, an embedding size of 512, a feed- 250

forward transformation size of 2048, 8 encoder and 251

8 decoder heads, a 0.4 dropout probability (Srivas- 252

tava et al., 2014), label smoothing set to 0.1, and 253

the Adam optimizer (Kingma and Ba, 2017). 254

Part 1, Transfer Learning Model: We apply 255

the transfer learning NMT method in the Spanish 256

to Mapudungun direction by fine-tuning from a 257

pretrained Spanish-Finnish parent model, and in 258

each direction of translation (Spanish to Mapudun- 259

gun and Mapudungun to Spanish). The transfer 260

learning child models we developed by fine-tuning 261

pre-trained Spanish-Finnish and Finnish-Spanish 262

models are Opus-MT models developed by the 263

Helsinki NLP group, available via an Apache 2.0 264

license on the Huggingface Transformers (Wolf 265

et al., 2019) hub [Spanish-Finnish 1 and Finnish- 266

Spanish 2], which we treat as the parent models. 267

The transfer learning models are also sequence- 268

to-sequence Transformers (Vaswani et al., 2017), 269

with 6 encoder and 6 decoder layers, an embed- 270

ding size of 512, a feed-forward transformation 271

size of 2048, 8 encoder and 8 decoder heads, a 0.1 272

dropout probability (Srivastava et al., 2014), and 273

the Adam optimizer (Kingma and Ba, 2017), total 274

60M parameters. Due to these slight architectural 275

differences between the baseline training and trans- 276

fer learning models, we consider our comparisons 277

in part 1 preliminary ones. 278

1https://huggingface.co/Helsinki-NLP/opus-mt-es-fi
2https://huggingface.co/Helsinki-NLP/opus-mt-fi-es
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Part 2, English Parent and Finnish Parent:279

The two models compared in answering part 2 are280

(1) the Spanish to Mapudungun child model fine-281

tuned from the pretrained Spanish to English 3 par-282

ent model and (2) the Spanish to Mapudungun child283

model fine-tuned from the pretrained Spanish to284

Finnish parent model. The models in part 2 have285

the same architecture as those in the part 1 transfer286

learning models. However, while in part 1, we nor-287

malize the characters to ASCII (remove diacritics288

like tildes), in part 2, we leave the diacritics inside.289

3.5 Training Specifications290

Part 1, Effect of Transfer Learning: We fine-291

tuned both the arn→es transfer learning model and292

the es→arn transfer learning model from their re-293

spective parent model on the Mapudungun-Spanish294

parallel corpus training subset size of 10,000, and295

with a learning rate of 3e-4, a weight decay of 0.01,296

and a batch size of 8. We trained for three epochs297

each on a single GPU on the Google Cloud Plat-298

form, which took about 21 minutes for the es→arn299

child model and 16 minutes for the arn→es child300

model. The metric for what the best model to save301

during training was validation set BLEU score, and302

chrF score was also reported.303

Part 2, Effect of Parent Agglutinative Sim-304

ilarity: We fine-tuned the two es→arn models305

from the Spanish-Finnish pre-trained model and306

the Spanish-English pre-trained model each on the307

Mapudungun-Spanish parallel corpus training sub-308

set size of 10,000, and with a learning rate of 3e-4,309

a weight decay of 0.01, and a batch size of 8. We310

trained for up to 15 epochs each on a single Google311

Cloud Platform GPU, which took about 1 hour312

and 45 minutes for the Spanish-English pre-trained313

model and 1 hour and 53 minutes for the Spanish-314

Finnish pre-trained model. The metric for what the315

best model to save during training was validation316

set BLEU score, and chrF score was also reported.317

4 Results318

4.1 Part 1: Exploring the Effect of Transfer319

Learning320

The following tables report the test BLEU and chrF321

scores for 10,000 training examples, comparing the322

Duan baseline model (trained from scratch for up to323

200 epochs) with the transfer learning child model324

(fine-tuned from the Finnish-Spanish parent model325

for 3 epochs) for translation in the Mapudungun326

3https://huggingface.co/Helsinki-NLP/opus-mt-es-en

to Spanish (arn→es) direction and the Spanish to 327

Mapudungun (es→arn) direction. 328

Model Test BLEU Test chrF
Baseline 6.26 10

Fine-tuning 10.03 30

Table 1: Effect of Transfer Learning on arn→es Trans-
lation

We observe that, with the same dataset size and 329

original source, the application of transfer learn- 330

ing via a pre-trained parent model leads to higher 331

BLEU (+3.77) and chrF (+20) scores compared to 332

baseline training from scratch in the arn→es direc- 333

tion (Table 1). This aligns with our hypothesis, as 334

we expect some aspects of translating into Spanish 335

to be transferable from the Finnish-Spanish parent 336

model to the child task of translating arn→es. 337

Model Test BLEU Test chrF
Baseline 1.09 10

Fine-tuning 9.77 31

Table 2: Effect of Transfer Learning on es→arn Trans-
lation

Similarly, in the es→arn direction (Table 2), 338

transfer learning results in significantly higher 339

BLEU (+8.68) and chrF (+21) scores. This sup- 340

ports our hypothesis that aspects of translating into 341

Mapudungun are transferable from the Spanish- 342

Finnish parent model to the child task of translat- 343

ing es→arn. This finding also aligns with Duan’s 344

study, which attributes the lower baseline BLEU 345

score in the Spanish to Mapudungun direction to 346

the difficulty of generating text in a polysynthetic, 347

agglutinative language with limited training data 348

(Duan, 2020). 349

4.2 Part 2: Exploring the Effect of Parent 350

Agglutinative Morphological Similarity 351

Table 3 shows the test BLEU and chrF scores for 352

the es→arn translation task using transfer learn- 353

ing from two different parent models: Spanish to 354

English and Spanish to Finnish. 355

Parent Target Test BLEU Test chrF
English 8.07 29
Finnish 8.11 28

Table 3: Effect of Parent Morphological Similarity on
es→arn Translation
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Figure 1: Validation BLEU over Time for

English and Finnish

Training Step (18,750 total)

Figure 2: Validation chrF over Time for

English and Finnish

Training Step (18,750 total)

There does not seem to be a significant differ-356

ence in BLEU or chrF scores between using the357

Spanish-English pre-trained model and the Spanish-358

Finnish pre-trained model as the parent. In fact, the359

Spanish-English parent model performs slightly360

better in terms of chrF score.361

Figures 3 and 4 show the trajectory of valida-362

tion BLEU and chrF scores during training (with363

1,250 steps equivalent to one epoch). The vali-364

dation metrics indicate that the Spanish-English365

pre-trained model might be performing better than366

the Finnish model, with both models plateauing367

around 15 epochs (18,750 steps).368

5 Limitations369

We observe that the BLEU scores for the models us-370

ing transfer learning via a pre-trained parent model371

are higher than their corresponding baseline mod-372

els in both translation directions. Due to slight373

architectural differences between the baseline and374

transfer learning models, our comparison is prelim-375

inary. The baseline model and tokenizer developed376

by Duan et al. (2020) are not publicly available. 377

Nevertheless, prior studies support the benefits of 378

transfer learning (Zoph et al., 2016; Wang et al., 379

2021). Additionally, the baseline paper claims that 380

the lower BLEU score in the Spanish to Mapudun- 381

gun direction is due to the challenges of generating 382

text in a polysynthetic, agglutinative language with 383

limited training data (Duan et al., 2020). There 384

might be a transfer of knowledge when translating 385

into agglutinative languages, but we can not be sure 386

of this claim until the architectural differences and 387

tokenization methods are consistent as in a true 388

experiment. 389

6 Discussion 390

6.1 Tokenization and Vocabulary Analysis 391

The method of tokenization and the corresponding 392

vocabulary significantly impact translation quality. 393

The text cleaning steps, such as removing diacritics, 394

also play a crucial role. For instance, in part 1, re- 395

moving diacritics from Spanish and Mapudungun 396

texts and replacing them with normalized ASCII 397

characters may have simplified translation leading 398

to slightly higher scores. This is particularly rele- 399

vant given the inconsistent use of diacritics in the 400

original dataset (e.g., not using the acute "á" in 401

"más"). 402

The importance of the tokenizer vocabulary is 403

evident when comparing the pre-trained tokenizer 404

to a newly trained tokenizer on Mapudungun text. 405

For example, consider the Mapudungun sentence 406

"Tünkülepürakatun" ("Ahora estoy más calmada" 407

in Spanish, "Now I am more calm" in English). The 408

pre-trained Spanish-Finnish tokenizer produces 409

the tokens ["_T", "ü", "nk", "ü", "le", "p", "ü", 410

"ra", "katu", "n"], which include many single- 411

character tokens. In contrast, the new tokenizer 412

trained on monolingual Mapudungun data gener- 413

ates ["_T", "ün", "küle", "püra", "katun"], captur- 414

ing more meaningful morphemes. According to 415

other contexts in the dataset as well as an online 416

Spanish-Mapudungun dictionary4 and loanword 417

database,5 "tünküle" refers to "calmada" or "tran- 418

quila" ("calm"), "püra" comes from the infinitive 419

"püran" approximating "subir" ("to go up") which 420

may refer to "más" ("more"), and "atun" is a com- 421

mon verb suffix. 422

4https://www.conadi.gob.cl/storage/docs/Diccionario_mapudungun.pdf
5https://wold.clld.org/vocabulary/41
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6.2 Example Translation423

The pretrained Spanish to Finnish model’s perfor-424

mance was unexpectedly lower compared to the425

Spanish to English model. For instance, consider426

the following test dataset example translation:427

Spanish Source Text: Toda la gente lo ve.428

English: All the people see it.429

Mapudungun Translation: Kom che pey.430

Predicted Target (English Parent): Kom che431

pe ngeafuy.432

Predicted Target (Finnish Parent): Che pe433

pape feyu.434

Using online Mapudungun resources 6 and pat-435

terns from the parallel corpus, we infer that "Kom"436

translates to "Toda" (meaning "all") and "che"437

to "la gente" (meaning "the people"). The word438

"pey" is a third-person singular intransitive form439

of "pen" (meaning "to see"). The Spanish-English440

model uses the first-person singular intransitive441

form "pen" with the suffix "geafuy," which might442

relate to an impersonal pronoun or passive voice,443

as in "pigeafuy" ("it is said"). The Spanish-Finnish444

model may have produced the "pepapeyu" which445

we infer relates to "coming to see [something or446

someone]" ("venir" is "to come" and "ver" is "to447

see").448

In some cases, the source Spanish text and target449

Mapudungun translation are similar due to the pres-450

ence of Spanish words in Mapudungun utterances.451

For example:452

Spanish Source Text: y así nunca más En-453

glish: and so never again454

Mapudungun Translation: y femuechi455

nunca ma456

Predicted Target (English Parent): fey tu457

rpu müten458

Predicted Target (Finnish Parent): y asi459

nunca no ma460

In this instance, the child model from the Finnish461

parent produced a qualitatively similar translation462

to the reference compared to that from the English463

parent model.464

6.3 Ethical Note465

As the developer is not a native speaker of either466

Spanish or Mapudungun, there is a possibility of467

inaccuracies in translation that may not be evi-468

dent through quantitative metrics like BLEU scores469

alone. These metrics do not always capture seman-470

tic accuracy, leading to potential mistranslations471

6https://en.wikipedia.org/wiki/Mapuche_language

or cultural misrepresentations. Qualitative analy- 472

ses we aimed to conduct were limited to patterns 473

we found in the dataset and online resources about 474

Mapudungun grammar. Not having a Mapuche 475

community member or Mapundungun speaker on 476

the team was a severe limitation since the aim of 477

this translation project is to aid Mapundungun sur- 478

vival. 479

7 Conclusion 480

Transfer learning on a parent model seems to 481

improve on non-transfer learning for Spanish- 482

Mapudungun translation, even with very limited 483

epochs. There does not seem to be much of a differ- 484

ence in BLEU or chrF scores between English and 485

Finnish as target languages for the parent model. 486

Primary limitations were the difference between 487

the model architecture of the baseline training and 488

transfer learning models in part 1, and the differ- 489

ence in tokenization and vocabulary of the two tri- 490

als in the Finnish vs. English comparison. Perhaps 491

it is the similarity in vocabulary and tokenization 492

that has a bigger influence than morphological sim- 493

ilarity in grammar. Future work would investigate 494

the effect of the tokenization method, extend train- 495

ing epochs, and compare transfer learning results 496

using parent models trained on a variety of lan- 497

guages. Such parent languages could include those 498

with different scripts and morphological structures, 499

such as Arabic, which is also agglutinative but uses 500

a different script, or Quechua, a similarly aggluti- 501

native and polysynthetic language that even shares 502

some loan words, but is another low-resource lan- 503

guage. Most importantly, future work should in- 504

clude active collaborations with Mapuche commu- 505

nities and Mapudungun speakers who can analyze 506

the effectiveness of the translations. By engaging 507

with the community, we can ensure that the tool 508

aligns with their linguistic and cultural values and 509

supports their goals for language preservation and 510

revitalization. 511
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