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ABSTRACT

Large language models (LLMs) are increasingly used as agents for interaction
with external environments. These interplays are commonly facilitated through
various prompting paradigms. However, such paradigms require extended inter-
action traces between the LLMs and the environment, resulting in low task-solving
efficiency. In this work, we integrate speculative sampling (SpS) into the novel Re-
Act paradigm. In particular, we investigate speculative sampling’s impact on the
efficiency of ReAct and the quality of reasoning tasks. Our evaluations using Hot-
PotQA and FEVER datasets demonstrate that implementing speculative sampling
alongside ReAct results in a 2.18x-2.62x acceleration compared to using ReAct
alone, while only introducing a negligible impact on the reasoning abilities1.

1 INTRODUCTION

ReAct (Yao et al., 2023) has demonstrated exceptional performance across various tasks, including
question answering (Yang et al., 2018), fact verification (Thorne et al., 2018), text game (Shridhar
et al., 2021), and webpage navigation (Yao et al., 2022). Despite these successes, the prompt-
based paradigm, which synergizes reasoning and acting in language models, leads to prolonged
task-solving traces. This characteristic ultimately compromises the efficiency of solving tasks.

Recently, speculative sampling (SpS) has been introduced to accelerate the inference process of a
target language model Mp, with an approximate model Mq (Leviathan et al., 2023; Chen et al.,
2023). This method involves three steps: (1) the more efficient model Mq generates approximations
for k tokens, where k ∈ Z+; (2) Mp evaluates all the guesses, accepting those that lead to an
identical distribution; and (3) if all guesses are accepted, Mp samples an additional token from the
adjusted distribution, or, in the event of any rejected guesses, Mp corrects the rejected token. This
procedure ensures the generation of 1 to k + 1 tokens in one run. The acceleration is attributed to
the lower computational and memory bandwidth costs of making these guesses, coupled with a high
likelihood of their acceptance. For example, for a basic text generation task, SpS demonstrates a
2.19x increase in throughput and latency compared to the Llama2 baseline model.

Model Throughput (token/sec) Latency (sec/token) Throughput/Latency Improvement
Llama2-70B 1.28 0.780 -
SpS (k=4) 2.80 0.356 2.19

Table 1: Comparison between Llama2-70B and SpS

While SpS has shown promise in accelerating translation and summarization tasks in the original
literature, its impact on reasoning tasks remains unexplored. In this paper, we investigate whether
SpS can expedite the ReAct paradigm without affecting reasoning quality. This involves incorporat-
ing SpS into ReAct (Figure 1) and evaluating its impact using the HotPotQA and FEVER datasets.
Our findings reveal that SpS, using a combination of Llama2-7B and Llama2-70B models (Tou-
vron et al., 2023), significantly speeds up the question-answering (QA) process within ReAct by an
average factor of 2.18x-2.62x, without compromising the accuracy of the answers.

1Code and data are available at https://github.com/wmd3i/ReAct-SpS
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Figure 1: The integration of SpS within the
ReAct paradigm
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Figure 2: Average runtime of ReAct alone
vs. ReAct with SpS (lower is better)

2 EXPERIMENTS AND RESULTS

2.1 EXPERIMENT SETUP

Dataset Following (Yao et al., 2023), we employ HotpotQA and FEVER to evaluate the reasoning
capabilities. Specifically, we randomly select 150 questions from each dataset. The prompts used in
the QA process comprise multiple thought-action-observation steps (Appendix A.1).

Baseline We combine SpS with ReAct using Llama2-7B (Mp) and Llama2-70B (Mq), and set k =
4 for a balance between speedup and acceptance rate. The Llama2-70B model is chosen as the
baseline. All models are quantized with normalized float 4 and run on 8 NVIDIA A100 80G GPUs.

Measurements We first measure the throughput (the number of tokens generated per second) and
latency (the time taken per token) by comparing the SpS setup against the baseline using short
sentence prompting. Next, we evaluate the average speed and standard deviation of the duration for
each ReAct QA process, as well as the accuracy rate of the answers. The correctness is determined
by exact match (EM). Due to hardware constraints, we impose a 2048 token limit for the QA process,
and mark a process as failed if the limit is reached. Additionally, we limit ReAct to 7 steps for each
QA process, as further steps do not necessarily yield improved results.

2.2 RESULTS AND OBSERVATIONS

Consistent with the 2.19x increase in speed outlined in Table 1, SpS also significantly enhances
the QA process. Here, we observe a considerable acceleration in the average QA duration – 2.18x
for HotPotQA and 2.62x for FEVER. Additionally, there is a notable reduction in the standard
deviation by a factor of 2.47x for HotPotQA and 2.97x for FEVER (Figure 2). These improvements
collectively contribute to more stable and predictable QA durations.

As Appendix A.2 shows, both methods achieve the same accuracy - 0.25 for HotPotQA and 0.53
for FEVER. Despite the uniformity in FEVER evaluations, a close examination of HotPotQA traces
reveals that the only differences occur when handling Q7 and Q14. As detailed in Appendix A.3,
the ReAct method correctly answers Q7, while SpS does not. Conversely, SpS successfully answers
Q14, which the ReAct method fails to do.

3 CONCLUSION

By integrating SpS into the ReAct paradigm, we achieve a significant acceleration in QA process-
ing, ranging from 2.18x to 2.62x. Despite this efficiency gain, we observe only a minor impact
on reasoning quality, suggesting a promising balance between speed and accuracy in LLM perfor-
mance. Our approach is model-agnostic, and as future work, we plan to extend to other prompting
paradigms such as Chain-of-Thought (Wei et al., 2022), Reflexion (Shinn et al., 2023) and Com-
poserX (Deng et al., 2024). Another avenue of research will explore incorporating mechanisms like
PID control (Chen et al., 2024) to improve the robustness of SpS.
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A APPENDIX

A.1 PROMPTS

HotpotQA Prompts
Original

Question Musician and satirist Allie Goertz wrote a song about the “The Simpsons”
character Milhouse, who Matt Groening named after who?

Answer Richard Nixon
Question Which magazine was started first Arthur’s Magazine or First for Women?
Answer Arthur’s Magazine
ReAct

Question Musician and satirist Allie Goertz wrote a song about the “The Simpsons”
character Milhouse, who Matt Groening named after who?

Thought 1 The question simplifies to “The Simpsons” character Milhouse is named
after who. I only need to search Milhouse and find who it is named after.

Action 1 Search[Milhouse]
Observation 1 Milhouse Mussolini Van Houten is a recurring character in the Fox ani-

mated television series The Simpsons voiced by Pamela Hayden and cre-
ated by Matt Groening.

Thought 2 The paragraph does not tell who Milhouse is named after, maybe I can look
up “named after”.

Action 2 Lookup[named after]
Observation 2 (Result 1 / 1) Milhouse was named after U.S. president Richard Nixon,

whose middle name was Milhous.
Thought 3 Milhouse was named after U.S. president Richard Nixon, so the answer is

Richard Nixon.
Action 3 Finish[Richard Nixon]
Question Which magazine was started first Arthur’s Magazine or First for Women?
Thought 1 I need to search Arthur’s Magazine and First for Women, and find which

was started first.
Action 1 Search[Arthur’s Magazine]
Observation 1 Arthur’s Magazine (1844-1846) was an American literary periodical pub-

lished in Philadelphia in the 19th century.
Thought 2 Arthur’s Magazine was started in 1844. I need to search First for Women

next.
Action 2 Search[First for Women]
Observation 2 First for Women is a woman’s magazine published by Bauer Media Group

in the USA.[1] The magazine was started in 1989.
Thought 3 First for Women was started in 1989. 1844 (Arthur’s Magazine) ¡ 1989

(First for Women), so Arthur’s Magazine was started first.
Action 3 Finish[Arthur’s Magazine]

FEVER Prompts
Original

Claim Nikolaj Coster-Waldau worked with the Fox Broadcasting Company.
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FEVER Prompts - Continued from the previous page
Label SUPPORTS
Claim Stranger Things is set in Bloomington, Indiana.
Label REFUTES
ReAct

Claim Nikolaj Coster-Waldau worked with the Fox Broadcasting Company.
Thought 1 I need to search Nikolaj Coster-Waldau and find if he has worked with the

Fox Broadcasting Company.
Action 1 Search[Nikolaj Coster-Waldau]
Observation 1 Nikolaj William Coster-Waldau (born 27 July 1970) is a Danish actor and

producer. He graduated from the Danish National School of Performing
Arts in Copenhagen in 1993,[1] and had his breakthrough role in Den-
mark with the film Nightwatch (1994). He played Jaime Lannister in the
HBO fantasy drama series Game of Thrones, for which he received two
Primetime Emmy Award nominations for Outstanding Supporting Actor in
a Drama Series.. Coster-Waldau has appeared in numerous films in his na-
tive Denmark and Scandinavia, including Headhunters (2011) and A Thou-
sand Times Good Night (2013). In the U.S, his debut film role was in the
war film Black Hawk Down (2001), playing Medal of Honor recipient Gary
Gordon.[2] He then played a detective in the short-lived Fox television se-
ries New Amsterdam (2008), and appeared in the 2009 Fox television film
Virtuality, originally intended as a pilot.

Thought 2 Because he “appeared in the 2009 Fox television film Virtuality”, he should
have worked with the Fox Broadcasting Company.

Action 2 Finish[SUPPORTS]
Claim Stranger Things is set in Bloomington, Indiana.
Thought 1 I should search for Stranger Things, and see if it is set in Bloomington,

Indiana.
Action 1 Search[Stranger Things]
Observation 1 Stranger Things is an American science fiction horror drama television se-

ries created by the Duffer Brothers. Set in the 1980s, primarily in the fic-
tional town of Hawkins, Indiana, the series centers on a number of myster-
ies and supernatural events occurring around the town and their impact on
an ensemble of child and adult characters.

Thought 2 The observation says that it is set in a “fictional town of Hawkins, Indiana”,
so it is not set in Bloomington.

Action 2 Finish[REFUTES]

A.2 QA ACCURACY RATE

Method HotPotQA FEVER
ReAct 38/150 (0.25) 80/150 (0.53)
ReAct (SpS, k=4) 38/150 (0.25) 80/150 (0.53)

Table 2: Proportion of correctly answered questions from HotPotQA and FEVER

A.3 BASELINE AND SPS HOTPOTQA TRACES

Question 7 Traces
Llama70B (baseline)

Question Jaclyn Stapp is married to the former frontman of a band that disbanded in
what year?

Thought 1 I need to search Jaclyn Stapp and find who she is married to, and when the
band disbanded.

Action 1 Search[Jaclyn Stapp]
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Question 7 Traces - Continued from the previous page
Observation 1 Jaclyn Nesheiwat Stapp (born July 29, 1980) is a beauty queen and fashion

model. She is married to Scott Stapp, the singer of the band Creed and
current solo touring artist. Her titles include Mrs. Florida America 2008,
Miss New York USA 2004. In 2010 she wrote a children’s book, Wacky
Jacky: The True Story of an Unlikely Beauty Queen. She is executive di-
rector of The Scott Stapp With Arms Wide Open Foundation, and founder
of CHARM (Children Are Magical) by Jaclyn Stapp, which was formed to
raise awareness of issues with which children deal and to provide under-
privileged youth help with education.

Thought 2 Jaclyn Stapp is married to Scott Stapp, the singer of the band Creed. I need
to search Creed and find when they disbanded.

Action 2 Search[Creed]
Observation 2 Could not find [Creed]. Similar: [‘Creed’, “Assassin’s Creed”, ‘Nicene

Creed’, “Apostles’ Creed”, ‘Creed (band)’, ‘Creed (film)’, ‘Creed Broth-
ers’, ‘Creed III’, “Assassin’s Creed (video game)”, “Assassin’s Creed Syn-
dicate”]

Thought 3 Creed (band) was an American rock band formed in 1995 and disbanded in
2004.

Action 3 Finish[2004]
SpS (our approach)

Question Jaclyn Stapp is married to the former frontman of a band that disbanded in
what year?

Thought 1 I need to search Jaclyn Stapp and find who she is married to, and when the
band disbanded.

Action 1 Search[Jaclyn Stapp]
Observation 1 Jaclyn Nesheiwat Stapp (born July 29, 1980) is a beauty queen and fashion

model. She is married to Scott Stapp, the singer of the band Creed and
current solo touring artist. Her titles include Mrs. Florida America 2008,
Miss New York USA 2004. In 2010 she wrote a children’s book, Wacky
Jacky: The True Story of an Unlikely Beauty Queen. She is executive di-
rector of The Scott Stapp With Arms Wide Open Foundation, and founder
of CHARM (Children Are Magical) by Jaclyn Stapp, which was formed to
raise awareness of issues with which children deal and to provide under-
privileged youth help with education.

Thought 2 Jaclyn Stapp is married to Scott Stapp, the singer of the band Creed. I need
to find when Creed disbanded.

Action 2 Search[Creed disbanded]
Observation 2 Could not find [Creed disbanded]. Similar: [‘Creed (band)’, ‘Mark

Tremonti’, ‘Scott Stapp’, ‘Creedence Clearwater Revival’, ‘Brett Hestla’,
‘Full Circle (Creed album)’, ‘Xavier Woods’, “List of Assassin’s Creed
characters”, ‘Doug Clifford’, ‘Weathered’]

Thought 3 I cannot find when Creed disbanded, so I cannot answer the question.
Action 3 Finish[Unable to answer]

Note: The answer key is [2004]. The baseline correctly answers Q7 but SpS does not.

Question 14 Traces
Llama70B (baseline)

Question Lollipop Chainsaw featured Juliet Starling, who was voiced by a Canadian-
American actress who has done voice roles for what Teen Titans spinoff
series?

Thought 1 I need to search Juliet Starling and find who voiced her.
Action 1 Search[Juliet Starling]
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Question 14 Traces - Continued from the previous page
Observation 1 Could not find [Juliet Starling]. Similar: [‘Lollipop Chainsaw’, ‘Jessica

Nigri’, ‘Tara Strong’, ‘Juliet (disambiguation)’, ‘Highschool of the Dead’,
‘Chainsaws in popular culture’, ‘Tara Strong filmography’, ‘Starling (dis-
ambiguation)’, ‘List of cosplayers’, ‘List of Highschool of the Dead char-
acters’]

Thought 2 I cannot find Juliet Starling, maybe I can search the voice actress.
Action 2 Search[Tara Strong]
Observation 2 Tara Lyn Strong (née Charendoff; born February 12, 1973) is a Canadian

and American actress. She is known for her voice work in animation, web-
sites, and video gameı̈s. Strong’s voice roles include animated series such
as The New Batman Adventures, Teen Titans, Teen Titans Go!, Rugrats,
The Powerpuff Girls, The Fairly OddParents, The Proud Family, Xiaolin
Showdown, Ben 10, Chowder, Wow! Wow! Wubbzy!, My Little Pony:
Friendship Is Magic, Unikitty!, and DC Super Hero Girls. She has also
voiced characters in the video games Mortal Kombat X, Ultimate Mar-
vel vs. Capcom 3, Jak and Daxter, Final Fantasy X, X-2, Blue Dragon,
and Batman: Arkham. She has earned Annie Award and Daytime Emmy
nominations and won an award from the Academy of Interactive Arts &
Sciences.

Thought 3 Tara Strong has done voice roles for Teen Titans and Teen Titans Go!.
Action 3 Finish[Teen Titans]
SpS (our approach)

Question Lollipop Chainsaw featured Juliet Starling, who was voiced by a Canadian-
American actress who has done voice roles for what Teen Titans spinoff
series?

Thought 1 I need to search Juliet Starling and find out who voiced her.
Action 1 Search[Juliet Starling]
Observation 1 Could not find [Juliet Starling]. Similar: [‘Lollipop Chainsaw’, ‘Jessica

Nigri’, ‘Tara Strong’, ‘Highschool of the Dead’, ‘Juliet (disambiguation)’,
‘Tara Strong filmography’, ‘Chainsaws in popular culture’, ‘Starling (dis-
ambiguation)’, ‘List of cosplayers’, ‘List of Highschool of the Dead char-
acters’]

Thought 2 I cannot find Juliet Starling, maybe I can search the voice actress.
Action 2 Search[Tara Strong]
Observation 2 Tara Lyn Strong (née Charendoff; born February 12, 1973) is a Canadian

and American actress. She is known for her voice work in animation, web-
sites, and video games. Strong’s voice roles include animated series such
as The New Batman Adventures, Teen Titans, Teen Titans Go!, Rugrats,
The Powerpuff Girls, The Fairly OddParents, The Proud Family, Xiaolin
Showdown, Ben 10, Chowder, Wow! Wow! Wubbzy!, My Little Pony:
Friendship Is Magic, Unikitty!, and DC Super Hero Girls. She has also
voiced characters in the video games Mortal Kombat X, Ultimate Mar-
vel vs. Capcom 3, Jak and Daxter, Final Fantasy X, X-2, Blue Dragon,
and Batman: Arkham. She has earned Annie Award and Daytime Emmy
nominations and won an award from the Academy of Interactive Arts &
Sciences.

Thought 3 She has earned Annie Award and Daytime Emmy nominations and won an
award from the Academy of Interactive Arts & Sciences.

Action 3 Finish[Teen Titans Go!]

Note: The answer key is [Teen Titans Go!]. SpS correctly answers Q14 but the baseline does not.

7


	Introduction
	Experiments and Results
	Experiment Setup
	Results and Observations

	Conclusion
	Appendix
	Prompts
	QA accuracy rate
	Baseline and SpS HotPotQA traces


