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ABSTRACT

We theoretically analyze a convex variant of two-layer ReL U neural networks and
how it relates to the standard formulation. We show that the formulations are
equivalent with respect to their output values for a fixed dataset and also behave
similarly during gradient-based optimization as long as the weights on the first
layer of standard networks do not change too much, which is a common assump-
tion for their convergence to an arbitrarily good solution. We further show that
for any two-layer ReLU neural network, even considering those of infinite width,
there exists a (weighted) network of width O(n%~1) with the same output value on
all data points. Furthermore, these finite networks have exactly the same eigenval-
ues A of their neural tangent kernel (NTK) matrix and the same NTK separation
margin +y as in the infinite width limit. After handling these preliminaries, we get
to our main results: We give a (1 + ¢) approximation algorithm for the separation
margin  which was not known how to evaluate in general and we study two data
examples: 1) a circular example for which we strengthen an Q(y~2) lower bound
against previous worst-case width analyses; 2) a hypercube example that can be
perfectly classified by the convex network formulation but not by any standard
network, distinguishing their expressibility.

1 INTRODUCTION

The theory of neural networks is an active field of research with intriguing open questions. One
important direction studies relatively ’simple’ neural networks with only two layers, which allows
a tractable formal treatment, while so called universal approximator theorems (Shalev-Shwartz and
Ben-David, 2014) ensure that their expressive power is not limited compared to deep networks
when two-layer networks are sufficiently wide. A property of two-layer neural networks with ReLU
activation is that in the infinite width limit their kernel matrix and corresponding feature mapping
computed on the first layer become stationary and the optimization problem becomes convex, given
that the loss function used for training is convex (Jacot et al., 2018). This holds for an array of
popular loss functions such as squared loss for regression and logistic loss for classification. A
standard gradient descent can thus optimize up to arbitrarily small error in neural tangent kernel
(NTK) space (Jacot et al., [2018). Unfortunately, convexity does not persist when their width is
finite. The main issue lies in changing neuron activations when the network parameters are adjusted
during optimization. However, gradient descent (GD) is popular and surprisingly successful for non-
convex neural network optimization. It is thus very important to find theoretical explanations for this
phenomenon (Li and Liang, 2018]). To this end, our paper analyzes theoretically a formulation that
we call convex two-layer ReLU neural networks. They are almost equivalent to the standard non-
convex formulation under mild assumptions to be specified later. In particular, they require the same
size and width as the standard formulation up to a factor of two. Thus any bound on their width
implies a bound for the standard setting as well. At the same time they allow significantly simplified
theoretical analyses since by decoupling the weight vectors to be trained from the orientation vectors
that determine neuron activations, the training problem is convex for arbitrary convex loss functions.

Related work An ever-growing series of theoretical works study necessary and sufficient condi-
tions on the width of standard two-layer ReLU networks such that GD converges to arbitrarily small
error despite the non-convex optimization problem.

A large body of work studied convergence results for over-parameterized neural networks (Li and
Liang, 2018; Du et al.| 2019c; |Allen-Zhu et al., 2019czb; |Du et al., 2019b; |Allen-Zhu et al., 2019a;
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Song and Yang, 2019; [Arora et al., 2019bja} [Cao and Gul 2019b} [Zou and Gu, 2019; Du et al.
20194} [Lee et all, 2020; [Huang and Yau, 2020} [Chen and Xu, 2020} Brand et al, 2021}, [Li et al.

2021§Song et al,2021)). Early works proved the first finite upper bounds on the network width m,
i.e., the number of neurons in the hidden layer (Li and Liang| [2018). (Du et all, [2019a) achieved
m = O(A"n®), where )\ denotes the smallest eigenvalue of the (NTK) kernel matrix, and n is the
number of input points. This was improved to m = O(A~*n*) (Oymak and Soltanolkotabi, [2020}

Song and Yang, [2019).

Under the additional assumption that the data points are pairwise almost orthogonal,
improved to m = O(A~%n?). Various data distributions such as uniform points on the
sphere, or random hypercube vertices yield similar properties. Remarkably, if the standard Gaussian
initialization of the weights on the first layer is coupled, where every Gaussian vector is copied
once with positive and once with negative sign, then even m = O(n/d) could be shown under
the aforementioned data distributions (Oymak and Soltanolkotabi, 2020; [Fiat et al.l 2019; Daniely
2020), or similar assumptions (Bubeck et al., 2020). (Kawaguchi and Huang| [2019} [Zhang et al.
2021)) also claim linear bounds in restricted settings, but no general guarantees.

It is important to continue work on the width of two-layer neural networks in the worst-case and
without distributional assumptions, because we usually train our networks on arbitrary data and we
are not a priori aware of simplifying structure in the data that could be exploited. In the worst-
case setting, where arbitrary data in arbitrary dimension d > 2 is allowed, a lower bound of Q(n)
has been shown in (Munteanu et al., 2022), which is larger than the aforementioned O(n/d) upper
bounds under various assumptions. On the positive side, the m = O(A~*n*) worst-case bound
of (Song and Yang, [2019) was improved to m = O(A~2n?) by combining their analysis with a
coupled initialization (Munteanu et al.| 2022). The gap between linear and quadratic was left as an
open problem. To our knowledge, it is still the state of the art for distribution-independent worst-
case bounds. A recent work (Karhadkar et al., [2024) studied eigenvalues of the NTK kernel matrix
at initialization and also ran into a linear vs. quadratic gap.

The above works focused on general convex or specifically on squared loss which is standard for
regression tasks. This was complemented by the logistic loss for binary classification. Separability
assumptions for two-layer ReLU networks and smooth loss functions led to polynomial dependen-
cies of the width m on n in [2019bza; [Allen-Zhu et all,2019a; [Nitanda et al., 2019). A
breakthrough result (Ji and Telgarskyl, [2020) established a polylogarithmic dependence on . In this
under-parameterized regime for classification, a parameter - captures the maximum classification
margin of the NTK. The upper bound of m = O(y~8logn) was complemented by a lower bound
of m = Q(v'/?) against NTK analyses in (Ji and Telgarskyl |2020|). Combining with the coupled
initialization technique, (Munteanu et al., 2022) improved the upper bound to m = O(y~2logn)
and corroborated tightness by a Q(~~~) lower bound against the standard initialization analysis. The
general lower bound was improved to an unconditional m = Q(y~') and m = Q(y~!logn) was
established against NTK analyses. Generalization errors with SGD and gradient flow with quadratic
O(7~2) dependence followed shortly after by using slightly different analysis
methods, that allow for more movement than typical NTK analyses. To the best of our knowledge,
the bounds of (Munteanu et al.} 2022} [Telgarskyl, [2022) are the current state of the art in the worst-
case without distributional or geometric data assumptions, and the quadratic vs. linear gap is an
unresolved open problem in this regime.

Early convex formulations of neural networks are due to (Bengio et al., [2005) who leverage con-
vexity in the measure space to develop a training algorithm that iteratively adds neurons. (Bach),
leverage convexity to show that infinitely wide neural networks can break the curse of dimen-
sionality. More recently, (Pilanci and Ergenl 2020) developed a finite-width convex reformulation
for two-layer ReLU networks using duality theory. Their approach is based on enumerating all
activation patterns encoded in cones. A significant body of work has developed ever since, includ-
ing extensions to vector outputs (Sahiner et all, 2021])), polynomial activations (Bartan and Pilanci,
[2023)), threshold activations (Ergen et al., 2023), and constrained optimization (Prakhya et al.,[2025).
Most relevant are (Mishkin et al.,2022; Dwaraknath et al.,[2023) that draw connections to the NTK.

The notion of convex neural networks instead of the well-known gated neural networks is used
to emphasize the property of allowing for convex training, which is of uttermost importance to
our work. However, we note that two-layer gated ReL.U neural networks denote the same family
of networks as our convex formulation. Decoupling activation from the linear mapping was first
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proposed by (Fiat et al.| 2019), who called it gated linear unit. Their architecture is different from
ours because they do not merge parameters on the two layers. As a result, the optimization problem
is non-convex. (Mishkin et al.,[2022) merges the parameters to obtain a convex model that they call
gated ReLU network. They study connections between gated ReLU networks and standard ReLU
networks based on convex cone programs and duality theory. Our work follows a different, more
direct approach. We focus on gradient descent analysis, the explicit functional network formulations
and their geometric interpretation. While we focus on two-layer ReLU networks, (Chen et al.
20215 Bartan and Pilanci} 2023) extend to multi-layer networks with ReLU activation. Furthermore,
(Fiat et al., |2019) provide experiments showing that gated networks perform similar to standard
neural networks even for small width and (Mishkin et al., [2022)) compares different optimization
approaches for convex neural networks.

Convex two-layer networks have remarkable similarities to random feature models (RFMs), (Rahimi
and Recht] 2007;Rudi and Rosascol [2017). Crucially, only the output weights of RFMs are trainable
which considerably limits their expressibility (Yehudai and Shamir} 2019; |Gonon, [2023)).

2 PRELIMINARIES ON NEURAL NETWORKS

Two-layer ReLU networks A two-layer ReLU network consists of a set of weights wy, . .., w,, €
R? for the first layer and weights a1, ..., a,, € {—1, 1} for the second layer. These can be summa-
rized as (W, a) € R™*4 x {—1,1}™. We will also use the notion of a weighted two-layer ReLU
network (W, a, p) if we have an addltlonal weight vector p € [0, 1]”. We will usually assume that
S =P =1 and in particular the unweighted case is the special case where we set all p; = %
and omit p from the notation for simplicity. We will refer to m as the width of the network, which
is an important parameter in the context of convergence analyses of gradient descent based neural
network training. The classification of a point x € R? by the network (W, a, p) is then given by

Fs(W.a,p) =377 pjayte,w) 1w, w;) > 0],

where 1[r > 0] = 1 if r > 0 and 0 otherwise. This simplifies by omitting p in the uniform case.

For training and evaluating a network, we are given n data points 1, . . ., x,, € R? and binary labels
Y1y Yn € {—1,1} or real-valued targets yi,...,y, € R depending on the task at hand. We
adopt the common standard assumptions that ||z;|| = 1 and |y;| € O(1) for all i € [n]. We note

that there are different normalizations in the literature. For instance a common normalization (Du
et al.,[2019c¢; |Song and Yang, [2019; Ji and Telgarsky, [2020) is given by 1/1/m. We normalize by
1/m unless stated otherwise, which has the same effect if every weight is rescaled by /m since it
cancels the additional 1/+/m factor. This simplifies our analyses and is equivalent, see Appendix

We specify a loss function Ls(W) = Y7 U(y;, f(W,a,x;)), as a sum of individual losses. We
will focus on the following choices. The logistic loss is often used for binary classification and is
defined as £(v1,v2) = In(1 + exp(—v1v2)). The squared loss is given by £(vi,v2) = (vy — v2)?
and is often used for regression with continuous target. Note that both are convex. Most of our
analyses hold for arbitrary convex losses and it will be made clear when we focus on logistic loss.

Convex two-layer ReLU networks In the infinite width limit, NTK theory (Jacot et al., 2018)
ensures a stationary kernel and convexity of the training problem. This implies that gradient descent
in the functional space converges to a globally optimal zero-error solution. Most, if not all, theo-
retical convergence results on gradient descent for training finite width two-layer ReLU networks
(Du et al., [2019c¢; [Song and Yang, [2019; |J1 and Telgarsky, |2020) use the structural property that for
almost all data points x;, ¢ € [n] and weight vectors w;, j € [m], the activation of neurons, i.e., the
indicator 1[(z;,w;) > 0] does not change during optimization. We note that this is the only source
violating the convexity of the overall loss function Lg, given that the individual loss function ¢ is
convex.

This motivates us to analyze a variant that we call convex two-layer ReLU networks, also known as
gated ReLU networks (Fiat et al.,|2019; [Mishkin et al.,[2022), where the activation is changed to stay
constant after an initial random initialization. In addition to the set of weight vectors w1, ..., w,, €
R?, we use a set v1,...,v,, € R of orientation vectors that control the activation of neurons
independently of the current choice of the corresponding weight vectors w;. The parameterization
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of such a convex network will be summarized as a pair of two matrices (V, W) € R™*4 x Rm*d,
The classification of a point = € R? is then given by

fV,W,p,z) = Z;ﬂ

_, Pite,wi)1[{z, v5) > 0],

for an additional vector p € [0,1]™,||p|l1 = 1 weighting the contributions of neurons. We omit p in
the uniform case as before. Due to the more complex activation function, we also do not need the
sign vector a for the second layer, or equivalently set a; = 1 for all j € m.

We initialize all weight vectors in W to be 0. The orientation vectors V' are initialized as usual
for standard networks by drawing i.i.d. standard Gaussians. Crucially, the activations determined
by V' do not change during optimization after initialization. Only the weights W are optimized
using a standard gradient descent update rule that iteratively minimizes the loss function L(W) =
L(V,W) =", €(yi, f(V,W,z;)), where  is an individual convex loss function as before.

Note that, in contrast to Lg, if £ is convex then L(W) is also convex, since for any fixed choice of
V € R™*4 any two weight matrices W, W’ € R™>% and any ¢ € [0, 1], it holds that

LW + (1 — )W)

n

=3 Uy fVAW + (1 - )W Z[(yz,%le,tw] +(1-btw >1[<x,vj>>o])

1 —

o
Il

(o L3 il > 0+ LoD S wifeny) > 0)

-

] m j=1 m j=1
<> tt(vs % > w1l g) > 0]) + (1 -0y, % > upilev) > 0])
= ti(W) + (1= t)L(W").

By fixing the orientation vectors V', we thus remove the issue where the activation causes a non-
convex structure in the standard version of two-layer ReLU networks. We also note that not all
convex two-layer ReLU networks can be represented by regular two-layer ReLU networks. How-
ever, we will show that they behave very similarly to two-layer ReLU networks under mild standard
conditions that were used in previous literature to derive convergence results.

Motivation of convex two-layer ReLU networks Our motivation for theoretically analyzing con-
vex two-layer ReLU networks is to show that under mild conditions they are almost equivalent to
the standard setting. Due to convexity, standard convergence analyses apply after successful initial-
ization. By the equivalence they considerably simplify the theoretical analysis of standard two-layer
ReLU neural networks regarding their width by reducing the analysis solely to the initialization.
Further, our aim is to gain deeper insights into the role of the orientation and activation vectors for
neural networks at initialization. This allows us to considerably strengthen results on the remaining
linear vs. quadratic gaps on the width of two-layer ReLU networks that could not be resolved with
previous approaches of (Munteanu et al., 2022; |[Karhadkar et al., [2024)).

Advantages Convex two-layer ReLU networks allow a considerably simpler theoretical analysis
since under any convex loss function their optimization remains convex. This is achieved by decou-
pling the weights that are optimized from the weights that control the activation of hidden neurons.
Further, every standard two-layer ReLU network (W, a) can be simulated by a convex two-layer
ReLU network (V, W) that yields the same classification function for all z € RY. The opposite
direction is not true, since there exist datasets that can be classified correctly by convex two-layer
ReLU networks but cannot be classified correctly by any standard two-layer ReLU network, see
Theorem But under mild conditions on the relationship between data and orientation vectors
V, a convex two-layer ReLU network (V, W) of width m can be simulated by a standard two-layer
ReLU network (W', a) of width 2m that yields the same classification function on the input data.

Disadvantages Convex two-layer ReLU networks require twice the memory of standard two-layer
ReLU networks since we have to store two instead of just one vector for each hidden neuron. We
note that the degrees of freedom remain the same since only one set of parameters is optimized.
Further, they heavily depend on the initial choice of orientations that stay fixed during optimization.
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We note that the latter disadvantage is not very restrictive. While standard two-layer ReLU networks
adapt their weights and activations simultaneously, most, if not all theoretical analyses require that
in fact almost all their activations do not change during optimization (Du et all, 2019¢; [Song and
[Yang| 2019; [Ji and Telgarsky, [2020). Available initializations ensure desirable properties with high
probability. Many in-depth analyses thus focus on properties of a successful initialization, and one
can assume that the subsequent optimization converges, cf. (Karhadkar et al.| [2024).

2.1 CONTRIBUTIONS AND ROADMAP

We state our three main contributions as follows:

1) We give an algorithm based on gradient descent on convex neural networks (NNs) that approxi-
mates the margin parameter vy of standard non-convex NNs. Evaluating or approximating -y was only
known to be possible before in a few analytically tractable cases (Ji and Telgarskyl [2020; [Munteanu

et al] 2022} [Telgarsky} 2022).
2) We improve the quadratic m = (y~2) worst case width lower bound of (Munteanu et al., 2022)

to not only hold against the standard perfect NTK separator, but against any perfect NTK separator
that is not adaptive to the initial weights. This new lower bound thus holds against all upper bound
analyses since adaptivity has not yet been explored.

3) Along the way, we analyze and establish novel theoretical properties of convex (resp. gated) two-
layer ReLU neural networks, in particular their close connection to standard two-layer ReLU neural
networks and their NTK properties.

All missing details and formal proofs are in the appendix. The rest of our paper is structured as
follows:

e In Section [3| we define a data dependent set of cones Sy(X). We use the cones to show that
the convex and standard variants of two-layer ReLU networks are almost equivalent. We also
show that any (possibly infinitely wide) network is equivalent to a network of finite width at most
|So(X)| = O(n?).

e In Section ] we study two common parameters, the NTK separation margin ~ and the smallest
eigenvalue A of the NTK kernel matrix. We show that there exist weighted two-layer ReLU net-
works of width at most |Sy| for which the infinite width limits of these parameters are attained.

e In Section 5] we show that for the networks studied in Section [3|the gradient and weight updates
are similar as long as the weights of standard networks do not change neuron activations too much.

e In Section [} we consider gradient descent for optimizing convex two-layer ReLU net-
works of small width with logistic loss for binary classification. In particular, we show
that standard gradient descent converges to a network (V,W) that satisfies (1 + &)y >
min;ep, yi f (V, W/ max;epm [|[wjll2, ;) > (1 — €), thus providing a provable approximation
algorithm for calculating ~.

e In Section [7} we consider two datasets: 1) we study the alternating points on the circle data to
show that existing non-adaptive techniques for proving m = O(y~2) (omitting parameters other
than ) cannot give a bound of O(y~(2~9)), for any § > 0, as we show that any perfect NTK sepa-
rator mapping must be chosen adaptively to the initial weights unless m = Q(y~2).

2) we study the three-dimensional hypercube with parity labels data and show that convex two-layer
ReLU networks can perfectly classify this data using orientations that are orthogonal to data points,
while any standard two-layer ReLU network must have at least one misclassification.

3 CONES AND EQUIVALENCE OF CONVEX AND STANDARD NETWORKS

The following lemma shows that the two variants of neural networks are very similar in the sense
that standard ReLU networks can be simulated by convex ReLLU networks such that all points in
the dataset evaluate to the same classification (resp. target value). The reverse simulation is also
possible albeit under a factor two blow-up of the width and under a mild condition on the relation-
ship between data and orientation vectors V. Related, though different uni-directional equivalences

appeared in (Mishkin et all [2022; [Pilanci and Ergen| [2020; [Mishkin and Pilanci, [2023). Our result

was previously unknown and establishes a bi-directional equivalence.
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Theorem 3.1. For any two-layer ReLU network (W', a) € R™*? x {—1,1}™ there exists a
convex two-layer ReLU network (V,W) € R™*4 x R™*4 sych that for all x € R? it holds
that f(V,W,z) = fs(W', a,x). Further, for any convex two-layer ReLU network (V,W) €
R™*d 5 R™*4 sych that for any i € [n],j € [m] it holds that (z;,v;) # O, there exists a
two-layer ReLU network (W', a) € R?™*4 x {—1,1}>™ such that for any i € [n)] it holds that
fS(W/7a7xi) = f(‘/amfa‘rz)

Note that for the first transformation, the number of hidden neurons stays the same. But in the
other direction the number grows from m to 2m. Also note that in the set of functions that standard
networks represent, can also be represented by convex networks. In particular this implies that the
ability of generalization is at least preserved. In the other direction, the equivalence of functions is
restricted to training data, which is due to higher expressibility of convex networks, cf. Theorem[7.3}

Most of our analysis will be centered around the following data-dependent definition of cones, which
is originally due to (Munteanu et al.}[2022). We define for any subset U C [n] a cone

C(U)=CU,X)={z cR| (x,2;) > 0iffi € U}.
We remark that the disjoint union of all cones satisfies UUC C(U) = R9 and it holds that C(()) =
{x € R? | (x,2;) < Oforalli € [n]}. We set Sy := So( ) ={CWU)|U C [n],C(U) # 0}. By
definition we have |Sy| < 2™, but as a direct consequence of Theorem 1 in (Cover, |1965) it follows
that | S| is actually bounded by O(n9~1). We include a proof in the appendix for completeness.
Lemma 3.2. For any dataset X it holds that |So(X)| < 4n?~. Further if X is in general position
andn > d > 2, i.e., any subset of d points is linearly independent, then |So(X)\ {0}| = k 0 (k)

The following lemmas are novel and show that if our dataset is finite, then for every (convex) two-
layer ReLU network there exists a (convex) two-layer ReLU network of width at most |Sy| =
O(n~1) such that their classification is the same for all z;,i € [n]. The idea is that in fact we need
only one orientation vector in each cone that is hit by at least one orientation in the original network,
which reduces their remaining analysis to the set of cones in Sy rather than all orientation vectors.

Lemma 3.3. For any convex two-layer ReLU network (V,W) € R™*4 x R™*4 [et Sy, = {C €

So | 3j € [m]:v; € C}andm' = |Sy| < min{m, |So|}. Then there exists a convex two-layer

ReLU network (V',W') € R™*d x R™ %4 together with weights pi, ..., pm: such that for all
€ [n] it holds that

1 m m
FV, W, z;) = = Z zi, w;)1[(z;,v;) > 0] = ij@ci,w;-} (zi,v)) >0 = f(V/, W', p,x;).

We note that the weights are not necessary to obtain the result as we can replace wg by w; “pj-
However, if we take the derivative with respect to w;, using the weighted version simplifies the
presentation and allows us to argue that the gradient also remains the same.

We have an equivalent novel result for standard two-layer networks. However, up to technical details
including the weights, it also follows if we transform the standard network to a convex network by
Theorem[3.1] then adjust (reduce) its size using Lemma[3.3]and then apply Theorem 3.1]again to get
the equivalent standard two-layer network.

Lemma 3.4. For any two-layer ReLU network (W,a) € R™*4 x {—1,1}" let Sy = {(C,a0) €
So x {—=1,1} | 3j € [m] : w; € C} and m' = |Sy| < min{m,2|Sy|}. Then there exists a
two-layer ReLU network (W', d’) € R™ %d 5 Rm' xd together with weights p1, ..., pm such that
forall z;,i € [n] it holds that

1 m
fsWa,zi) = — Zjd aj{zi, wi) (i, w;) > 0]

= Zj:l pj<x’uw2>1[<x’mw;> > O] = fS(W/7a/7P7 mz)

4 SEPARATION MARGIN AND THE SMALLEST EIGENVALUE OF THE NTK

In this section, we define our versions of the two parameters that are used to bound the width of
two-layer ReLU networks for binary classification with logistic loss and regression with squared
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loss. We first define the smallest eigenvalue of the NTK A introduced in (Du et al., [2019c). We
note that A is tightly related to separation and collinearity conditions studied earlier, e.g. in (L1 and
Liang] 2018}, |Oymak and Soltanolkotabi, [2020).

Smallest eigenvalue of the NTK kernel matrix The NTK kernel matrix H € R™*" is defined as
in previous work by

Hij = Eono,n (i, 25) 123, 0) > 0, (z;,v) > 0]]
We set A = A(X) = A\(H) to be the minimum eigenvalue of H.

Given a matrix of activation vectors V, and a vector of weights p, we further define the finite coun-
terpart. To this end, recall that the default is p, = 1/m, which corresponds to previous work.

dis dis m
Hij® = Hj?(V) = Zkzl

and Ay = A\(X, V) = A(H®) to be the minimum eigenvalue of H4s,

pr{zi, ) 1[{z;, vi) > 0, (x, v5) > 0]

NTK separation margin Next, we define the NTK separation margin parameter -, which was
introduced in (Ji and Telgarsky, [2020) and further analyzed in (Munteanu et al., 2022). Intuitively,
~ quantifies the maximum classification margin of the points in the RKHS of the NTK. Let B =
B? = {x € R? | ||z||2 < 1} be the unit ball in d dimensions. We set Fp to be the set of functions
f mapping from dom(f) = R? to range(f) = B. Let ux denote the Gaussian measure on R,
specified by the Gaussian density with respect to the Lebesgue measure on R?.

Definition 4.1. Given a data set (X,Y) € R"*¢ x R™ and amap © € Fp we set 75 equal to

(X, ) = min y; / (8(2), ) Ll{ws, 2) > 0] dunr(2).

i1€[n]

Further set v = y(X,Y) := maxy e r, 15 We say that T is optimal if vz = .

We note that maxy c 7, 75 always exists since Fp is a set of bounded functions on a compact
subset of R%. In (Munteanu et al., 2022) it was shown that for every mapping 7, there exists another
mapping ', which is constant on all cones in Sy and satisfies that 15+ = 7. This implies that there
exists a finite (weighted) convex neural network that satisfies y; f (V, W, z;) > ~ . In particular it
holds that equality is attained for every optimal v.

The network is given by m = |Sy|, V' consists of one representative v € C for each cone C € S,
we =7 (ve) and pe = P(z € C) according to the Gaussian measure as in Definition[4. 1}

Given V € R™*4 and any B € R>%, we set Wp = {W € R™*? | ||wj||» < Bforall j € [m]}
and define vy = maxywew, miniep, i f(V, W, x4, p). Moreover, we set Wy € W to be a weight
matrix that attains the maximum, i.e., it holds that

W= frel[lfﬁ yif (V. Wy, ;). (1)

Convex two-layer networks can attain the infinite width limit parameters To show that gradi-
ent descent applied to two-layer ReLLU networks converges, one usually shows that if the width m
of the network is large enough, then the finite width parameters ~y resp. Ay for the initial weight
vectors W are close to their infinite width limits «y resp. A. Further one shows that this does not
change significantly during the iterative optimization procedure.

We note that for convex two-layer ReLU networks, the values of vy resp. Ay are determined at
initialization since they depend only on V' and the data, both of which do not change during opti-
mization. The parameters thus do not change at all which makes the second argument obsolete and
simplifies the convergence analysis. The following theorem establishes that there exists a weighted
convex network (V, Wy, p) such that vy = v and Ay = A. This novel finding will be important
for provably approximating the (theoretical) integral valued quantity ~y in Section []using a convex
network and a simple gradient descent.

Theorem 4.2. Let m = |Sy| and for C € Sy set pc = P(C) where P(C) is the probability that a
random vector in V' is in C. Further let vc be any vector in C, and let V' be the matrix whose rows
are the collection of all vo, C € Sy. Then it holds that \yy = X\ and vy = 7.
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5 GRADIENT DESCENT WEIGHT UPDATES

In this section, we study the loss function and its directional derivatives showing more similarities
between the two variants of ReLU networks. Further, we show that the gradient behaves similarly in
both formulations of two-layer ReLU networks, which prepares the subsequent convergence results
presented in the next section. For a weighted convex neural network (V, W, p) we set L' (W) to be
the gradient of the loss function L(W), i.e.,

OL(W)

4 . = — . .
LVIW0)i = =50 = 2 et onagy 0 o L0 (VW o).

‘We note that
L/(Va VVv p) = Zi:l El(yia f(‘/a Wv P, ml))vf(‘/v Wa P, xi)v
where
8wj
Thus, we also have for any W, W’ € R™*4 that
(VI W), W) =37 (S, Wp,0))sw05) = FV, W, p, ).

Similarly, we have for a weighted standard ReLU network (W, a, p) that

OLs(W)

/ . — — . .
LS(VV7a7p)j 8'[[1] Zie[n],<z7¢,w_7-)>0 awjg(yz7fS(W7a7p7m’L))7

(VIV,W,p,2:)); = = p;j1[(z;,v;) > O];.

LTS’(W/’ Cl,p) = Zi:l El(yufS(VVa a, p, xl))vf(m a7p7xi)7

0 W,CL y Ly
(VW0 p0); = L GLD] 1l wg) > O,
J

and <Vf(W/, a, p, zi)a W/> = .fS(W/a a, p, :Ez)

Recall that the default vector p has all entries equal to 1/m. In the following, we consider the
equivalent networks from previous sections and show that their gradient based weight updates have
a similar effect on all variants. More precisely, we start with a standard two-layer ReLU network
(W, a). We then define a transformation map 77, which maps (W, a) to the equivalent network
(V,W') as in Theorem [3.1} T5, which maps (W, a) to the network (V', W" | p) which is similar to
(V,W’) by Lemma 3.3 and T, which maps (W, a) to the network (W', d’, p’) as in Lemma 3.4}
The exact formal definitions of 71,75, and T3 are detailed in Appendix [D| They are technically
slightly different in that they only map the matrices to one another, not the whole networks. But
their idea follows along the lines of the intuitive explanation above. They are used in the following
lemma to express that the gradients of transformed networks equal the transforms of the gradients.

Lemma 5.1. For the gradient it holds that

L/(V, Tl(VV7 a)) =T (L/(V, W), a) 2)
L'V, Ty(W,a),p) = To(L'(V,W),a) 3)
L{S(TB(VV? a),a/,p/) = T3(L/(V,7Wa pl)va)' 4)

Further for any weight update AW such that for all i € [n] it holds that 1[{z;,w;) > 0] =
1[(z;, w; + Awj) > 0] we have that

Ls(W + AW, a) = L(V, Ty (W + AW, a))
=LV, To(W + AW, a), p) = Ls(T5(W + AW, a),d’, p'). (5)

The lemma thus proves that the network transformations that apply to the weight matrices of equiv-
alent networks, also apply to the matrices that carry all partial derivatives. Thus weight updates
have a similar effect across all network types. This is again a novel and important reduction, which
implies that gradient descent has similar training dynamics on convex networks as on non-convex
standard networks under their usual properties and thus enables our approximation results covered
in the next section.
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6 GRADIENT DESCENT APPROXIMATION RESULTS

Next, we establish an approximation result for convex two-layer ReLU networks with logistic loss,
ie., £(r) = In(1 + exp(—r)). Recall that we initialize V' according to a suitable distribution such
as i.i.d. Gaussians and set W = W), to be a zero matrix. We keep V fixed during training and apply
gradient descent to update the weights W, for ¢ > 0 in an iterative manner

Wip1 = Wy —ne L' (W)
where 1, € R>¢ is a learning rate parameter and L’(TV,) is the gradient of the loss function L(W;)
at Wy, i.e.,
OL(Wy)

L'(Wy); = o), Zie[n] (0 0) 50 20w, L(yi, f(V, Wy, ;).
J AV

We note that this reaches a factor 2 approximation to the optimal solution using standard gradient
descent analyses (Nesterov, 2004 Bubeck, 2015) in O(B?) iterations by simple boundedness and
Lipschitz arguments detailed in the appendix. The following lemma shows that after gradient descent
converges to a constant factor approximation, it is a (1 & &)-approximation of the real value of 7y .

Lemma 6.1. Let vy > 0 as defined in Equation (1). Let £(r) = In(1 + exp(—r)) and & > 0. Let
B > (In(4) + In(n))/(evyv). Let W* € Wpg minimize L(W) and let W € Wg be any solution
such that L(W) < 2L(W™). Then it holds that vy > min,epy) yi f(V,W/B,x;) > (1 — &)y

We note that the previous Lemma has a circular dependence on the value of i, because to estimate
this quantity, we need to find the right value of B, which depends on 7y~ again. This can be handled
simply by guessing 7y in powers of 2, which contributes only an additional factor of log, (1/vy/) to
the number of iterations.

Finally, the following theorem shows how 7y, approximated by gradient descent in Lemmal6.1] can
be related to the infinite width limit v up to a (1 & ) multiplicative error.

Theorem 6.2. Assume V € R™*4 s initialized with i.i.d. Gaussians and 0 < § < . For any
m it holds that By < ~ over the Gaussian measure. Further, if the network width is m > c -
(e6v)~2In(n/e) for an absolute constant ¢ > 0, then with probability at least 1 — § it holds that
(L+e)y>w =1 —e)

The Gaussian initialization of V' and a refinement by gradient descent that updates only the weights
W thus suffices to estimate the infinite width limit value of v up to arbitrary precision. This is an
important main finding of our work, because evaluating or approximating the true infinite width
limit value of v was only known in a few special and analytically tractable cases, see for instance

and Telgarsky], 2020} [Munteanu et al.| 2022).

7 TwWO IMPORTANT DATA EXAMPLES

The alternating circle and why it might be hard to prove that a two-layer ReLU network of
linear width suffices for arbitrarily small error Consider the following set of points for k € [n]:

2 2
xR = (cos (m> ,sin (lm-)) and y;, = (—1)F.
n n

The dataset consists of equidistant points on the circle with alternating labels. It has been used
in (Munteanu et al.} [2022) to derive lower bounds of different strengths on the width of two-layer
ReLU networks. In particular we will strengthen their Q(y~2) bound to hold against any fixed
choice of T, not only for a special choice of ¥ commonly used in (Ji and Telgarsky}, 2020; Munteanu
J@ for proving upper bounds. This implies that proving any upper bound better than
O(y~*) requires choosing T adaptively to the initial weights, which to our knowledge is completely
unexplored except for the case of two dimensional data, see Lemma 3.5 resp. F.2
@ , which allows a width of O(y~! log n). The authors state however, that the same construction
is not extendable to higher dimensions, as in 3 dimensions or higher, the bounds achieved by their
construction deteriorate to values larger than O(y~?2).

We first prove the following technical lemma. It establishes that the data set has a small margin
~ &~ 1/n and for any NTK separator, the estimate for some data point must have high variance.
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Lemma 7.1. (informal version of Lemmal[F2) Let X be the alternating points on the circle dataset
defined above withn = 0 mod 4. Then the following holds:

(1) The separation margin is given by vx = O(1/n)

(2) For any fixed map U € Fp there exists an index i € [n] such that for an absolute constant c

J(@(2), giwi) 1 [(wi, 2) > 0] dpn(2)
J10(2), yizi) [1[(0(2), yiw:) < 0]1[(wi,2) > 0] dpun(2)

and for Z; = (v(z), yixi>1[(:ci, z) > 0] we have that Var(Z;) > Q(v5°E(Z;)?).

<ecyvx

Using Lemma @ we prove for our alternating points on the circle dataset X that if the width of
the network is m = o(y~2) then for any fixed perfect NTK separator, the finite network has with
constant probability at least one misclassification.

Theorem 7.2. Let X be the alternating points on the circle dataset with n divisible by 4 and let
W € R™*2 be a matrix consisting of m Gaussians. Then there is a constant co > 0 such that
ifm < 007)_(2, then for any fixed v € Fp there exists an index i € [n] such that with constant
probability

m Zs | Yilo(ws), z)|1 [(zi, ws) > 0] < 0.

Thus, our result reveals that constructing the perfect NTK separator v adaptively to the initialization
is the only last hope for linear O(y~!) upper bounds (or anything between linear and quadratic) in
the worst case setting. Our ©(7~2) lower bound thus almost closes an important open problem,
since it matches the previous O(y~2) upper bounds of (Munteanu et al.| 2022} [Telgarsky}, [2022)
and adaptivity has never been explored in previous work except for the aforementioned case that is
restricted to 2 dimensional data. This motivates studying adaptive techniques that extend to arbitrary
dimensions as a future research direction.

The 3-dimensional hypercube and cones of measure zero The next example we want to consider
is the 3-dimensional hypercube with parity labels. More precisely, the dataset is given by X =
{—1,1}3 and for x € X we set y, = 1723, i.e., ¥, = 1 if the number of 1’s in z is odd, and
otherwise we set y, = —1. This toy example was studied before in (Munteanu et al} [2022)). In our
context it becomes important for the following new reason: we have that vx = 0 and we will show
in the following that there exists no standard two-layer ReLU network that correctly classifies all
points. However, there exists a convex two-layer ReL.U network that classifies all points correctly
using cones of measure zero. The following theorem thus highlights an important difference in the
expressibility of standard compared to convex networks.

Theorem 7.3. Let X be the 3-dimensional hypercube with parity labels. Then the following holds:
(1)vx =0,

(2) there exists no (standard) two-layer ReLU network that classifies all points correctly,

(3) there exists a convex two-layer ReLU network that classifies all points correctly.

8 CONCLUSION

We theoretically analyzed convex two-layer ReLU networks, which are a strict generalization of the
standard non-convex formulation with similar properties. Under mild assumptions that are standard
in previous literature, we have shown that they are almost equivalent to standard two-layer ReLU
networks. Their main purpose in our context is simplifying the theoretical analysis of two-layer
ReLU networks that in their standard formulation require considerable technical overhead for con-
trolling the amount of weights and data points, that change the activation of neurons during training.
Using convex networks, we showed new properties that by equivalence extend to standard two-layer
ReLU networks. Convex networks allow for standard gradient descent analyses to apply directly,
based on which we showed how to approximate the NTK classification margin v up to a (1 & ¢)
factor. We also strengthened existing quadratic lower bounds on the width, which imply that cur-
rent analyses are tight and improving worst-case upper bounds below the Q(y~2) barrier requires
currently unexplored adaptive techniques for constructing a perfect NTK separator during or after
initialization. We hope our methods will be extended to yield better bounds on the width of two-layer
ReL.U networks in future research or finally lead to unconditional £2(v~2) lower bounds.

10



Under review as a conference paper at ICLR 2026

REFERENCES

Zeyuan Allen-Zhu, Yuanzhi Li, and Yingyu Liang. Learning and generalization in overparameter-
ized neural networks, going beyond two layers. In Advances in neural information processing
systems, pages 6155-6166, 2019a.

Zeyuan Allen-Zhu, Yuanzhi Li, and Zhao Song. A convergence theory for deep learning via over-
parameterization. In /ICML, 2019b.

Zeyuan Allen-Zhu, Yuanzhi Li, and Zhao Song. On the convergence rate of training recurrent neural
networks. In NeurIPS, 2019c.

Sanjeev Arora, Simon S Du, Wei Hu, Zhiyuan Li, Ruslan Salakhutdinov, and Ruosong Wang. On ex-
act computation with an infinitely wide neural net. In NeurIPS. arXiv preprint arXiv:1904.11955,
2019a.

Sanjeev Arora, Simon S Du, Wei Hu, Zhiyuan Li, and Ruosong Wang. Fine-grained analysis of
optimization and generalization for overparameterized two-layer neural networks. In ICML. arXiv
preprint arXiv:1901.08584, 2019b.

Francis R. Bach. Breaking the curse of dimensionality with convex neural networks. J. Mach. Learn.
Res., 18:19:1-19:53, 2017.

Burak Bartan and Mert Pilanci. Convex optimization of deep polynomial and relu activation neu-
ral networks. In IEEE International Conference on Acoustics, Speech and Signal Processing,
ICASSP, pages 1-5, 2023.

Yoshua Bengio, Nicolas Le Roux, Pascal Vincent, Olivier Delalleau, and Patrice Marcotte. Convex

neural networks. In Advances in Neural Information Processing Systems 18 (NeurIPS), pages
123-130, 2005.

Jan van den Brand, Binghui Peng, Zhao Song, and Omri Weinstein. Training (overparametrized)
neural networks in near-linear time. In ITCS, 2021.

Sébastien Bubeck. Convex optimization: Algorithms and complexity. Found. Trends Mach. Learn.,
8(3-4):231-357, 2015.

Sébastien Bubeck, Ronen Eldan, Yin Tat Lee, and Dan Mikulincer. Network size and size of the
weights in memorization with two-layers neural networks. In NeurIPS, 2020.

Yuan Cao and Quanquan Gu. A generalization theory of gradient descent for learning over-
parameterized deep ReLU networks. CoRR, abs/1902.01384, 2019a. URL http://arxiv.
org/abs/1902.01384.

Yuan Cao and Quanquan Gu. Generalization bounds of stochastic gradient descent for wide and
deep neural networks. In NeurIPS, pages 10835-10845, 2019b.

Lin Chen and Sheng Xu. Deep neural tangent kernel and laplace kernel have the same RKHS. arXiv
preprint arXiv:2009.10683, 2020.

Zixiang Chen, Yuan Cao, Difan Zou, and Quanquan Gu. How much over-parameterization is
sufficient to learn deep relu networks? In 9th International Conference on Learning Repre-
sentations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021. OpenReview.net, 2021. URL
https://openreview.net/forum?id=fgd7we_uZzabl

Thomas M. Cover. Geometrical and statistical properties of systems of linear inequalities with
applications in pattern recognition. IEEE Trans. Electron. Comput., 14(3):326-334, 1965.

Amit Daniely. Neural networks learning and memorization with (almost) no over-parameterization.
In Advances in Neural Information Processing Systems 33, (NeurIPS), 2020.

Simon S Du, Kangcheng Hou, Barnabas P6czos, Ruslan Salakhutdinov, Ruosong Wang, and Keyulu
Xu. Graph neural tangent kernel: Fusing graph neural networks with graph kernels. arXiv preprint
arXiv:1905.13192, 2019a.

11


http://arxiv.org/abs/1902.01384
http://arxiv.org/abs/1902.01384
https://openreview.net/forum?id=fgd7we_uZa6

Under review as a conference paper at ICLR 2026

Simon S Du, Jason D Lee, Haochuan Li, Liwei Wang, and Xiyu Zhai. Gradient descent finds global
minima of deep neural networks. In International Conference on Machine Learning (ICML).
https://arxiv.orqg/pdf/1811.03804,2019b.

Simon S Du, Xiyu Zhai, Barnabas Poczos, and Aarti Singh. Gradient descent provably optimizes
over-parameterized neural networks. In ICLR. https://arxiv.org/pdf/1810.02054,
2019c.

Rajat Vadiraj Dwaraknath, Tolga Ergen, and Mert Pilanci. Fixing the NTK: from neural network
linearizations to exact convex programs. In Advances in Neural Information Processing Systems
36 (NeurlPS), 2023.

Tolga Ergen, Halil Ibrahim Gulluk, Jonathan Lacotte, and Mert Pilanci. Globally optimal train-
ing of neural networks with threshold activation functions. In //th International Conference on
Learning Representations (ICLR). OpenReview.net, 2023.

William Feller. Generalization of a probability limit theorem of Cramér. Trans. Am. Math. Soc., 54:
361-372, 1943.

Jonathan Fiat, Eran Malach, and Shai Shalev-Shwartz. Decoupling gating from linearity. CoRR,
abs/1906.05032, 2019.

Lukas Gonon. Random feature neural networks learn black-scholes type pdes without curse of
dimensionality. J. Mach. Learn. Res., 24:189:1-189:51, 2023. URL https://Jjmlr.org/
papers/v24/21-0987.html.

Wassily Hoeffding. Probability inequalities for sums of bounded random variables. Journal of the
American Statistical Association, 58(301):13-30, 1963.

Jiaoyang Huang and Horng-Tzer Yau. Dynamics of deep neural networks and neural tangent hi-
erarchy. In International Conference on Machine Learning (ICML), pages 4542-4551. PMLR,
2020.

Arthur Jacot, Franck Gabriel, and Clément Hongler. Neural tangent kernel: convergence and gen-
eralization in neural networks. In Proceedings of the 32nd International Conference on Neural
Information Processing Systems (NeurIPS), pages 8580-8589, 2018.

Ziwei Ji and Matus Telgarsky. Polylogarithmic width suffices for gradient descent to achieve ar-
bitrarily small test error with shallow ReLU networks. In 8th International Conference on
Learning Representations (ICLR), 2020. URL https://openreview.net/forum?id=
HygegyrYwH.

Kedar Karhadkar, Michael Murray, and Guido Monttfar. Bounds for the smallest eigenvalue of the
NTK for arbitrary spherical data of arbitrary dimension. CoRR, abs/2405.14630, 2024. doi: 10.
48550/ARX1V.2405.14630. URL https://doi.org/10.48550/arXiv.2405.14630.

Kenji Kawaguchi and Jiaoyang Huang. Gradient descent finds global minima for generalizable deep
neural networks of practical sizes. In 2019 57th Annual Allerton Conference on Communication,
Control, and Computing (Allerton), pages 92-99. IEEE, 2019.

Jason D Lee, Ruoqi Shen, Zhao Song, Mengdi Wang, and Zheng Yu. Generalized leverage score
sampling for neural networks. In NeurIPS, 2020.

Xiaoxiao Li, Meirui Jiang, Xiaofei Zhang, Michael Kamp, and Qi Dou. FedBN: Federated learn-
ing on non-iid features via local batch normalization. In International Conference on Learning
Representations (ICLR). https://openreview.net/forum?id=6YEQUNOQICG, 2021.

Yuanzhi Li and Yingyu Liang. Learning overparameterized neural networks via stochastic gradient
descent on structured data. In NeurIPS, 2018.

Aaron Mishkin and Mert Pilanci. Optimal sets and solution paths of relu networks. In International
Conference on Machine Learning (ICML), volume 202, pages 24888-24924, 2023.

12


https://arxiv.org/pdf/1811.03804
https://arxiv.org/pdf/1810.02054
https://jmlr.org/papers/v24/21-0987.html
https://jmlr.org/papers/v24/21-0987.html
https://openreview.net/forum?id=HygegyrYwH
https://openreview.net/forum?id=HygegyrYwH
https://doi.org/10.48550/arXiv.2405.14630
https://openreview.net/forum?id=6YEQUn0QICG

Under review as a conference paper at ICLR 2026

Aaron Mishkin, Arda Sahiner, and Mert Pilanci. Fast convex optimization for two-layer relu net-
works: Equivalent model classes and cone decompositions. In International Conference on Ma-
chine Learning (ICML), pages 15770-15816, 2022.

Alexander Munteanu, Simon Omlor, Zhao Song, and David P. Woodruff. Bounding the width of
neural networks via coupled initialization A worst case analysis. In International Conference on
Machine Learning (ICML), pages 16083-16122, 2022. URL https://proceedings.mlr.
press/v162/munteanu22a.htmll

Yurii Nesterov. Introductory Lectures on Convex Optimization: A Basic Course. Applied Optimiza-
tion. Springer, New York, 2004.

Atsushi Nitanda, Geoffrey Chinot, and Taiji Suzuki. Gradient descent can learn less
over-parameterized two-layer neural networks on classification problems. arXiv preprint
arXiv:1905.09870, 2019.

Samet Oymak and Mahdi Soltanolkotabi. Toward moderate overparameterization: Global con-
vergence guarantees for training shallow neural networks. [EEE Journal on Selected Areas in
Information Theory, 1(1):84-105, 2020.

Mert Pilanci and Tolga Ergen. Neural networks are convex regularizers: Exact polynomial-time con-
vex optimization formulations for two-layer networks. In International Conference on Machine
Learning (ICML), volume 119, pages 7695-7705, 2020.

Karthik Prakhya, Tolga Birdal, and Alp Yurtsever. Convex formulations for training two-layer relu
neural networks. In The Thirteenth International Conference on Learning Representations, ICLR
2025, Singapore, April 24-28, 2025. OpenReview.net, 2025. URL https://openreview.
net/forum?id=e0X91l4kecx.

Ali Rahimi and Benjamin Recht. Random features for large-scale kernel machines. In John C.
Platt, Daphne Koller, Yoram Singer, and Sam T. Roweis, editors, Advances in Neural Information
Processing Systems 20, Proceedings of the Twenty-First Annual Conference on Neural Infor-
mation Processing Systems, Vancouver, British Columbia, Canada, December 3-6, 2007, pages
1177-1184. Curran Associates, Inc., 2007. URL https://proceedings.neurips.cc/
paper/2007/hash/013a006f03dbc5392effeb8f18fda755-Abstract.html.

Alessandro Rudi and Lorenzo Rosasco.  Generalization properties of learning with ran-
dom features. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M.
Wallach, Rob Fergus, S. V. N. Vishwanathan, and Roman Garnett, editors, Advances
in Neural Information Processing Systems 30: Annual Conference on Neural Infor-
mation Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA, pages
3215-3225, 2017. URL https://proceedings.neurips.cc/paper/2017/hash/
61bl1fb3£59e28c67£3925f3c79%pe8lal-Abstract.html.

Arda Sahiner, Tolga Ergen, John M. Pauly, and Mert Pilanci. Vector-output relu neural network
problems are copositive programs: Convex analysis of two layer networks and polynomial-time
algorithms. In 9th International Conference on Learning Representations (ICLR), 2021.

Shai Shalev-Shwartz and Shai Ben-David. Understanding Machine Learning - From Theory to
Algorithms. Cambridge University Press, 2014. ISBN 978-1-10-705713-5.

Zhao Song and Xin Yang. Quadratic suffices for over-parametrization via matrix Chernoff bound.
arXiv preprint arXiv:1906.03593, 2019.

Zhao Song, Shuo Yang, and Ruizhe Zhang. Does preprocessing help training over-parameterized
neural networks? Advances in Neural Information Processing Systems (NeurIPS), 34, 2021.

StEx StEx. How can we sum up sin and cos series when the angles are in arithmetic progression?
https://math.stackexchange.com/questions/17966/, 2011. Accessed: 2024-
01-17.

Matus Telgarsky. Feature selection with gradient descent on two-layer networks in low-rotation
regimes. CoRR, abs/2208.02789, 2022. URL jhttps://doi.org/10.48550/arXiv.
2208.02789.

13


https://proceedings.mlr.press/v162/munteanu22a.html
https://proceedings.mlr.press/v162/munteanu22a.html
https://openreview.net/forum?id=e0X9l4kecx
https://openreview.net/forum?id=e0X9l4kecx
https://proceedings.neurips.cc/paper/2007/hash/013a006f03dbc5392effeb8f18fda755-Abstract.html
https://proceedings.neurips.cc/paper/2007/hash/013a006f03dbc5392effeb8f18fda755-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/61b1fb3f59e28c67f3925f3c79be81a1-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/61b1fb3f59e28c67f3925f3c79be81a1-Abstract.html
 https://math.stackexchange.com/questions/17966/
https://doi.org/10.48550/arXiv.2208.02789
https://doi.org/10.48550/arXiv.2208.02789

Under review as a conference paper at ICLR 2026

Jan van den Brand, Binghui Peng, Zhao Song, and Omri Weinstein. Training (overparametrized)
neural networks in near-linear time. CoRR, abs/2006.11648, 2020.

Gilad Yehudai and Ohad Shamir. On the power and limitations of random features for un-
derstanding neural networks. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelz-
imer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett, editors, Advances in Neu-
ral Information Processing Systems 32: Annual Conference on Neural Information Process-
ing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pages
6594-6604, 2019. URL https://proceedings.neurips.cc/paper/2019/hash/
5481b2£f34a74e427a2818014b8el03b0—-Abstract.htmll

Jiawei Zhang, Yushun Zhang, Mingyi Hong, Ruoyu Sun, and Zhi-Quan Luo. When expressivity
meets trainability: Fewer than n neurons can work. In Advances in Neural Information Processing
Systems 34 (NeurIPS), pages 9167-9180, 2021.

Difan Zou and Quanquan Gu. An improved analysis of training over-parameterized deep neural
networks. In NeurIPS, pages 20532062, 2019.

14


https://proceedings.neurips.cc/paper/2019/hash/5481b2f34a74e427a2818014b8e103b0-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/5481b2f34a74e427a2818014b8e103b0-Abstract.html

Under review as a conference paper at ICLR 2026

A EQUIVALENCE OF DEFINITIONS
In the standard literature we have that classification of a point is given by
1 m
i _ / Lo
foW' a,z) = N ZFI aj(z, wi)1[(z, w}) > 0],

which results in a normalized classification if W' is normalized by 1/1/m as well. Further each
gradient for logistic loss is 1-Lipschitz leading to a convergence when using a step size of 1 (resp.
1/n). In our definition, the norm of each row of W is independent of m and thus can be rescaled
by a factor v/m without problems. If we set the step size to m (resp. m/n) then each step in the
gradient descent has the exact same effect as it would have in the standard definition.

More precisely we get the following equivalences:

Let W ¢ R™%? be any matrix and set W' = W/\/m. Further set Lo(W') =
Zie[n],(xi,w;)>o E(ylv fO(le a, xl)) and LEJ(W,) = Zz‘e[n] gl(yia fO(W/a avmi))va(Wla a71'i)'

Then we have that

fs(Woasz) = = 37" ajwwy)lfw, wy) > 0

1 m
=7 Z]:l aj{z, wi)1[(z,w};) > 0]
= fo(W',a,x).
Further it holds for all j € [m)] that

(Vfs(W,a,x)); =

Thus, for any 1 € R, we have that

1 / W _m m _ .
T (W —mnLs(W)) = Jm \/T—nng:[n] Uy, fs(W,a,2:))V fs(W, a, z;)
W m / / 1 /
- ﬁ - \/m'r]7€z[n] (6 (yza fO(W 7a7wi))) ﬁva(W 7a7xi)
=W =0 i fo(W',a,2:)V fo(W, a, ;)
i€[n]
=W’ —nLy(W).

B CONES AND EQUIVALENCE OF CONVEX AND STANDARD NETWORKS

Given a subset U C [n] we define the following cone:

CWU)=CU,X)={zecR?| (z,z;) > 0ifand only if i € U}.

Note that C(0)) = {z € R? | (x,x;) < 0foralli € [n]} and that the disjoint union of all cones
satisfies (Jyc(,) C(U) = R<. For any cone C' = C(U) we set U(C) = U. Further we set P(U)

to be the probability that a random Gaussian is an element of C(U) and Py to be the probability
measure of random Gaussians z ~ A(0, 1) restricted to the event that z € C(U ), where I; € R4
denotes the d dimensional identity matrix.
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Given a matrix M € R™*? we set K(M) = {x € R | 3j € [m] : (m;, ) = 0} to be the union of
the hyperplanes that are orthogonal to one of the rows of M.

The following theorem shows that the two variants of neural networks are very similar in the sense
that standard ReLU networks can be simulated by convex ReLLU networks such that all points in
the dataset evaluate to the same classification (resp. target value). The reverse simulation is also
possible albeit under a factor two width blow-up and under a mild condition on the relationship
between data and orientation vectors V.

Theorem B.1. For any two-layer ReLU network (W' a) € R™*4 x {—1,1}™ there exists a
convex two-layer ReLU network (V,W) € R™*4 x R™*4 sych that for all x € R? it holds
that fs(W' a,x) = f(V,W,x). Further for any convex two-layer ReLU network (V,W) €
R™*d x R™¥4 with K(X) N {vi,...,vm} = 0 (i.e, for any i € [n],j € [m] we have that
(zi,vj) # 0), there exists a two-layer ReLU network (W', a) € R*™*® x {—1,1}>™ such that for
any i € [n] we have that fs(W' a,z;) = f(V,W,x;).

Proof. For the first part of the lemma we simply set w; = a;w’

% and v; = w/. Then it follows

immediately for any x € R? that

FsWa,z) = 3" agte, w1, wf) > 0

m

_ 1 Z:;(x,ajw}}l[(x,w;} > 0]

m

1

T m Z;@’wﬁl[@ vj) > 0] = f(V.W, ).

For the second part note that the infimum o = inf () e (x){llz — vjll2} is attained as it is the
minimum distance of the finite set of data points and a finite set of hyperplanes that by assumption

do not contain any of the input points and thus it must be strictly greater than 0. For j € [m] we set

’ . 2lwjll2 2|lw;l2
o

wh = vj +wj,a; = landw’,,, = v; - =2 and aj4,,, = —1. Note that for any i € [n]

and j € [m] we have that

Jjt+m

1[<I1,’LU;> > 0] = 1[<{EZ‘,’UJ‘> > 0]

as we also have that inf.cx(x){|lz — v; - M||2} > 2|lw;||2 and thus the sign of all points in
2Hw1|\2

vj - + pw; for B € [0, 1] are the same.
We conclude that

fs(W',a,2;) = %ZZ aj(x, wl)1[(z, w}) > 0]
= =3 @i, wh) > 0+ @y (@0 ) (a0 ) > 0

— 3 ) > 0 = fV. W) o

We set Sy := So(X) = {C(U) | U C [n],C(U) # 0}. The following lemmas show that if our
dataset is finite, then for every (convex) two-layer ReLLU network there exists a (convex) two-layer
ReLU of width at most |Sp| such that their classification is the same for all z;, ¢ € [n]. We note that
|So| < 27, but we will show O(n?~!) bounds on | S| below.

Lemma B.2. For any convex two-layer ReLU network (V,W) € R™*d x Rm*d Jot S, = {C €
So | 3j € [m] :v; € C}and m' = |Sy| < min{m, |So|}. Then there exists a convex two-layer
ReLU network (V',W') € R™ % x R™' %4 to0ether with weights p1,..., pm: such that for all
| € [n] it holds that

m

ﬂwwm:%z,

Jj=1

= Z iz, wi) 1 (zi, vf) > 0] = f(V, W', p,a5).

(zi, wi)1[{wi, v5) > 0]
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Before proving the lemma we note that in this statement the weights are not necessary as we can
replace w; by w; - p;, however if we take the derivative with respect to w; then using the weighted
version, we simplify the argument that the gradient also stays the same.

Proof of Lemma[B.2] For each C € Sy let J = {j € [m] | v; € C} be the set of indices of
orientation vectors in C'. We set v¢ to be an arbitrary vector in C'. We set pc = pc (V) = |J|/m to

be the fraction of orientation vectors in C'. Further we set we = >~ ; w;/|J|. Then we have that

ZCGSV polas, woll(@i vo) > 0] = ZCeSv,z’eU(C) poleswe)

1
N Ezje[m]a<vj,zi>>0<zi’wj> B f(V, w, I7)

There is an equivalent result for the usual two-layer networks:

Lemma B.3. For any two-layer ReLU network (W, a) € R™*4 x {—1,1}™ let Sy = {(C,ao) €
So x {—=1,1} | 3j € [m] : w; € C}and m' = |Sy| < min{m,2|Sy|}. Then there exists a
two-layer ReLU network (W', a') € R™ %@ x R™ %4 together with weights py,. . ., pms such that
forall x;,i € [n] it holds that

fS(M/v (L,{Ei) = %Zil aj<l'i7’wj>1[<1'i,w]‘> > O]
= Zm

Proof. Given a cone C and a sign ag we set Jo o, = {j € [m] | w; € Cand a; = ao}, pca, =
pc(V) = |Jc,ay|/m. Further we set we g, = w;/|Jc,a0|- Note that we e, € C. Then
we have that

=1 pj(x“w;ﬂ[(x“w;) > O] = fS(W/7al7p7 xl)

JE€JC,aq

1
Z(C,ao)ESv PC1a0(Ti WC,a0) 1[(Tis W00} > 0] = m Zjé[m]yag‘(w_nfci)>0<xi’ w;)

= [V, W, zy).
O

The following lemma shows that if there exists a cone C'(U) that is contained in a hyperplane
h = K({x}) = K({—z}) for some x € R? then there exists a set U’ C X N K(C(U)) such that
both z and —z are an affine combination of vectors in U’. If = # 0 this implies that U’ is linearly
dependent. We also note that if there exists a non-empty cone C'(U) with a Gaussian measure of 0
then C(U) is contained in a hyperplane.

Lemma B.4. Let U C [n] such that C(U) # () and x € R with C(U) C K({x}). Then there
exists Uy C X N K(C(U)) such that for

C'(U) ={zeR?|z= Z o, x; for some o € Rleoll}
€Uy

it holds that x € C'(Uy).

Proof. We construct U as follows: we start with U1 = () and then add points from X N K (C(U))
iteratively until € C'(U;). Since C'(U) # 0 there exists zy € C(U). We further choose zy to be
in the interior of C'(U), i.e., for all i € [n] we have that {2y, 2;) = 0 if and only if for all z € C(U)
it holds that (z, z;) = 0.

If v ¢ C'(U,) then we claim that we can find a point z € R? such that (z, z) # 0 and for all 2’ € U,
we have that (z/,2) < 0: if U; = () then we can set z = z. Otherwise let 7o € C’(U;) N S%~!
minimize the distance between x and xg. Then we claim that z = = — x satisfies (z, z) # 0 and
for all 2’ € Uy we have that (2, z) < 0. Note that

(z,2) = (x — xp,z) = 1 — cos(a) # 0
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where « is the angle between z and x. Further if there was a point 2’ € Uy with (z/, z) > 0 then

there would be another point 2” € C'(U;) N S~ with 2" = % for a sufficiently small

B € R+ such that 2" is closer to x.

Since (zy, z) = 0, forany 8 € R itholds that (zyy + Bz, z) = (Bz,z) # 0and C(U) C K ({z}).
Thus, there must be a point x; such that 1[{z;, zy) > 0] # 1[{x;, 2y + Bz) > 0]. By choice of zy
this implies that (zy, z;) = 0 and (8z,x;) = (zv + Bz, 2;) > 0 which in particular implies that
x; ¢ Uy. Further since (2, x;) = 0 we also have that z; € K(C(U)) by choice of zy. Thus we
can add x; to U; and after iterating the previous steps at most n times it holds that x € C'(Uy). O

Next, we show that |Sp| is actually bounded by O(n?~!) which we can combine with the previous
results to show that for any two-layer ReLU-network there exists a similar one whose width is
bounded by at most O(n?~1). The lemma follows as a direct consequence of Theorem 1 in (Cover,
1965)). We prove the result for completeness.

Lemma B.5. For any dataset X it holds that |So(X)| < 4n?~1. Further if X is in general position
andn > d > 2, i.e., any subset of d points is linearly independent, then |So(X )\ {0}| = Z;(l) (Z)

Proof. Assume that X is in general position and n > d > 3. Then all cones in Sy have a Gaussian
measure greater than 0, which in particular implies that two cones are separated by a face. Consider
a connected non-empty subset B C S9! of the sphere such that B = Uces, € where S; C Sp.
We claim that the number of cones in B equals the number of faces of the cones that are in B plus 1
(we say that a face is in B if it passes through the interior of B, i.e., excluding its boundaries). We
show this via induction on the number of faces in B. The statement holds trivially if there exists no
face in B. If there are more faces, we split B along a hyperplane h (a (d — 1)-dimensional face) into
subsets B and By. We now apply the induction hypothesis which yields that the number of cones
in B; equals the number of faces in B; plus 1 and the number of cones in Bs equals the number of
faces in By plus 1. The number of faces on B is exactly the number of faces in By plus the number
of faces in By plus 1. To see this, note that any face that is completely contained in one of the B;
remains a face in B and if a face crosses h then this creates a new face. Now we have an additional
term of plus 2, but we also have one additional face corresponding to the splitting hyperplane h.

It remains to count the number of faces of S?~! with respect to the set of hyperplanes {h; | i € [n]}
where h; = {x € 8! | (x,x;) = 0}. Since X is in general position, every subset S C [n] of size
at most d—1 represents a (non-trivial) face given by [ ics h;. Further since d > 2, the intersection of
any face with the sphere is connected. Thus, the number of cones that have a non-trivial intersection

with S is equal to Y4 (7).

Finally, by combining all arguments, it holds for any dataset X that
d—1
n _
[So(X)| <1 +;; <k) < ond .

If X is not in general position, most of the arguments still apply, but some faces can be cones
themselves. For instance, if there exist x; and x; such that z; = —x;, then there are cones that are
completely contained in K (z;). In this case, faces can still divide one cone into two cones, but they
can also be a cone themselves. Thus we still have that

d—1
|SO(X)|§1+QZ<Z) < 4ni-1, O
k=1

C SEPARATION MARGIN AND THE SMALLEST EIGENVALUE OF THE NTK

In this section, we consider two parameters used to bound the width for binary classification with
logistic loss and regression with squared loss. We first define the parameter v which was introduced
and analyzed in (J1 and Telgarsky, |2020; Munteanu et al.| 2022)) and A introduced in (Du et al.
2019c¢) and further analyzed in (Du et al.,|2019a;|Song and Yang, [2019} [van den Brand et al., 2020;
Munteanu et al.,2022)) among others. We note that A is tightly related to separation and collinearity
conditions studied earlier and extended, e.g. in (Li and Liang| 2018} |(Oymak and Soltanolkotabi,
2020).
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C.1 NTK SEPARATION MARGIN

Intuitively, v determines the separation margin of the NTK. Let B = B? = {z € R? | ||z|]2 < 1}
be the unit ball in d dimensions. We set F5 to be the set of functions f mapping from dom(f) = R¢
to range(f) = B. Let uy denote the Gaussian measure on R, specified by the Gaussian density
with respect to the Lebesgue measure on R

Definition C.1. Given a data set (X,Y) € R"*¢ x R" and a map v € Fp we set
7o =5l Y) = min g [(0(), 03]z 2) > 0] dn ().

We say that T is optimal if v = v(X,Y") := maxy e 7y Yo -

We note that maxy 7, V37 always exists since F p is a set of bounded functions on a compact subset
of R%,

In (Munteanu et al., 2022) it was shown that for every map v there exists another map v’ with
~5 = 7z such that v is constant on all cones in Sy. In particular this implies that there exists a
finite (weighted) convex neural network that satisfies

f(‘/7 le) 2 Yo',
see also Theorem The network is given by m = |Sp|, V consists of one representative vc € C
for each cone C' € Sy, we = v’ (ve) and pc = P(z € C)
Given V we set W = {W € R™*4 | ||w;||l2 < 1forall j € [m]}

W = max 52[1}}] fV, W, 4, p). (6)

Moreover we set Wy € W to be a weight matrix that attains the maximum, ie., vy =
min;ep,) f(V, Wy, ;).

Given V, we further define the map vy 1y € Fp as follows: let z € R? then we set vy (x) =
v (C(x)) = we(m) where we = 3 cticim)v,ect Wi/Pc as in Lemma if pc > 0 and
Ty (z) = 0 otherwise.

C.2 SMALLEST EIGENVALUE OF THE NTK KERNEL MATRIX

The kernel matrix H € R™*" is defined by
Hij = Eopno,n (i, 25) (i, w) > 0, (z5,w) > 0]]

We set A = A(X) = A\(H) to be the minimum eigenvalue of H. Given V, p we further define the
finite counterpart. To this end, recall that the defaultis p, = 1/m for all k € [m], which corresponds
to previous work.

HY® = HES(V) = prlws, 25)1 (i, vx) > 0, (w5, 08) > 0]
k=1

and Ay = A\(X, V) = A(H®) to be the minimum eigenvalue of H4s

C.3 CONVEX TWO-LAYER NETWORKS CAN ATTAIN THE INFINITE WIDTH LIMIT
PARAMETERS

To show that a two-layer ReLU network converges, one usually shows that if the width m of the
network is large enough, then the finite width parameters -y resp. Ay for the initial weight vectors
W are close to their infinite width limits  resp. A. Further one shows that this does not change
significantly during optimization. We note that for convex two-layer ReLU networks the values of
vy resp. Ay are determined at initialization since they depend only on V" and the data, which do
not change during optimization. The parameters thus do not change at all which makes the second
argument obsolete and simplifies the convergence analysis. The following theorem establishes that
there exists a weighted network (V] p) such that 4y, = v and Ay = A.
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Theorem C.2. Let m = |Sy| and for C € Sy set pc = P(C) where P(C) is the probability that a
random vector is in C. Further let vc be any vector in C, and let V' be the matrix whose rows are

the collection of all vo, C € Sy. Then it holds that \yy = X\ and vy = 7.

Proof. We recall that R? = UCe s,C 1s the disjoint union of the cones as each point of z € RY
belongs to a unique cone. To see the equivalence of the eigenvalues (in particular the smallest
eigenvalues) observe that

Hij = E[{xi, x5)1[(x;, w) > 0, (x;,w) > 0]]

_ /(xi,xj>1[<xi,w> > 0, (), w) > 0] dpun(w)

Z /(zi,zjﬂ[(zi,w) >0, (zj, w) > 0]1w € C] dun (w)
CeSo

Z P(C)(zy, xj)1[{zs,vc) > 0, (zj,vc) > 0]
CeSo
— H?jls

using that by definition of the cones, the activation indicators 1[(z;, w) > 0] and 1{(z;, w) > 0] are
constant for any cone C' if we restrict to w € C'. This implies that Ay, = .

By (Munteanu et al., [2022] Lemma C'.2) there exists a map v € Fp that is constant on cones and
such that

y = miny, / (8(2), ) Ll{w, 2) > 0] dunr(2).

1€[n]

Similarly to the above, we also have for any i € [n] that

yi/@(z)aﬂ?iﬂ[@mz) > 0] dpn(2) =y Y, P(C)(®(ve), w:)1[(x;,v0) > 0]

CeSp
thus implying vy = 7. O

D GRADIENT DESCENT WEIGHT UPDATES

In this section we study the loss function and its directional derivatives showing more similarities
between the two variants of ReLU networks. Further, we show that the gradient behaves similarly
in both formulations of the networks introduced in previous sections.

For a weighted convex neural network (V, W, p) we set L' (W) to be the gradient of the loss function
L(W),ie.

OL(W
vwwp), =22 S ot 1V W)
J i€ln],(v;,z;)>0
‘We note that

n

L'(V,W,p) = > C(ys, [(V,W, p,2:) )V (V, W, p, ;)

i=1

and

(’)wj
Thus we also have that for any W, W’ € R™*¢
(VIV, W, p,2:), W) = D> (VFV, W, p,2:)) 5, wh) = F(V, W, p, ;)

J€[m]

(VIV, W, p, 7)) = = pj1[{zi, vj) > Olz;.
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Similarly we have for a weighted neural network (W, a, p) that

OLg(W
L{S(W aap)j = % = Z awjg(ylﬁ f(VV> a, p, xl))7
wj i€[n],(wj,z;)>0

L/S(VV? a, p) = Zﬂ’(yz,f(I/V, a, p, x’i))vf(Waa7p7 xl)

i=1

and
8f(VV7 a, p, xl)

(Vf(m a, p, xl))] = awj

Recall that the default value for p is the vector where all entries are equal to 1/m.

= pjaj1[<xi7wj> > O]xl

In the following we consider the equivalent networks from previous sections. Intuitively, we start
with a standard two-layer ReLU network (W, a). We then define matrix transformations 77, which
maps (W, a) to the equivalent network (V, W) from Theorem B.1} 7%, which maps (W, a) to the
network (V/, W", p) which is similar to (V, W') from Lemma [B.2} and T3, which maps (W, a) to
the network (W', d/, p’) from Lemma

Before we define the transformations more formally, we need some details about cones. Let W &€
R™*4 be any weight matrix and a € {—1,1}"™ to be a sign vector. For any vector v € R% we
set C'(v) to be the cone C' € Sp(X) containing v. We assume without loss of generality that there
exists m’ < m such that for any distinct j, j/ < m’ we have that C'(w;) # C(w;-) and for any
j € [m] there exists a unique index i(j) < m’ such that C'(w;) = C(wj(;)). Further we assume
without loss of generality that there exists m’" < m such that for any distinct j, 7/ < m’ we have
that C'(w;) # C(wj/) or a; # aj and for any j € [m] there exists a unique index i'(j) < m'’ such
that C(’U}J) = C(u}l/(”) and aj = Qg (5)-

We now define the transformations more formally. We set V = W and for w € R% we set T} ;(w) =
a;w and Ty (W, a) to be the matrix whose j-th row is T} j(w;). Further we set V' € R™ *? to be
the matrix V restricted to the first m’ rows and p; = [i~*(j)|/m where i71(j) = {j' € [m] |
i(5') = j}. For W' € R™*4 and for j € [m'] we set To(W,a) to be the matrix with j-th row
T ;(W) =X jeir( wjr /i~ (5)|. Finally, we set a’ € {—1,1}"" to be the vector with ay = a;
and for j € [m"] we set Ts (W) = 3= i1y wyr/|i'~ 1 (j)] and T3(W, a) to be the matrix with
rows T3 ; (W) and weights p; = |i'~"(j)|/m.

Then we get the following lemma:

Lemma D.1. For the gradient it holds that

L'(V,Ty(W,a)) =Ty (L'(V,W),a) @)
L/(V/3T2(VV7 a’)ap) = T2(L/(Va W),CL) ®)
L{S(TB(VVv a),a’,p’) = T3(L/(V,7Wa pl)va)' €))

Further for any weight update AW such that for all i € [n] it holds that 1[(x;,w;) > 0] =
1[(z;, w; + Aw,;) > 0] we have that

Ls(W + AW, a) = L(V, Ty (W + AW, a))
= LV, To(W + AW, a), p) = Ls(T5(W + AW, a),d’, /). (10)

Proof. In the following we use that for any j € [m] we have that
1[(2i,w;) > 0] = (@, v5) > 0] = 1[{zs,vj;)) > 0] = L[(2s,wir(5)) > 0]
as well as a; = a;/(;). We have that

T (L'(V,W),a); = a; L'(V,W);

=" a;l (yi, F(V, W, p, i) )(VF(V, W, p, )5 = L' (V, To(W, ).

i=1
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Similarity we have that

(L (V,\W),a);=p; >, Ls(V,W);/li(j)]

j'ei’=1(j)
1
= Pi Z i—1(5)] Z (i f(V, W, p, i) agea;
jrei’=1(j) i€[n],(w;s,x;)>0

= Py Z e/(ylvf(vampa l'z))mzaj - LI(V/,TQ(W/, a)7p)

i€n],(wj,x;)>0
and
T5(L'(V\W,p)a);=pf D L'(VaW)/lim ()]
J'€i=1(4)
1 / /
= pPj Z |7171(])| Z 14 (yi, f(V7 VVap ,xi))xi

Jirei1() i€l (wyr,2:)>0

= Py Z K'(yi,f(V, w, plvxi))xi = Lg‘(T3(Wa a),a/,p’).

i€[n],(wj,xz;)>0

For the second part of the lemma, note that since V' = W, we have

1 m

fV.TUW + AW, a),2;) = — ijlm,wj + Aw;)1[(xi,v;) > 0]
1 m

= E Zj:1<xi,wj =+ ij>1[<xi,wj> > O]

1 m
= ijlmywj + Aw;)1[(zi, wj + Aw;) > 0]

and f(W + AW, Th(W + AW,a),z;) = fs(W + AW, a,x;) by Lemma and thus also
Ls(W+AW,a) = L(V,Ty(W+AW,a)). The equations L(V, Ty (W+AW, a)) = L(V', To (W +
AW, a),p)and Lg(W + AW, a) = Ls(T5(W + AW, a),d’, p') follow similarly.

O

E GRADIENT DESCENT APPROXIMATION RESULTS

Next we establish an approximation result for convex two-layer ReLU networks with logistic loss,
ie. £(r) =In(1 + exp(—r)).

Recall that we initialize W = W) to be a zero matrix and apply gradient descent to update the
weights for ¢ > 0 in an iterative manner

Wip1 = Wy — n L' (W)

where 1, € R>g is a learning rate parameter and L’(TV;) is the gradient of the loss function L(W;)
at Wt

i=1

We note that —¢'(r) < min{1, £(r)} which in particular implies that L(W) is a ;> -Lipschitz func-
tion, which becomes %—Lipschitz if we restrict to a small radius around W. Combining these
properties of the convex loss function L and the fact that max;e(,, |w; — wjll2 < 2B for any
W,W' e Wg = {W € R™*? | max;e[y |w;||2 < B} implies a similar bound in Frobenius
norm canceling the factor m and yields that gradient descent converges to within a factor 2 to the
optimal solution W* using standard gradient descent analyses (Nesterov, 2004; |Bubeckl |2015) in
roughly B? iterations. The following lemma guarantees that there exists a real number B € R+
that is not too large and a near-optimal solution within the restricted domain W & Wpg such that
min;ep,) yi f (V, W, z;) is close to 7.
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Lemma E.1. Let vy > 0 as defined in Equation (6). Let {(r) = In(1 + exp(—r)) and e > 0. Let
B > (In(4) + In(n))/(evv). Let W* € Wg minimize L(W') and let W € Wg be any solution
such that L(W) < 2L(W™). Then it holds that vy > min;ep,) yi f(V,W/B,x;) > (1 — &)y

Proof. Firstrecall that Wy, € W = {W € R™*? | ||w;||> < 1 forall j € [m]} was defined to be a
maximizer of maxyyeyy min,ep,) i f(V, W, z;) = v, see Equation (@)

We set W = BWy, and note that W € Wg. Using that exp(—7)/(1 + exp(—r)) = —£'(r) <
4(r) < exp(—r) and In(4) 4 In(n) — vy B < 0 we get that

LW*) < L(W) =Y Uy f(V, BWy, x;))

i=1

ZE(’YVB)

n{(yvB)

nexp(—yv B)

1 exp(In(4) + In(n) — yv B)

2 2

1 exp(In(4) +In(n) —yvB)

2 1+ exp(In(4) +1n(n) — yvB)
<U((1—¢e)wB)/2

Now let W € Wg be any solution with L(W) < 2L(W*). Then for any i € [n] we have that

Uy f(V,W,23)) < L(W) < 2L(W7) < (1 —¢e)ywB)

IN

IN
—

IN

which by strict monotonicity of ¢ and linearity of f implies that y; f(V, W/B,x;) > (1—¢)yy. O

Next we show that v and 7y can be related to each other. To prove this we will use the Hoeffding
bound.

Lemma E.2 (Hoeffding bound (Hoeftding| [1963)). Let X1, ..., X,, denote n independent bounded
variables in [a;,b;]. Let X = >."_ | X;. Then we have

Pr[|X — E[X]| > t] < 2exp (—M) :

Theorem E.3. Assume V' € R™*? s initialized with i.i.d. Gaussians and 0 < § < . For
any m it holds that By < v over the Gaussian measure. Further, if the network width is m >
c- (e6v)~21In(n/e) for an absolute constant ¢ > 0, then with probability at least 1 — § it holds that
(Ite)yzw=1-e)

Proof. Given V, V' € R™*? we define that V ~ V" if for all cones C' € Sy it holds that pc (V) =
pc (V). We set V to be the set of equivalence classes with respect to ~ and given V eV we set
P(V) to be the probability that a randomly drawn set V' € V, i.e., V' ~ V. For any cone C' € S
let Vo = {V € V| 3j € [m] : ; € C} the set of orientation matrices such that there exists at least
one orientation in C. Further we set P(C) to be the probability that a random vector z € R? is in C
and P(V | v} € C) to be the probability that a randomly drawn V" is equivalent to V given that the

first vector of V' is in C'. We partition each cone C' € Sy into subregions C' = [J;-¢y,,C(V) such
that the probability that a random vector z € C'is in C(V) is P(V | v} € C). Note that this yields
a partition R? = UCESO,VEVCC(V).

Using Bayes’ theorem and the fact that P(v; € C' | V) = pc we get that

P(V | v € C)P(C) = P(vy € C | V)P(V) = P(V)pc.
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For any z € C(V) we set 5(C) = (z) = Ty (z) € B. Then for any i € [n] we have that

> =i /@(z)ﬂfz‘)l[@ia@ > 0] du(2)

=y Z P(C) Z P(V | vy € C) @y (C), z:)1[(x5,v0) > 0]

CeSo Veve
=i Z Z P(V)po (v (C), z:)1[(zi, ve) > 0]
CES0 Veve
=Y P(V) > wilov(vy), i) 1[(wi, v;) > 0] = By,
Vev jelm]

For the second part assume that m > ¢ - (¢6) 2 In(n/e) and let ¥ be optimal, i.e. v = ;. We first
fix i € [n] and set Z; = y; (v (v;), ;) 1[(x;,v;) > 0] and note that Z; € [—1,1] and E(Z;) > ~.
Then using Hoeffding’s bound for Z = 5" 1 Z;, we get that

Jj=

Pr[|Z — E[Z]| > m~e] < 2exp <—2(7Zf)2> <e/n.

Using the union bound over all ¢ we have that y, > (1 — &) holds with probability at least 1 — e.
We further have that vy € [0,1] and

Y2 Eyw > (1—¢)(1 —e)y+ Py > (14¢€")y)e'y
> (1=3e)y+ P(yw > (1+)y)e'y

‘We conclude that
P(yy > (1 +€)y)e’ < 3e.

Now choosing ¢’ = 3¢/d gives us P(yy > (1 4 ¢’)y) < ¢. Thus the second part follows by
substituting € by &’ O

F TwO IMPORTANT DATA EXAMPLES

F.1 THE ALTERNATING CIRCLE AND WHY IT MIGHT BE HARD TO PROVE THAT A TWO-LAYER
RELU NETWORK OF LINEAR WIDTH SUFFICES FOR ARBITRARILY SMALL ERROR

Consider the following set of n points:

zj, = (cos (27) sin (2:7)) and y, = (—1)*. The dataset consists of equidistant points on the
circle with alternating labels. It has been used in (Munteanu et al., [2022) to derive lower bounds of
different strengths on the width of two-layer ReLU networks. Since the labels are alternating this
can be considered a hard dataset for two-layer ReLLU networks and we will use it to show that if one
wants to prove that a network of linear width suffices one will need more advanced proof techniques

than the ones established previously.

(Munteanu et al.| 2022)) proved that for the specific choice of ¥ € Fp used in the upper bounds of
(J1 and Telgarskyl, [2020), there exists an index ¢ € [n] with

S @), 2] s w,) > 0] <0.

with constant probability if the network has smaller width than m < c-~v~2. We will strengthen

the lower bound of (Munteanu et al.| 2022)) by showing that this holds for any fixed v € Fp. This
strengthened lower bound leaves two possible options, one of which is true:

*m = 9(7_2) is indeed a general lower bound, i.e., lower m precludes the existence of a
separating v,

* or showing m = o(y~2) requires to choose ¥ adaptively to the size m subsample of neu-
rons.
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In particular, our new bound thus shows that existing non-adaptive proof techniques are not sufficient
to show m = o(y~2) upper bounds.

We will need the following lemma:
Lemma F.1 ((StEx, 2011)). For any a,b € R and n € N it holds that

nol _ cos(a+ (7 —1)b/2)sin(nb/2)
Z cos(a + kb) = sin(b/2) .

Proof. We use i to denote the imaginary unit defined by the property i2 = —1. From Euler’s identity
we know that cos(a + kb) = Re(el(*+*) and sin(a + kb) = Im(el(@+*), Then

-1 -1
Z cos(a + kb) = Z Re (ei(c”rkb))
k=0 k=0

n—1
R <Z ei(a+kb)>
k=0

(AOR/2(=b7/2 _ cibi/2)

eib/2(e—ib/2 — ¢ib/2) >
cos(a + (7 — 1)b/2) sin(nb/2)
sin(b/2) ’

O

To keep the technical part simple, we will assume that n mod 4 = 0. However, it is possible to get
similar results for other n as well. The next lemma allows us to show that for the given data example
for any map v € Fp there exists an index ¢ such that the variance of the random variable defined by
Z; = (0(2), yizi)1[{zi, z) > 0] is lower bounded by Q(v*E(Z;)?).

Lemma F.2. Let X be the alternating points on the circle dataset defined above withn =0 mod 4.
Then the following holds for absolute constants ¢, and ¢ :

o The separation margin is given by v = vx = ©(1/n)
* For any fixed map v € Fp it holds that

Z@ [(@(2), yix)1[(x:, 2) > 0] dpnr(2)
Zzenf‘ ) yi®i ‘1[< (2),yiwi) < O]11[(zi, 2) > 0] dup(2)

<c¢/n

* there exists at least one index i € [n] such that

f@(z),ym)l[(ml,z) > 0] dup(z) < C/'YX
JK0(2), iz [11[(0(2), yiwi) < 0]1[(zi,2) > 0] dpnr(z) ~

and Var(Z;) > Q(’Y)_(QE( i)?).

Proof. Note that any cone C = C(U) € Sy is related to a set of points of the form U =
{Zr, Trg1, - g 21y Ot U = {&k, Try1, - -, Ty [n/2]—1)- Note that any cone with non-zero
probability is related to a subset containing exactly half of the points thus we will restrict to those
sets. By symmetry we can assume without loss of generality that U = {z1,...,2y/2}.
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Now let z € R? be any vector. In the following we calculate the contribution of z as a weight vector.
We rotate the circle so that z = («,0). Then by LemmalF.1]we have that

n/2
Z Yk <xk'7 Z>
k=1

n/2
—Z Facos(rg 4 21 - k/n)

n/4 n/4
= Zacos(ro +k-dr/n) — Z acos(ro+2w/n+ k- 4w /n)

. <cos(r0 +(n/4—1) 7w/n)sin(r/2)  cos(ro +2m/n+ (n/4—1) m/n) sin(ﬂ'/2)>
sin(27/n) sin(27/n)
. <(cos(r0 +(n/4—1)-7/n) —cos(rg + 27 /n + (n/4 —1) W/n)))
sin(27/n)

where 7 is given by the rotation. Note that sin(27/n) = O(1/n). Further,

ro+2mw/n+(n/4—1)-w/n
cos(ro+(n/4—1)-w/n)—cos(ro+2n/n+(n/4—1)-7/n) = / —sin(t) dt
ro+(n/4—1)-w/n

is maximized for 1o = (3/2)x in which case it is in ©(1/n) as well. Choosing o = 1, we thus get
that

Z / )izl 2) > 0] dua(2) = O(1)
By averaging over i € [n], we get that vx = O(1/n). Further using the argumentation above using

the right z for each cone and using the symmetry of the instance, we get that vx = O(1/n).

For the second part, note that for any z € R? it holds for one third of the indices k € [n] that the term
(—=1)*acos(rg + 27 - k/n) is negative and cos(rg + 2 - k/n) > cos(w/3) = 1/2. Consequently
by a similar argumentation as above we have that
Zien/2<zﬂ YiTi) B 0(1) 0(1/n)
Yiens2 (2 vix) [1[(z, yiws) < 0] dun(2) — n/12

and thus it also holds for any map v € Fp that

Elenf ), yixi)1[{xi, 2) > 0] dpar(z) _ .
T e 1), v < Tilen o) = O ) ~ O/

For the last part of the lemma, we observe by averaging that there exists one index ¢ € [n] such that

f<*( ) yizi) 1[(xi, 2) > 0] dpp(2)
[l i) [1[(0(2), yizi) < O11[(ws, 2) > O] dpunr(2)

The numerator is exactly the expected value of Z; and the denominator is a lower bound on the root
of the variance of Z;, where we use that E(Z;) is non-neagtive

Var(Z;) = /((E(Zi) —0(2), yizwi)1[(zi, 2) > 0])* dpnr(2)
> /(\( (2), giw) [L[(0(2), yowi) < O]1[{wi, ) > 0]) dpne(2)

=0O(1/n).

> ([ 166w 11() i) < O, 2 > 0 duN(z)>2.

Thus, it follows that Var(Z;) > Q(v°E(Z;)?). 0O
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Using Lemma [F.2) we prove for our alternating points on the circle dataset X that if the width of
the network is m = o(y~2) then with constant probability there exists an index i € [n] such that

To show this we will use the following lemma:

Lemma E.3 ((Feller, 1943)). Let Z be a sum of independent random variables, each attaining values

in [0, 1], and let 0 = \/Var(Z) > 200. Then for all t € [0, {55] we have
Pr[Z > E[Z] + 1] > c-exp(—t?/(30?))

where ¢ > 0 is some fixed constant.

Theorem F.4. Let X be the alternating points on the circle dataset with n divisible by 4 and let
W € R™*2 be a matrix consisting of m Gaussian’s. Then there is a constant co > 0 such that if
m < 007)_(2, then for any T € Fp there exists an index i € [n| such that with constant probability

=3 o)1 (s w) > 0] <.

Proof. Letv € Fp and fori € [n] let Z; = (v(2), y;iw;)1[(x;, z) > 0]. By Lemma|F.2] there exists
i € [n] with Var(Z;) > Q(v°E(Z;)?). Note that 2 3" | 4;(B(w,), 2;)]1 [(2;, ws) > 0] can be
viewed as a random variable Z which is a sum of independent random variables with the distribution
of Z; divided by m. We further set Z/ = 1%t and

7' = (m - iyiﬁ(ws),xi)]l [(mi, ws) > 0]) /2
s=1
and note that Z’ is the sum of independent random variables with the distribution of Z{ . Further,
E(Z') = (m — mE(Z:))/2
Var(Z') = m - Var(Z]) = m - Var(Z;) /4 > mcoyx E(Z;)?
and Z' > m/2 if and only if Z < 0. Thus, we can apply Lemma|[F.3|with t = mE(Z;)/2 to get that
Pr[Z' > E[Z'] +t] > c-exp(—t?/(30?)) > ¢ - exp(—c1),

for an absolute constant ¢y, which finishes the proof. O

F.2 THE 3-DIMENSIONAL HYPERCUBE AND CONES OF MEASURE ZERO

The next example we want to consider is the 3-dimensional hypercube with parity labels. More
precisely the dataset is given by X = {—1,1}3 and for x € X we set y, = z12973, i.e., Y, = 1 if
the number of 1’s in x is odd, otherwise y,, = —1.

This toy example is interesting for the following reason: we have that yx = 0 and we will show
in the following that there exists no two-layer ReLU network that correctly classifies all points.
However, there exists a convex two-layer ReLU network that classifies all points correctly using
cones of measure 0.

Theorem F.5. Let X be the 3-dimensional hypercube with parity labels. Then the following state-
ments hold:

e vx =0,
* there exists no two-layer ReLU network that classifies all points correctly,

* there exists a convex two-layer ReLU network that classifies all points correctly.

Proof. The first item was proven in Lemma C.7 of (Munteanu et al., |2022) in general dimension
including the special case with d = 3.
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The second claim can be reformulated to state that for any weight vector w € R? it holds that

Zyi<xi,w>1 [(2:,ws) > 0] = 0.

To see this, observe that for any w there exists ¢ € [8] that maximizes (z;, w). Let S C X consist of
x; and the three Hamming neighbors of x;. Then we have that

8

€S €S
since ) Y.x = 0.

Next observe that this implies that also for any W € R™*3 and a € {—1,1}™ it holds that

8 m m 8
ZZ% x;, w;) 1 [(z;, w;) > 0] :Zajz x;, w;)1 (@, w;) > 0] =0.

i=1 j=1 j=1 =1
which means there exists at least one point x € X with y; f(W, a,z) < 0.

For the last item it suffices to define a convex two-layer ReLU network that classifies all points
correctly. To check and explain the idea we give a concrete description of the dataset:

z1=(1,1,1),z0 = (1,1, -1),23 = (1, —-1,1), 24 = (—1,1, 1),
Ts = (17 _la _1)71:6 = (—1a 15 —1),I7 = (_17 _17 1)"r8 = (_17 _17 _1)
N=Y=yY=yr=Lyp=ys=ys=ys=—1
We set m = 8 and
o1 = (1,1/2,1/2), v = (1,1/2,-1/2),v3 = (1,—-1/2,1/2),v4 = (1, —1/2, —1/2),
= —(1,1/2,1/2),v6 = (1,1/2, —1/2),v7 = —(1,—1/2,1/2),vs = —(1, —1/2, —1/2)
W1 = Wy = W = Wy = —€1,W2 = W3 = W5 = Wg = €1,
where e; = (1,0, 0) is the first standard unit vector.

The idea of this network is that for each orientation vector v;, there are exactly three points z;
with (x;,v;) > 0. Further for any point «; there are exactly two vectors v; with (x;,v;) = 1 and
(yiz;, wj) = 1, then there exists one vector v; with (x;,v;) = 2 and (y;x;,w;) = —1 and for the
remaining vectors v; we have that (z;,v;) < 0 which implies that

yif (V. W,z;) =1
and thus all points are classified correctly. O
As a remark, we note that if a convex network is initialized via random Gaussians as orientation
vectors, then the network will not converge to a network that classifies all points correctly since

there needs to be at least one orientation v; with (x;,v;) = 0 for some ¢ but this event occurs with
probability 0.

We additionally remark that the alternating circle with n = 2 mod 4 and n > 6 has similar proper-
ties as the 3-dimensional hypercube with parity labels.
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