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Abstract

Large pretrained visual foundation models exhibit impres-
sive general capabilities. However, the extensive prior
knowledge inherent in these models can sometimes be a
double-edged sword when adapting them to downstream
tasks in specific domains. In the context of semi-supervised
medical image segmentation with domain shift, foundation
models like MedSAM tend to make overconfident predic-
tions, some of which are incorrect. The error accumu-
lation hinders the effective utilization of unlabeled data
and limits further improvements. In this paper, we intro-
duce a Synergistic training framework for Foundation and
Conventional models (SynFoC) to address the issue. We ob-
serve that a conventional model trained from scratch has the
ability to correct the high-confidence mispredictions of the
foundation model, while the foundation model can super-
vise it with high-quality pseudo-labels in the early training
stages. Furthermore, to enhance the collaborative training
effectiveness of both models and promote reliable conver-
gence towards optimization, the consensus-divergence con-
sistency regularization is proposed. We demonstrate the
superiority of our method across four public multi-domain
datasets. In particular, our method improves the Dice score
by 10.31% on the Prostate dataset. Our code is available at
https://github.com/MQOinghe/SynFoC.

1. Introduction

Semi-supervised medical image segmentation (SSMIS) [2,
3, 14, 15, 35, 49, 55, 56] offers an effective way to tackle
problems with limited annotations [17, 40]. In recent years,
domain shifts in real-world clinical scenarios have gar-
nered significant attention, where labeled and unlabeled
data are drawn from different distributions due to varia-
tions in equipment parameters, patient populations, and dis-
ease severity [18, 53, 57]. When large amounts of medi-
cal data are collected, it is challenging to exam the distri-
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Figure 1. Illustration of pseudo-labels generation across training
stages for various methods. In experiment (a) and (b) on prostate
dataset, 20 labeled data come from BIDMC and HK, respectively.
We report the Dice Coefficient between each pseudo-label and the
ground truth, which is represented by the green contour. Stan-
dalone training of U-Net and MedSAM, as well as the guidance
from MedSAM to U-Net, fail to effectively address MiDSS.

bution to which they belong. Consequently, many related
settings have been explored [7, 30, 32, 38, 51, 61], with
Mixed Domain Semi-Supervised Medical Image Segmen-
tation (MiDSS) being a more general framework [32]. In
this setting, a limited number of labeled samples are sourced
from a single domain, while a substantial number of unla-
beled samples originate from multiple mixed domains.

For SSMIS, existing methods usually train a conven-
tional model (e.g., U-Net [37]) using labeled and unlabeled
data from scratch. However, the domain shift renders the
training of conventional models particularly vulnerable to
noisy pseudo-labels [8, 32]. Recently, large pretrained vi-
sual foundation models [24, 31, 44, 63] have demonstrated
impressive segmentation performance and generalization
capabilities for downstream tasks. Considering the limi-
tations of conventional models, we wonder whether foun-
dation models can serve as off-the-shelf tools for address-
ing these problems. In other words, can they be effectively
adapted to specific domains by leveraging a small amount
of labeled data alongside mixed-domain unlabeled data?

To answer the question, we conduct experiments to ex-
plore how does the single foundation model or conventional



model perform in MiDSS. MedSAM [31] is served as the
foundation model and U-Net as the conventional model. As
illustrated in Fig. 1(a), when labeled data are drawn from
the domain BIDMC, U-Net overfits to the labeled data, re-
sulting in poor performance. In comparison, MedSAM ex-
hibits superior segmentation capability in the early stages of
training due to its inherent extensive prior knowledge. Sim-
ilarly, as shown in Fig. 1(b), when labeled data comes from
the domain HK, it fails to rectify high-confidence wrong
predictions, hindering further performance improvement.
In contrast, U-Net actively correct high-uncertainty mispre-
dictions, achieving a higher performance ceiling. Fig. 1(a)
and Fig. 1(b) show that neither the conventional nor the
foundation model is universally effective. The conventional
model tends to overfit to the labeled data when there are
significant domain shifts between labeled and unlabeled
data, while the foundation model, not limited to MedSAM
struggles to correct high-confidence mispredictions due to
large-scale pretraining, leading to error accumulation. Ad-
ditionally, many existing studies train a conventional model
guided by the pseudo-labels from frozen foundation model.
As shown in Fig. 1(b), pseudo-labels from U-Net provide
bounding box prompts to MedSAM, which, in turn, offers
additional supervisory signals for U-Net. However, under
this training scheme, the performance of the conventional
model is often limited by the foundation model.

Unlike previous studies where foundation models domi-
nate [9, 42, 59, 60], considering the complementary charac-
teristics of both model, we believe that conventional mod-
els also play a critical role in further boosting the perfor-
mance of foundation models. In this paper, we propose
a mixed-domain semi-supervised medical image segmen-
tation Synergistic training framework where Foundation
(e.g., MedSAM) and Conventional (e.g., U-Net) models are
synergistically trained (SynFoC). We dynamically adjusts
the dominance of each model during training: MedSAM
leads in the early stages to ensure training quality of U-Net,
while U-Net takes the lead in later stages to correct high-
confidence errors, unlocking performance potential of Med-
SAM. Beyond that, to boost their representational abilities
jointly, we employ consistency regularization [28, 56] to en-
hances information sharing. Yet, for regions with consistent
predictions, encouraging higher confidence offers a more
reliable optimization direction. Thus, we propose region-
specific regularization to promote training effectiveness.

Our main contributions are summarized as follows:

We identify that error accumulation from overconfident
predictions in the foundation model hinders performance
improvement when transferred to downstream tasks.

We introduce the Self-Mutual Confidence evaluation
module (SMC), which determines the integration ratio of
the pseudo-labels from both models by evaluating both
self-stability and mutual consistency.
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Setting ‘ Limited Annotations Domain Shift Unknown Domain Labels

SSMIS v X -
UDA X v X
LE-UDA v v X
MiDSS v v v

Table 1. Various settings and challenges in clinical scenarios.

We design the Consensus-Divergence Consistency Reg-
ularization (CDCR) to encourage both models to make
high-confidence and reliable predictions, while aligning
their representation capabilities.

Extensive experiments are conducted on four public
multi-domain datasets, demonstrating that our method
outperforms other state-of-the-art approaches'. With only
20 labeled data from Prostate dataset, our method obtains
an improvement of over 10% Dice than other methods.

2. Related Work

Medical Image Segmentation with Limited Annotation.
Existing semi-supervised medical image segmentation (SS-
MIS) methods can be categorized into pseudo-label [26, 36,
52] and consistency regularization based methods [5, 11,
19, 23, 47]. Pseudo-label based methods generate pseudo-
labels for unlabeled data to update the network iteratively.
Wang et al. [46] propose to evaluate the performance of dif-
ferent networks to select more reliable pseudo-labels dy-
namically. Consistency regularization based methods aim
to generate consistent predictions for unlabeled data under
perturbations of the input, feature, or network. Chen et al.
[11] encourage models with different initializations to pro-
duce the same predictions. However, SSMIS methods typi-
cally follow the assumption that labeled and unlabeled data
are sampled from the same distribution [50, 54], which can
be impractical in real-world applications.

Medical Image Segmentation with Domain Shift. Do-
main shift is frequently encountered in real-world clini-
cal scenarios due to differences in equipment parameters,
patient populations, and disease severity. Many related
problem settings, such as unsupervised domain adaptation
(UDA) [7, 38, 51], label-efficient UDA (LE-UDA) [30, 61],
and MiDSS (Mixed Domain SSMIS) [32], have been pro-
posed. As shown in Tab. 1, MiDSS represents a more gen-
eral scenario that confronts challenges from limited annota-
tions, domain shifts, and unknown domain labels, where la-
beled data are limited and come from a single domain, while
unlabeled data are mixed from multiple domains. Other
scenarios, such as SSMIS, UDA, and LE-UDA [30, 61],
can be regarded as specific cases of this broader challenge.
Ma et al. [32] propose to generate symmetric intermediate
samples to fully utilize the intermediate domain informa-
tion. However, conventional models often struggle to ef-
fectively transfer domain knowledge and are prone to over-

'Our method also achieves competitive performance on SSMIS and
UDA setting, as shown in the supplementary materials.
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Figure 2. The overall framework of our SynFoC. For U-Net and MedSAM, the teacher model generates pseudo-labels for intermediate
samples to guiding the student model. To reduce computational costs, we applies the LoRA module to MedSAM. We design various
pseudo-label integration strategies to combine the predictions of both models, aiming to achieve higher-quality pseudo-labels. Additionally,
we introduce consensus-divergence consistency regularization to enhance the efficiency of the synergistic training.

fitting when there is a significant domain gap between la-
beled and unlabeled data. To address this, we leverage the
powerful feature extraction and generalization capabilities
of foundation models to accelerate the early-stage training
of conventional models while ensuring training quality.

Foundation Models in Medical Image Segmentation.
Pre-trained on massive datasets, foundation models like the
Segment Anything Model (SAM) [25] demonstrates excep-
tional generalization capability across various downstream
tasks with prompts such as points and bounding boxes.
Several efforts have been made to adapt SAM for med-
ical images. MedSAM [31] is fine-tuned on 1.57 mil-
lion image-mask pairs, and SAM-Med2D [12] on 4.6 mil-
lion images and 19.7 million masks from both public and
private datasets. Nonetheless, fully fine-tuning SAM is
resource-intensive, and precise medical prompts genera-
tion requires expert knowledge, making the process time-
consuming. To overcome these challenges, many works fo-
cus on prompt-free, efficient fine-tuning of foundation mod-
els [10, 13, 22, 27, 48, 58]. SAM-adaptor and SAMed, for
instance, freeze the pre-trained image encoder and employ
adapter [20] or low-rank-based [21] strategies.

Recently, many works have explored leveraging SAM
for SSMIS tasks. For instance, In SemiSAM [59], the seg-
mentation model generates prompt information for SAM,
which in turn produces predictions that offer additional
supervisory signals to the conventional model. Even so,
static SAM fails to achieve optimal performance on specific
datasets. CPC-SAM [34] automatically generate prompts
and supervision across two decoder branches, enabling
effective learning from both labeled and unlabeled data.
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These methods typically treat foundation models as the
dominant, even discarding the conventional models. How-
ever, we believe that conventional models play a key role in
further boosting the performance of foundation models.

3. Method

3.1. Problem Formulation and Preliminary

Let £ = {(X;,Y)}Y,, and U = {U;}M, denote the la-
beled and unlabeled data sets, where N and M are their
respective sizes, with M > N. X;, U; € RWXHXL repre-
sents the input image, and Y; € {0,1,...,C}W*H denotes
the ground truth, where C represents the number of seman-
tic classes, with 0 indicating the background. The training
data originates from K different data centers D = {D;} X ,,
where the labeled data £ is sampled from a single domain
D; and the unlabeled data / from multiple domains.

We first introduce the training paradigm in the MiDSS
scenario. For any network structure, we define a teacher
model f and a student model f in the Mean Teacher ar-
chitecture. Weak and strong augmentations are applied to
unlabeled data U to generate U, and Uy, respectively. The
teacher model predicts Pw on U,, and obtains the pseudo-
label Q,, = argmax(P,). To bridge the domain gap, we
generate an intermediate sample U, by pasting part of the
weakly-augmented labeled data X,, onto Us. The pseudo-
label Qc for U, is obtained from Y,, and Qw similarly:

Ue=Xpy OM+U; © (1 — M),

Q=Y OM+Q, 01— M),

where M € {0,1}">*# is a one-centered mask that indi-
cates the region for Copy-Paste. 1 represents an all-ones

D
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Figure 4. Illustration of self-confidence and mutual confidence
evaluation and Consensus-Divergence consistency regularization.

matrix, and ® denotes the element-wise multiplication, re-
spectively. Qc will be used as the supervision to supervise
the student model prediction P, of U.. f is updated by the
Exponential Moving Average (EMA) of f.

3.2. Overview

The overall framework of our SynFoC is illustrated in
Fig. 2. Based on the training paradigm mentioned above,
we incorporate the foundation model MedSAM with the
lightweight model U-Net for synergistic training. The su-
pervised training of both models is independent, with the
supervised loss L, calculated based on the difference be-
tween the prediction P, of X, and Y,,. For unsupervised
loss L,, we determine the pseudo-label ensemble ratio by
self and mutual confidence, providing higher-quality super-
vision for U,.. Finally, we apply specific consistency reg-
ularizations on the consistent and divergent regions of the
predictions from the two student models, calculating L. and
L, accordingly. The overall loss Ly, is defined as:

Ltotal (2)

where A(t) = e maz) i3 a time-dependent Gaussian
warming-up function. ¢ represents the current training step,
and t,,,4, is the maximum number of steps.

=L, + ALy + Le + Ly),

—5(1—t/t

3.3. Synergistic Training of Foundation and Con-
ventional Models

In the MiDSS scenario, the insufficient discriminative seg-
mentation information from labeled data and the ineffi-
ciency of domain knowledge transfer lead to U-Net overfit-
ting on the labeled data, as illustrated by the performance of
BIDMC in Fig. 3. MedSAM, with its powerful feature ex-
traction and generalization capabilities, effectively address
these shortcomings. To reduce computational cost, follow-
ing SAMed [58] and apply Low-rank (LoRA) to the frozen
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image encoder, training it together with the mask decoder.
The EMA update also involves only these two modules.
However, MedSAM tends to make high-confidence predic-
tions even in the early stages of training due to its extensive
prior knowledge. As demonstrated by the performance of
HCRUDB in Fig. 3, the high-confidence mispredictions are
difficult to rectify, hindering performance improvement.

To enhance the stability of the early training for U-Net
and further improve the performance of MedSAM, we pro-
pose a synergistic training strategy, which dynamically ad-
justs the instance-wise ensemble ratio « for predictions gen-
erated by both models. We denote MedSAM as f* and
U-Netas fUT, with corresponding teacher models £ and
f UT | The ensemble pseudo-label pr is defined as:

+(1-«

where Pg T and ]31],}/[ 9 represent the pseudo-labels gener-
ated by fUT and fM*9 for U, respectively. o can be de-
termined in various ways. A straightforward way is to set it
as a constant, such as a = 0.5, or to adopt a CPS strategy
where o = 1 for MedSAM and o = 0 for U-Net. Consid-
ering the complementary characteristics between both mod-
els during training, a time-dependent linear change can be
applied, i.e., & = t/t;q,. Furthermore, we incorporate
instance-wise pseudo-label uncertainty and determine the
ratio o by taking into account both self-confidence and mu-
tual confidence (SMC), as observed in Fig. 4(a). According
to Fig. 3, both models demonstrate significant performance
improvement under SMC-based synergistic training.
Self-Confidence. It is difficult for teacher and student
models to achieve consensus for hard unlabeled data [16,
45]. High-quality pseudo-labels require models to demon-
strate consistent and stable predictions. We evaluate the
Self-confidence ®*¢!f of the U-Net by measuring the con-
sistency between PUT and PUT from the fU7 and fU7:

C
(I)self 1 Z

l:l

PEN _ _ pUT
P =aP,

)PMS, 3)

2x (ILQL" =) n1@L" =1)))
L(QYT =)+ |L(QYT = )|

;4

where 1(-) represents the indicator function, 1(QYT = )
is the binary mask for pixels predicted as class ¢, and | A|
denotes the number of pixels where value is 1. The inter-
section [1(QUT = i) N 1(QYT = 4)| counts the number of
pixels predicted as class ¢ by both models.

Mutual Confidence. When optimization converges, re-
gardless of the performance, the model always exhibits high
stability, making it difficult to ensure the quality of the
pseudo-labels. Given robust feature extraction capabilities
of MedSAM, it can quickly pinpoint segmentation target
areas and generate reasonably accurate results. To further
assess the reliability of the predictions generated by U-Net,
we measure the consistency between PUT and PMS pro-



duced by U-Net and MedSAM to determine the mutual con-
fidence ®™**, which is defined as follows:

XC: x (J1( QMS—z)ﬁIl(QUT
|1(

i=1

Dl))
(QAS = i) + [L(QYT = 4)]

(I)mut

. (5

We assess the reliability of the predictions generated by
U-Net from above two perspectives. We consider the pre-
diction of U-Net is reliable when both ®*¢/ and & ap-
proach 1, leading to large ensemble ratio «, and vice versa:

a = q)self % (I)mut.

(6)

According to Eq. (3), we obtain the ensembled probabil-
ity map PEN and the pseudo-label QEN of U,,. Next, we
generate the intermediate sample U, along with its pseudo-
label QfN by Eq. (1). QEN guides the predictions PYT
and PMS on U,, with the unsupervised loss L,, defined as:

Ly = Lee(QEN, PYT WENY & Luice (QEN, PYT WEN) 4

Lee(QEN, PS5 WEN) + Laice(QEN, PMS, WEN),

(7

where WEN = 1(max(PFN) > 7) represents the high-

confidence regions in QEN and 7 = 0.95 is a predefined

confidence threshold used to filter out noisy labels. L., and

Lgice denote the cross-entropy loss and dice loss, which are
formulated in the supplementary materials.

3.4. Region-Specific Consistency Regularization

We hypothesize that the regions where both models make
consistent predictions are more likely to be accurate, while
the divergent regions reflect the differences in their repre-
sentational capabilities. To enhance the synergistic train-
ing efficiency of both models while aligning their represen-
tational capabilities, we propose the consensus-divergence
consistency regularization (CDCR). Referring to Fig. 4(b),
by comparing the predictions of the two models, we obtain
consistent and divergent regions, denoted as M. and My,
respectively, and apply different constraints to each region:

M, =1(QYT = QM%) My =1- M,. (8)

Consensus Consistency Regularization We encourage
the models to generate high-confidence predictions, charac-
terized by low-entropy probability distributions, in the areas
where predictions are reliable. Specifically, we minimize

the Shannon entropy for predictions in the M.:

1
S

where S =W x H x C.

Divergence Consistency Regularization We aim to re-
duce the prediction discrepancies to promote consistent im-
provement in representational capabilities. Therefore, we

L. (PYT log PUT + PMS 10g PMS)O M., (9)
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‘ U-Net alone MedSAM alone SynFoC
Training (h) 4.09 7.54 8.61
Testing (s) 11.66 21.04 21.04

Table 2. The training (h) and testing (s) time on Prostate dataset.

minimize the mean squared error (MSE) within the Mj:

_ 1 ur MS
Ld_—EZMSE(PC ,PMSyo My, (10)

3.5. Remarks

To maintain the decent image resolution of predicted seg-
mentation prediction, the input image of MedSAM is up-
sampled from W x H x L to 512 x 512 x L [58]. The
output resolution of the segmentation logits for each class
is 128 x 128, which differs from that of U-Net (W x H).
Interpolation is used to align the resolutions when matrix
calculations involve different resolutions. During the test-
ing phase, We retain only the student MedSAM model and
resize the segmentation results to W x H for inference. We
present the training and testing times in Tab. 2. On Prostate
dataset, our method takes approximately 1 extra hour com-
pared to training MedSAM alone. We believe this addi-
tional time is worthwhile due to the significant improve-
ments in training stability and model performance. During
the testing phase, we require about 10 extra seconds com-
pared to U-Net, which is acceptable. SynFoC is a general
method that achieve competitive performance in traditional
SSMIS and UDA settings, facilitating breakthroughs for
foundation model, not limited to MedSAM, in downstream
tasks. Further details are in the supplementary materials.

4. Experiments

4.1. Datasets and Evaluation Metrics

The Prostate dataset [29] is a well-organized multi-site
dataset for prostate MRI segmentation, consisting of T2-
weighted MRI data collected from six different data sources
across three public datasets. For each domain, the data is
split into training and validation sets in a 4:1 ratio. Each 2D
slice is resized to a resolution of 384 x 384 pixels.

The Fundus dataset [43] consists of fundus images from
four different medical centers, used for the segmentation of
the optic cup and optic disc. The data from each domain has
been pre-split into training and test sets, with an 800x800
region of interest (ROI) cropped from each image. We re-
size the images to 256 x 256 for processing.

The M&Ms dataset [6] is collected from four differ-
ent magnetic resonance scanner vendors, with annotations
available only for the end-systole and end-diastole phases.
We split annotated data of each vendor into training and
test sets at a 4:1 ratio for the segmentation tasks of the left
ventricle (LV), left ventricle myocardium (MYO), and right
ventricle (RV). Each slice is resized to 288 x 288.



(Prostate Segmentation) DSC 1 DSC1t Jaccardt 95HD| ASD/|
Methods ‘ Venue ‘ L ‘ RUNMC BMC HCRUDB UCL BIDMC  HK Avg.
SupOnly - 20 | 2211 21.81 19.60 13.87 1816 2698 | 2042 15.63 11815  79.70
UA-MT [56] MICCAI'19 | 20 19.09 13.66 16.07 3730 1523 1122 | 1876 13.44 12759 8576
FixMatch [39] NeurIPS20 | 20 81.69 6527 53.70 7040 1020 8122 | 60.41 52.53 4947 2883
SS-Net [50] MICCAI'22 | 20 14.92 11.64 14.49 3431 1545 1252 | 17.22 12.65 119.73  81.38
BCP [3] CVPR23 | 20 | 6479  62.46 50.49 5508 6331  57.64 | 5896 48.74 56.81 27.77
CauSSL [33] ICCV23 20 | 2036 3111 15.68 2727 2617 2666 | 24.54 18.03 116.15  70.57
ABD [14] CVPR24 | 20 | 53.10 6228 9.17 5922 5192 2219 | 4298 32.35 7573 4717
SymGD [32] CVPR24 | 20 88.34  83.26 83.99 8545 4203  78.02 | 76.85 67.88 39.02  21.08
SAMed [58] arXiv'23 20 | 6367  65.62 65.25 68.65 4883 7531 | 6456 53.49 35.85 15.83
SemiSAMT [59] arXiv'23 20 | 7807  67.16 76.49 69.25 6597  69.76 | 71.12 59.69 28.19 12.61
H-SAM [13] CVPR24 | 20 | 5629 5123 41.59 60.50 5194 5186 | 5224 42.37 69.31 36.15
CPC-SAM [34] | MICCAT'24 | 20 | 7723  66.46 66.98 7679 7971 7542 | 73.77 62.85 31.08 13.16
SynFoCUNet This paper | 20 88.09  85.22 84.97 8774 8763  87.74 | 86.90 79.11 11.25 4.82
SynFoCMedSAM This paper | 20 88.54 85.74 84.89 8751 8792 88.34 | 87.16 79.30 10.26 4.41

Table 3.

as bold, and the second-best is underlined. T denotes that we reproduce the results of SemiSAM.

Comparison of different methods on Prostate dataset. #L represents the number of labeled data. The best performance is marked

(Optic Cup / Optic Disc Segmentation) DSC 1 DSC1T Jaccardt 95HD| ASD |
Methods ‘ Venue ‘ #L. ‘ Domain 1p ]gomz[])in 2 gomain 3 Domain 4 ‘ Avg.
SupOnly - 20 | 59.54/73.89 71.28/7423 50.87/6429 3561/63.30 | 61.63 52.65 48.28 28.86
UA-MT [56] MICCATI'19 | 20 | 59.35/78.46  63.08/74.45 3524/47.73 36.18/5543 | 56.24 47.00 48.64 31.35
FixMatch [39] NeurIPS°20 | 20 | 81.18/91.29  72.04/87.60 80.41/92.95 74.58/87.07 83.39 73.48 11.77 5.60
SS-Net [50] MICCATI’22 | 20 | 59.42/78.15 67.32/85.05 45.69/69.91 38.76/61.13 | 63.18 53.49 44.90 25.73
BCP [3] CVPR’23 20 | 71.65/91.10  77.19/92.00  72.63/90.77 77.67/91.42 83.05 73.66 11.05 5.80
CauSSL [33] ICCV’23 20 | 63.38/80.60 67.52/80.72 49.53/63.88  39.43/49.43 61.81 51.80 41.25 23.94
ABD [14] CVPR’24 20 | 73.92/79.71  65.19/90.96  77.61/86.11 74.79/86.72 | 79.38 69.28 13.99 8.14
SymGD [32] CVPR’24 20 | 83.71/9296 80.47/89.93 84.18/92.97  83.71/93.38 87.66 79.10 8.21 3.89
SAMed [58] arXiv'23 20 | 71.00/93.53 81.77/90.04 82.07/9225 71.62/93.14 | 84.47 75.69 9.83 5.25
SemiSAMT [59] arXiv'23 20 | 83.70/93.21 72.40/87.72 81.39/92.11 79.17/91.10 | 85.10 75.50 9.48 4.60
H-SAM [13] CVPR’24 20 | 76.97/93.01  79.01/90.47 76.85/91.86 81.03/92.42 85.20 76.26 9.67 4.99
CPC-SAM [34] MICCAT'24 | 20 | 75.99/94.34 80.10/93.08 83.19/92.81 83.43/93.20 | 87.02 78.65 8.50 4.24
SynFoCU-Net This paper 20 | 84.26/92.78  78.51/90.12  85.33/93.05  82.05/93.88 87.50 78.93 7.74 3.79
SynFoCMedSAM ‘ This paper ‘ 20 ‘ 85.44/9329 82.50/90.52 85.51/93.56 83.78/94.23 | 88.60 80.50 6.56 3.47

Table 4. Comparison of different methods on Fundus dataset.

The BUSI dataset [1] includes breast ultrasound images
categorized into three classes based on breast cancer: nor-
mal, benign, and malignant. Since there is no segmentation
target for the normal class, we divide the dataset into two
domains based on tumor type: benign and malignant. For
each domain, the data is split into training and test sets at a
4:1 ratio. Each image is resized to 256 x 256.

We also evaluate our SynFoC in SSMIS and UDA on
the ACDC [4] and MS-CMRSeg [62] datasets, respec-
tively. The evaluation metrics include the Dice Similarity
Coefficient (DSC), Jaccard Index, 95% Hausdorff Distance
(95HD), and Average Surface Distance (ASD).

4.2. Implementation Details

Our method is implemented by Pytorch and trained on an
NVIDIA GeForce RTX 3090 GPU. For U-Net, we use
Stochastic Gradient Descent (SGD) with a momentum of
0.9 and a weight decay of 0.0001, with an initial learning
rate of 0.03. For MedSAM, we adopt the ViT_B version,
where the input is resized to 512 x 512, and the LoRA rank
is set to 4. MedSAM is optimized with the AdamW op-
timizer with an initial learning rate of 0.0001, 5; = 0.9,

B2 = 0.999, and a weight decay of 0.1. We experiment
with the following numbers of labeled data for each dataset:
20 for prostate and fundus, 5 for M&MS, and 64 (1/8) or
129 (1/4) for BUSI. Except for M&MS, the batch size is
set to 8, with an equal split between labeled and unlabeled
samples. The batch size for M&MS is reduced to 4 due to
the extremely small number of labeled data (only 5). The
maximum number of training iterations is set to 60,000 for
Prostate and M&Ms datasets, and 30,000 for Fundus and
BUSI datasets. For each dataset, taking Prostate dataset as
an example, we use 20 labeled data from a specific domain,
such as RUNMC, as the labeled data, while the remaining
data serves as the unlabeled data. The performance is eval-
uated on multiple domain test sets, and the average perfor-
mance across all six domains is reported as the experimen-
tal results, corresponding to the values in the column for
RUNMC in Tab. 3. We compare our approach with various
methods based on the conventional model (UA-MT [56],
FixMatch [39, 41], SS-Net [50], BCP [3], CauSSL [33],
ABD [14], SymGD [32]) and those based on the foundation
model (SAMed [58], SemiSAM [59], H-SAM [13], CPC-
SAM [34]). To ensure a fair comparison, we select U-Net
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(LV/MYO / RV Segmentation) DSC 1 DSC 1 Jaccard 1 95HD | ASD |
Method ‘ Venue ‘ #L ‘ Vendor A Vendor B Vendor C Vendor D Avg.
SupOnly - 5 133.65/19.07/27.38 47.98/47.79/29.89 23.55/12.89/20.52 43.82/34.15/37.29| 31.50  24.04 65.13 4041
UA-MT [56] MICCATI’'19 | 5 | 15.64/10.57/10.38 40.07/35.84/11.64 17.68/13.30/12.06 32.32/19.76/17.90 | 19.76 14.53 7823 54.74
FixMatch [39] NeurIPS°20 | 5 | 80.57/66.29/65.13 87.88/79.77/77.01 83.37/75.47/71.89 89.13/78.83/78.34| 77.81 67.47 9.09 4.85
SS-Net [50] MICCAT22| 5 | 9.90/6.89/4.77 32.68/3230/1526 7.15/6.13/439 2320/1624/528 | 13.68 1006 8429 64.06
BCP [3] CVPR'23 | 5 (49.99/18.12/19.55 84.41/69.04/68.75 57.25/40.28/42.80 69.10/56.43/58.83 | 52.88 4397  37.10 22.67
CauSSL [33] ICCV'23 | 5 |33.83/18.92/17.43 35.00/32.70/21.42 12.38/16.48/16.13 28.35/28.21/22.89| 23.65 17.12  69.80 41.75
ABD [14] CVPR'24 | 5 | 38.74/24.05/1.56 29.47/24.20/1736 14.62/7.87/10.85 39.69/31.30/35.08 | 22.90 1728 6348 51.38
SymGD [32] CVPR'24 | 5 |62.35/70.53/68.15 89.24/81.35/81.37 82.15/78.32/77.40 89.23/79.85/78.00| 78.16 67.98 1291  6.50
SAMed [58] ArXiv'23 | 5 ]66.99/51.21/28.20 77.67/60.16/48.80 72.98/49.72/37.68 77.72/55.85/42.36 | 5578  43.61 3527 15.38
SemiSAMT [59]| ArXiv'23 | 5 |28.88/21.73/21.52 87.16/78.00/73.00 82.46/72.49/67.07 83.28/72.94/67.30 | 62.99 53.79 2141 1099
H-SAM [13] CVPR'24 | 5 |50.85/31.56/32.94 58.01/38.82/39.82 59.17/39.18/45.95 69.64/48.47/48.90 | 46.94  36.07  36.44 20.40
CPC-SAM [34] | MICCAT'24 | 5 | 87.05/74.31/72.00 83.65/72.31/70.88 85.02/73.73/74.03 86.28/74.21/68.19| 76.81 6570 1237 5.13
SynFoCU-Net U-Net 5 |85.81/76.80/73.71 86.70/78.23/74.29 85.88/76.61/74.77 87.90/78.32/75.54| 79.55  69.86 933 5.0
SynFoCMedSAM | MedSAM | 5 | 85.65/76.40/76.18 88.03/78.42/75.40 87.09/78.63/77.71 89.51/79.90/77.13 80.84 7094 8.1 3.65
Table 5. Comparison of different methods on M&Ms dataset.
Method ‘ Venue (Cfincer) DSCT DSC 1 Jaccard T 95HD | ASD |
Benign Malignant Avg.
64 (1/8) labels
SupOnly - 5538 6351 | 5945 4894 6110 2544
UA-MT[56] |MICCAI'19| 53.51  62.68 | 58.10 4796 5550 26.56
FixMatch [39] | Neur[PS20 | 59.49  69.80 | 64.65 5460 4648 20.68 \
SS-Net[50]  |MICCAI22| 5611 6336 | 59.74 4950 5130 22.66 BT
BCP [3] CVPR'23 | 6049 6520 | 6285 5268 5080 18.62 T . - -
CauSSL [33] ICCV'23 | 4954 5931 | 5443 4426  57.09 29.05 Image UA-MT __ FixMatch __ SS-Net BCP CauSSL ABD
ABD [14] CVPR'24 | 5045 6271 |5658 47.03 4940 2327
SymGD [32] CVPR'24 | 6004 7278 | 6641 5645 4026 1820
SAMed [58] Arxiv'23 | 6689 6352 | 6521 5413 4647 1839
SemiSAMT [59] | Arxivi23 | 60.65 6635 | 63.50 5325 5043 2346
H-SAM [13] CVPR24 | 6776 6387 | 6582 5499 4158 1725
CPC-SAM [34] |MICCAI'24 | 7187 6586 | 68.87 5746 4077 1629
SynFoCU-Net ‘ This paper | 59.56  72.69 | 66.13  56.41 4352 20.67
MedSAM ie na
Sy Miopper | Holle  E0B | WG] G Y (ES SymGD SAMed  SemiSAM  H-SAM  CPC-SAM SynFoCMedSAMGroundTruth
129 (1/4) labels
SupOnly - 5057 6605 | 6281 5231 5426 2329 Figure 5. Visual comparison of different methods on Prostate
UA-MT [56]  |MICCAI'19| 5654 6492 | 6073 5069 5029 23.15 .
FixMatch [39] | NeurIPS'20 | 61.28 71.13 66.21 55.77 4973 21.28 dataset. The test samples are drawn from the labeled domain (HK)
SS-Net[50]  |MICCAI'22| 5694  64.18 | 60.56 5109 4969 21.32 : :
BCP [3] CVPR’23 | 61.96  67.21 64.59 5368 5582 22.87 and another domain (RUNMC)’ respectlvely.
CauSSL [33] ICCV'23 | 5897 6257 | 6077 5047 4805 2146 .
ABD [14] CVPR24 | 5662 6385 | 6024 4934 4898 20.83 and MedSAM, both models complement shortcomings of
SymGD [32 CVPR'24 | 61.68 7209 | 6689 5679 4423 17.82 .
ymGb [77) > each other and enhance their performance mutually. Our
SAMed [58] Arxiv'23 | 7079 68.09 | 69.44 5840 3849  14.67 )
SemiSAMT [59]| Amiv'23 | 6161 6825 | 6493 5512 4810 19.08 method surpasses all other approaches across four metrics,
H-SAM [13] CVPR'24 | 7086 6555 | 6821 5726 3883 18.12 A . .
CPC-SAM [34] | MICCAI24| 7401 7113 | 7257 6180 3404 1330 achieving state-of-the-art results. Visual comparisons on
SynFoCUNet | Thispaper | 6128 7145 | 6637 5645  49.89 2258 Fundus dataset are presented in the supplementary materi-
SynFoCMedSAM | This paper | 73.74  75.75 | 7475 6490 3129 1245

Table 6. Comparison of different methods on BUSI dataset.

as the conventional model and MedSAM as the foundation
model. Among the methods, SupOnly indicates the perfor-
mance of the model trained solely on labeled data.

4.3. Comparison with State-of-the-Art Methods

The Prostate dataset. Tab. 3 presents the performance of
different methods on Prostate dataset using 20 labeled data.
Our method outperforms other state-of-the-art methods by a
large margin, achieving an improvement of 10.31% in DSC.
For the test data sampled from the same and different do-
mains as the labeled data, we provide visual comparisons
in Fig. 5 to validate the superiority of our method.

The Fundus dataset. As shown in Tab. 4, we conduct ex-
periments on Fundus dataset using 20 labeled data. The
segmentation performance for the optic cup and disc is sep-
arated by a slash. Through the synergistic training of U-Net

als, and the same applies to M&Ms and BUSI datasets.
The M&Ms dataset. In Tab. 5, we evaluate the perfor-
mance of various methods on M&Ms dataset using only 5
labeled data. The segmentation results for the LV, MYO,
and RV are separated by slashes. Despite the extremely
limited number of labeled data, our method still achieves
a 2.14% improvement in DSC compared to other methods.
The BUSI dataset. We further examine our method on
BUSI dataset in Tab. 6. When 12.5% and 25% of labeled
data are available, our SynFoC outperforms other methods
by 2.74% and 2.18% in DSC, respectively.

4.4. Ablation Studies

We conduct ablation studies to verify the effectiveness of
each module in our method. All experiments are conducted
on Prostate dataset with 20 labeled data.

Effectiveness of each module. As shown in Tab. 7,
Base refers to the SSMIS method described in Sec. 3.1,
where intermediate samples are generated to promote the
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—— MedSAM

DSC 1 DSCt Jaccardt 95HD| ASD|
Base  SMC CDCR  CR | pynMc  BMC  HCRUDB  UCL  BIDMC  HK | Ave. Avg. Avg. Avg.
V' U-Net 87.74 67.96 82.45 86.31 41.91 84.35 75.12 65.76 54.67 29.08
V' MedSAM 87.24 79.70 80.20 85.34 71.88 82.46 81.14 7191 22.78 9.13
v v 88.37 85.09 84.64 87.31 87.45 87.94 86.80 78.85 10.78 4.64
v v 87.99 81.84 82.99 86.18 71.92 86.34 82.88 73.81 17.09 7.21
v v 88.20 84.86 83.36 86.75 87.15 86.82 86.19 77.94 11.91 5.03
v v v ‘ 88.54 85.74 84.89 87.51 87.92 88.34 ‘ 87.16 79.30 10.26 441
Table 7. Ablation experiments on Prostate dataset.
1.00
Strategy ‘ DSC1 Jaccardt 95HD| ASDJ|
0.90
Constantg 5 85.93 71.75 11.78 5.06
CPS 84.30 75.36 12.59 5.75 0.80
Linear 86.19  78.12 1121 485 070 ok
Self-only 86.23 78.16 11.15 4.85 57]
Mutual-only | 86.29 78.18 11.09 4.76 g 060 26
<
SMC | 8.80 78385 1078 4.64 - =
0.84 -

Table 8. Ablation study of different synergistic strategies.

training process. v y.net and v'medsam represent the Base
method employing U-Net and MedSAM as the backbone
models, respectively. Compared to the foundation model,
the well-trained conventional model achieves a higher per-
formance ceiling. However, when there is a significant
discrepancy between labeled data and unlabeled data, the
conventional model suffers from error accumulation, lead-
ing to training failure, whereas the foundation model con-
tinues to demonstrate strong segmentation performance.
SMC denotes the synergistic training of U-Net and Med-
SAM, where the pseudo-label ensemble weight is deter-
mined based on self-mutual confidence. CDCR refers to
the introduction of consensus-divergence consistency regu-
larization between the two models. Both methods signifi-
cantly enhance the training effectiveness of the models. In
contrast to CR, which directly minimizes the MSE loss be-
tween PYT and PMS, CDCR reduces the uncertainty in
the consistent predictions of the two models, accelerating
a more reliable convergence. Incorporating both SMC and
CDCR improves performance, yielding the best results.

Different synergistic strategies. « can be determined
through various approaches, such as constantg 5, CPS, lin-
ear, and SMC mentioned in Sec. 3.3. We also evaluate the
performance of employing self-confidence and mutual con-
fidence individually. As shown in Tab. 8, our SMC assesses
the reliability of U-Net pseudo-labels at the instance level
from multiple perspectives, dynamically adjusting the en-
semble ratio to achieve optimal performance.

Alpha Variation and Pseudo-Label Quality. In Fig. 6,
self-confidence clearly reflects the stability of U-Net, as ob-
served in the fluctuations during epochs 38 to 40, while mu-
tual confidence roughly indicates the quality of the pseudo-
labels from U-Net. The o more precisely captures the rela-
tionship between the quality of U-Net’s pseudo-labels and
its stability. The inset further illustrates that the quality
of ensemble-generated pseudo-labels consistently surpasses

—— U-Net
Ensemble
Self
Mutual
Alpha

0.10

0 10 20 30 40 50 60 70 80 90 100 110
Epoch

Figure 6. The variation of parameters alongside the quality of
pseudo-labels, with 20 labeled data from the BMC domain. The
dashed lines represent the curves for self-confidence, mutual con-
fidence, and «, respectively. The solid lines indicate the quality of
pseudo-labels generated by MedSAM, U-Net, and the ensemble
pseudo-labels, measured by the DSC against the ground truth.

that of the individual model outputs.
5. Conclusion

In this paper, we propose a novel synergistic training frame-
work for foundation and conventional models that comple-
ments shortcomings of each other. We precisely measure
the quality of the pseudo-labels from U-Net by self-mutual
confidence, designing the instance-wise pseudo-label en-
semble ratio to generate higher-quality pseudo-labels. Fur-
thermore, we introduce the consensus-divergence consis-
tency regularization to ensure consistent improvement in the
representation capabilities of both models and promote re-
liable convergence during training. Extensive experiments
conducted on four public multi-domain datasets validates
the effectiveness of our method.
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