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Abstract
The development of large language mod-001
els(LLMs) has initiated a new chapter in com-002
plex tasks such as role-playing, enhancing user003
interaction experiences by enabling models to004
imitate various characters.However, LLMs are005
somewhat lacking in their ability to portray006
lesser-known characters, especially in aspects007
of dialogue delivery and scriptwriting skills.008
To this end, we aim to swiftly acquire essen-009
tial language skills for character development,010
greatly enhancing role-playing comfort. In011
this work, we present RoleCraft, an innova-012
tive framework designed to enrich personalized013
role-playing experiences. Central to this frame-014
work is RoleInstruct, a distinctive dataset featur-015
ing emotional annotations, transitioning from016
traditional celebrity-focused roles to more au-017
thentic, daily non-celebrity roles,each accompa-018
nied by carefully crafted character descriptions.019
We combined RoleInstruct with open-source in-020
structions from the general domain, employing021
a hybrid instruction tuning strategy to create022
RoleCraft-GLM. Experiments in role-playing023
demonstrate that our model excels in generat-024
ing dialogue that accurately reflects character025
traits and emotions, outperforming most main-026
stream LLMs, including GPT-4.027

1 Introduction028

Large Language Models (LLMs) have emerged029

as pivotal in understanding and generating natural030

language, often surpassing human capabilities in031

some language reasoning tasks. However, existing032

open-source LLMs, primarily trained in general033

domains, lack the specialized optimization needed034

for nuanced role-playing tasks, indicating a need035

for further customization to effectively meet spe-036

cific role-playing requirements. Furthermore, ad-037

vanced LLMs like GPT-4 (OpenAI, 2023) demon-038

strate improved role-playing abilities due to ex-039

tensive training and sophisticated algorithms, but040

as a closed-source model, it poses practical chal-041

lenges. These challenges include higher costs for042

API use, limited fine-tuning opportunities for spe- 043

cific role-playing contexts, and context window 044

size restrictions that may affect the continuity and 045

depth of dialogues in complex role-playing scenar- 046

ios.In light of this, a natural question arises: Can 047

we meticulously train and tailor open-source LLMs 048

to achieve role-playing capabilities comparable to 049

closed-source LLMs, while also enhancing their 050

ability to meet individual user needs? 051

Previous efforts in AI role-playing have primar- 052

ily centered on celebrity figures (Shao et al., 2023; 053

Li et al., 2023a), heavily reliant on predefined do- 054

main knowledge and often lacking in relevance to 055

daily life and personalization. While there have 056

been improvements in learning from past interac- 057

tions and adapting to user needs, these advance- 058

ments have not sufficiently addressed the chal- 059

lenges of achieving truly personalized AI interac- 060

tions (Chen, 2023). Existing role-playing models 061

still lack the necessary depth and individual speci- 062

ficity to accurately reflect the diverse and nuanced 063

experiences of everyday users. 064

To enhance the role-playing capabilities of 065

LLMs, there are two main challenges: (1) Lim- 066

ited Personalization in Generic AI Models: Many 067

AI systems currently rely on generic models that 068

frequently fail to address the specific and nuanced 069

needs of diverse user groups. This limitation un- 070

dermines the overall user experience and restricts 071

the practical application of AI in specialized sce- 072

narios (Ackerman et al., 2022). (2) Gap in Sophis- 073

ticated Role-Playing Capabilities: In the realm of 074

conversational agents, despite significant achieve- 075

ments in providing high-level responses across a 076

variety of dialogues and enhancing human-AI inter- 077

actions (Bender and Koller, 2020), there remains 078

a noticeable gap in AI’s capacity for sophisticated 079

role-playing. Current models often lack the depth 080

and adaptability required for truly personalized and 081

nuanced role-play experiences. 082

In this paper, as illustrated in the figure 1, 083
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Figure 1: Overview of the RoleCraft-GLM framework: (1) Dialog datasets annotated with emotions are utilized to
construct role profiles embodying distinct emotional features. (2) The generation of Q&A pairs, based on context
and known character traits, ensures that dialogues are consistent with the character profiles. (3) A hybrid approach
of generic and character-specific instructions is used to train the GLM for various dialog scenarios.

we introduce the RoleCraft framework designed084

to enhance personalized role-playing experiences085

with LLMs. Moving beyond traditional celebrity-086

focused characters, we focus on diverse, non-087

celebrity personas, each with unique emotional088

annotations. This approach aims to enrich real-089

ism and emotional depth in language interactions.090

We compiled a novel dataset encompassing a wide091

array of real-world dialogues, with careful consid-092

eration for personal privacy and copyright laws.093

Our data analysis highlights the potential benefits094

of integrating emotional labels in dialogue datasets095

for improved natural language processing. We con-096

ducted comparative experiments using models like097

ChatGLM3, fine-tuned with the Low-Rank Adap-098

tation (LoRA) method, to assess RoleCraft-GLM’s099

effectiveness in producing nuanced and character-100

consistent dialogues.101

The main contributions of our work are as fol-102

lows:103

• We introduce a novel RoleInstruct dataset,104

which centers on non-celebrity characters,105

each characterized by unique emotional an-106

notations.107

• We develop RoleCraft, a novel framework that108

integrates a more detailed approach to per-109

sonal role data in training strategies. Role-110

Craft includes a fine-grained method for char-111

acter portrayal, emphasizing emotional depth,112

and fostering contextual awareness in dia-113

logue generation. 114

• RolePlay-GLM, our fine-tuned model, demon- 115

strates promising performance against current 116

state-of-the-art models, excelling in dialogue 117

authenticity, emotional accuracy, and contex- 118

tual relevance as per comprehensive evalua- 119

tions. 120

2 Related Work 121

2.1 Role-Playing 122

The evolution of role-playing in AI (Wu et al., 123

2023), marked by the transition from basic text- 124

based interactions to intricate character simula- 125

tions (Park et al., 2023), reflects the strides made 126

in natural language processing and AI technolo- 127

gies (Mysore et al., 2023). Initially, AI role-playing 128

systems offered only fundamental exchanges, lim- 129

ited in their ability to craft dialogues with emo- 130

tional depth and contextual relevance. With the 131

emergence of advanced models such as GPT- 132

3 (Brown et al., 2020), LLaMA (Touvron et al., 133

2023), and ChatGLM, there was a notable en- 134

hancement in AI’s capability for engaging in more 135

sophisticated, context-aware conversations. Yet, 136

these improvements also underscored a significant 137

gap in personalization for role-playing applications. 138

Predominantly, LLMs trained on wide-ranging, 139

generic datasets fell short in handling scenarios that 140

demanded a deeper understanding of nuanced emo- 141

tional nuances (Radford et al., 2018) and specific 142
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character traits. To address these shortcomings,143

we meticulously develop the RoleCraft framework.144

It stands out with its unique dataset, focusing on145

diverse, non-celebrity personas enriched with de-146

tailed emotional annotations (Bender and Koller,147

2020). This dataset is key to overcoming previous148

limitations, facilitating a new level of personal-149

ization and emotional intricacy in AI role-playing150

interactions.151

2.2 Personalization of LLMs152

The recent strides in LLMs, particularly in under-153

standing user context and preferences (Wang et al.,154

2023a; Abbasian et al., 2023), have significantly155

propelled the personalization aspect of AI inter-156

actions (Lee et al., 2022; Subhash, 2023). Previ-157

ous works (Shanahan et al., 2023; Li et al., 2023c;158

Chen et al., 2023) have demonstrated the poten-159

tial of LLMs in mimicking specific fictional char-160

acters and simulating complex human behaviors.161

However, these models often face challenges in162

achieving a deep level of personalization and emo-163

tional richness that aligns precisely with individual164

user contexts and needs (Miłkowski et al., 2022).165

Additionally, while these models are adept at simu-166

lating personalities or historical figures, they may167

not effectively handle the subtleties of user-specific168

emotional responses or cater to nuanced personal169

preferences. Our work aims to address these gaps170

by building upon these advancements and offering171

a framework that focuses on a more granular level172

of personalization. We propose novel methods for173

emotional and context-specific interaction, ensur-174

ing that our model can adapt and respond more175

accurately to individual user scenarios.176

3 Methodology177

As shown in Figure 1, the RoleCraft framework,178

rooted in ‘Role’ and ‘Craft’, represents our ap-179

proach to enhancing AI role-playing. ‘Role’ em-180

phasizes creating distinct, multi-dimensional char-181

acters, each with unique personality traits and emo-182

tional depths. ‘Craft’ involves the intricate pro-183

cess of constructing dialogues that genuinely re-184

flect these character traits, thereby adding depth185

and realism to conversations.See Appendix A for186

more details.187

3.1 Overall Framework188

Our methodology uniquely advances the capabil-189

ities of LLMs in role-playing. Setting ourselves190

apart from approaches such as RoleLLM (Wang 191

et al., 2023b), we focus on an innovative integration 192

of fine-grained character portrayal, profound emo- 193

tional depth, and heightened contextual awareness 194

in dialogue generation. This approach differenti- 195

ates our work from existing models and addresses 196

challenges in a novel way, enhancing how LLMs 197

can be utilized for creating more realistic and en- 198

gaging role-playing scenario. 199

Emotion-Driven Character Profiling 200

To address the challenges of limited emotional di- 201

versity and unconvincing character portrayals in 202

dialogues generated by LLMs, we adopt a detailed 203

emotion classification strategy. This approach in- 204

volves meticulously annotating emotions within 205

the dialogue dataset, thereby steering the GPT-4 206

to craft character profiles that mirror these identi- 207

fied emotions. Consider a character who displays a 208

spectrum of emotions from joy to disappointment. 209

Marking these diverse emotional states allows for a 210

natural and fluid transition in their dialogues within 211

a single scene, effectively capturing the complexity 212

and dynamism of human emotions. Our approach 213

challenges the LLMs to accurately depict these 214

emotional shifts, ensuring that the dialogues gen- 215

uinely represent the intricate and ever-evolving na- 216

ture of human emotions, thus enhancing the overall 217

user interaction experience. 218

Contextual Q&A Generation 219

To address the challenge of context-irrelevant re- 220

sponses (Feng et al., 2023; Ye et al., 2022), which 221

is a common issue in dialogue systems (Ni et al., 222

2023) where interactions often lack relevance to 223

the ongoing scenario or character specifics (Mit- 224

suda et al., 2022), we employ GPT-4 to generate 225

contextually coherent Q&A pairs. For example, 226

when a character faces a dilemma, the system is 227

designed to produce queries and responses that 228

align with the character’s established traits, such 229

as indecisiveness and anxiety, thereby maintaining 230

the authenticity of the dialogue in relation to the 231

character’s profile. 232

Hybrid Instruction-Based GLM Refinement 233

Our methodology employs a hybrid training ap- 234

proach that seamlessly integrates general instruc- 235

tions with character-specific Q&A pairs. This strat- 236

egy is carefully crafted to strike a balance between 237

the flexibility required for dynamic dialogue gen- 238

eration and the need to uphold character integrity. 239
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Name ：唐鹏 | Tang Peng
Age ：30 years old
Height ：180cm
Weight ：72kg
Birthday ：10月7日 | October 7
Horoscope ：天秤座 | Libra
Character traits ：冷静、理性、坚持正义，同时具备强烈
的好奇心… |Calm, rational and insistent on justice, he also
possesses a strong sense of curiosity…
Background ：唐鹏出生在一个普通的家庭，从小就对法律
和正义充满了他在警校受过良好的训练，成为一名优秀的
警察…|Born into an ordinary family, Tang Peng grew up
with an interest in law and justice...
Hobbies ：跑步、阅读侦探小说、拳击 |Running, reading
detective novels, boxing
Specialties ：侦查、武术、心理分析 |Detection, martial
arts, psychoanalysis
Dream ：成为一名刑侦专家，揭露和解决更多复杂的案件 
|Become a criminal investigation expert to uncover and
solve more complex cases
Relationships ：唐鹏与他的同事和上司关系良好，虽然有
时会因为方法和原则上的分歧而产生摩擦。他对家人非常
关心…  |Tang Peng has a good relationship with his
coworkers …
Favorite Foods ：家常菜、烧烤、面食 |Home cooking,
grilling, pasta
Dislikes ：过于甜腻的食物 |Overly sweet and fatty foods…

You are a character building expert and your task is to create 

a detailed character description based on the provided 

character description template and a series of dialog pairs 

with emotion markup. Please use the information and 

emotional annotations from the dialog to enrich your role 

description with consistency and depth.

Character Profile Template

Instruction

prompt

Output

Name: Jiang Tianhao Age: 17 years old Height: 175 cm Weight: 65 kg Birthday: April 15th Zodiac Sign: Aries Personality 
Traits: Lively, intelligent, and sometimes a bit impulsive. Background: Jiang Tianhao is a high school student full of energy 

and curiosity about new things. He is popular in school for his friendliness and humor. He likes to participate in various 
outdoor activities... Hobbies: Basketball, traveling, photography Special Skills: Jiang Tianhao excels in sports, especially as 

a key player in his school's basketball team. He is also good at mathematics and physics and enjoys playing Go. Dream: 
He dreams of becoming an architect, designing buildings that are both unique and meaningful. Relationships: He has 

good relationships with his classmates... Favorite Foods: Hamburgers, pizza, braised pork Disliked Foods: Bitter gourd …
......

Figure 2: An example of crafting a detailed character portrayal. By leveraging a character description template and
a dialogue dataset with emotional annotations.(The instruction and output have been translated into English)

In practical terms, this means equipping the LLMs240

to adeptly navigate a spectrum of conversational241

scenarios. These range from broad, general inter-242

actions to more intricate exchanges that demand243

responses finely tuned to the unique profiles of244

individual characters. By training the LLM with245

this diverse mix of inputs, the model becomes pro-246

ficient in handling various situational dialogues,247

accurately reflecting each character’s distinct at-248

tributes and the specific subtleties of the conversa-249

tion. As a result, this hybrid training method fosters250

the creation of dialogues that are both contextually251

adaptive and consistent with the characters’ distinct252

personalities.253

3.2 Semantic-Enhanced Retrieval254

Optimization255

Addressing the issue of inaccurate and semanti-256

cally irrelevant information retrieval in dialogues,257

we adopt the BGE1 retrieval method. BGE is an ef-258

ficient Chinese and English semantic vector model259

that ensures the accuracy of responses, especially260

when dealing with sensitive topics, and remains261

semantically sensitive to the context, significantly262

enhancing the quality of interaction (Xiao et al.,263

2023). This familiarity allows models to generate264

dialogue based on a wealth of pre-existing knowl-265

edge. In contrast, modern datasets prioritize the266

nuanced portrayal of personal and everyday char-267

acters. These datasets are derived from diverse268

sources, including real chat logs, customer service269

interactions, and fictional narratives from less main-270

stream media. Such characters might include a271

1https://github.com/FlagOpen/FlagEmbedding

typical office worker dealing with daily stressors 272

or a mother showing love and responsibility in a 273

family setting. The dialogues here involve specific, 274

real-life scenarios, such as office interactions or 275

typical family conversations, which lack the broad 276

pre-existing knowledge base associated with public 277

figures. 278

3.3 Compared to Existing Practice 279

Our methodology diverges from conventional 280

prompt engineering (White et al., 2023) and fine- 281

tuning (Howard and Ruder, 2018) We specialize 282

in creating diverse, intricate character interactions 283

that enhance role-playing scenarios’ depth and au- 284

thenticity. Our unique approach combines emotion- 285

driven character profiles with contextually coher- 286

ent Q&A generation, fostering realistic and engag- 287

ing interactions. Additionally, the integration of 288

semantic-enhanced retrieval methods ensures both 289

accuracy and relevance, setting our approach apart 290

in its complexity and user engagement potential. 291

4 Experiments 292

Building on previous work (Tao et al., 2023), we 293

introduced new evaluation methods and made com- 294

prehensive enhancements to the experimental pro- 295

cess, conducting an in-depth analysis of model 296

performance changes in specific scenarios. We 297

anticipate that fine-tuning our model using a specif- 298

ically designed dataset for role-playing will result 299

in superior performance in character portrayal com- 300

pared to baseline models. Through this specialized 301

training, we expect our model to accurately cap- 302

ture and express the intricacies of character-specific 303
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Figure 3: Verb-noun structure of Instructions. The inner
circle representing the top 20 verbs and the outer circle
listing the direct noun objects.

Figure 4: Emotion distributions in dialogues

Figure 5: Word Cloud Of Character Personality Traits

Table 1: Statistics of datasets

Category Value
# Total Dialogues 48,677
Avg.round of dialogues 14.85
# Characters 28
Character Personality Traits 45
Avg.length of profile 382.15
# Instructions 43,358
Character-specific instructions 13,778
General instructions 29,580
Avg. instruction length 27.68
# Response 161,678
Character-specific response 13,778
General response 147,900
Avg.response length 33.29

language styles and emotional responses, surpass-304

ing baseline models that may lack such targeted305

training. Our experiments aim to validate this hy-306

pothesis and showcase the advanced capabilities of307

our model in role-playing tasks.308

4.1 Dataset309

In the evaluation of LLMs (Chen et al., 2021;310

Chang et al., 2023), the role of datasets is311

paramount, particularly in language processing312

and character portrayal. Traditional role playing313

datasets predominantly highlight eminent figures,314

such as the legendary Sun Wukong, whose famil-315

iar attributes and stories are widely acknowledged,316

facilitating model development (Sabadoš, 2021).317

However, these datasets often neglect the finer de-318

tails and emotional complexity of lesser-known or319

everyday characters, leading to a representation320

gap (Rolf et al., 2021). Our unique dataset bridges 321

this gap by focusing on the rich, nuanced depiction 322

of ordinary individuals. It involves an in-depth ex- 323

ploration and portrayal of each character’s distinct 324

personality traits and emotional depths, delving 325

into aspects usually overshadowed in dominant nar- 326

ratives. 327

In constructing our dataset, we design 28 unique 328

and personalized Chinese characters to mirror a 329

wide spectrum of real-world dialogues. These char- 330

acters ranged from everyday individuals to spe- 331

cialized roles such as intelligent customer service 332

agents and research assistants. Table 1 provides 333

basic statistics for RoleInstruct. Our diverse data 334

sources included social media interactions, film and 335

television scripts, and customer service dialogues. 336

We emphasized personal privacy and copyright law 337

compliance, ensuring all data was cleansed and 338

anonymized. 339

Figures 3 and 5 visually demonstrate the diver- 340

sity of RoleInstruct, both in terms of linguistic us- 341

age and emotional expression. The verb-noun dia- 342

gram provides insights into the varied narrative con- 343

texts, while the word cloud delves into the breadth 344

of emotional and personality traits present. 345

In addition, we annotate each dataset entry with 346

emotion labels to capture characters’ distinct emo- 347

tional traits, adding an emotional layer to model 348

training. We use Ekman’s "Six Basic Emotions 349

Theory" (Ekman, 1992) to label utterances and in- 350

cluded additional emotions like neutral, excited, 351

and depressed, totaling ten categories. The use 352

of emotion labels in dialogue datasets has been 353

proven to enhance natural language processing by 354

improving response retrieval and emotional rele- 355

5



vance (Zhou et al., 2017). These labels also enrich356

conversational analysis and aid in building natu-357

ral dialogue systems (Bothe et al., 2019). See358

Appendix B for more details.359

4.2 Implementation Settings360

We assess the ChatGLM3 model, enhancing its per-361

formance on specific datasets using the Low-Rank362

Adaptation (LoRA) fine-tuning method (Hu et al.,363

2021). LoRA’s precision in fine-tuning, essential364

for handling personalized and emotionally rich con-365

tent, maintains the model’s core capabilities while366

adapting to new data features. Please refer to Ap-367

pendix C for more details.368

4.3 Baselines369

We benchmark our RoleCraft-GLM’s performance370

against industry standards such as GPT-3.5 and371

GPT-4, and leading Chinese dialogue genera-372

tion technologies like ChatGLM22 and Chat-373

GLM3, along with Baichuan2 (Yang et al., 2023),374

Qwen (Bai et al., 2023), InternLM (Team, 2023),375

SparkDesk3 and Xverse4. Additionally, we in-376

troduce another role-playing baseline, RoleLLM,377

which utilizes LoRA for fine-tuning on a specific378

dataset.379

4.4 Evaluation criteria380

4.4.1 Rouge-L Score381

A commonly used metric (Lin, 2004) for evaluating382

natural language generation, measuring the over-383

lap between model-generated text and real (ground384

truth) text. We focused on average score (Avg),385

general instruction response (RAW), role-playing386

speaking style (CUS), and specific role knowledge387

(SPE).388

4.4.2 GPT Score389

We use the GPT-4 score (Fu et al., 2023) to evaluate390

the average rank of models on different dialogue-391

generating tasks.Please refer to Appendix D for392

more details.393

4.4.3 RPCS394

We introduce Role-Playing Cosine Similarity395

(RPCS) as a new evaluation standard to accurately396

assess model performance in role-playing scenar-397

ios. RPCS evaluates the emotional and content con-398

sistency between the model-generated responses399

2https://github.com/THUDM/ChatGLM2-6B
3https://xinghuo.xfyun.cn/
4https://github.com/xverse-ai/XVERSE-13B

and the expected responses by calculating the co- 400

sine similarity between two text segments. Concur- 401

rently, we use OpenAI’s Text-Embedding-Ada002 402

model to convert texts into vector representations, 403

enabling deeper capture of semantic features of 404

texts, thereby enhancing the precision of our as- 405

sessment. 406

4.4.4 Human Evaluation 407

To effectively assess role-playing agents, we en- 408

gaged 12 annotators who rated model-generated 409

responses using three key metrics on a five-point 410

scale: Communication Effectiveness, Consistency, 411

and Expressive Diversity (Zhang et al., 2021; Mes- 412

gar et al., 2020; Tu et al., 2024). 413

• Communication Effectiveness(CE): Merg- 414

ing fluency and coherence, the metric evalu- 415

ates the dialogue’s smoothness, grammatical 416

accuracy, logical consistency, and contextual 417

relevance. 418

• Consistency: Encompassing knowledge and 419

persona consistency, this metric assesses the 420

accuracy of the agent’s information relative 421

to the role’s background and the adherence to 422

the character’s traits and behaviors. 423

• Expressive Diversity(ED): Focused on eval- 424

uating the agent’s creativity in dialogue gener- 425

ation.It’s vital for assessing the agent’s ability 426

to enhance user experience and interaction 427

engagement. 428

Table 2: Rouge-L Evaluation

Model Avg RAW CUS SPE
GPT-3.5 0.4532 0.5569 0.5197 0.2831
GPT-4 0.4633 0.5661 0.5264 0.2973
ChatGLM2 0.4054 0.5104 0.4063 0.2996
ChatGLM3 0.4161 0.5218 0.4159 0.3108
Baichuan2 0.4273 0.5308 0.4576 0.2934
Qwen 0.4264 0.5297 0.4617 0.2879
InternLM 0.3947 0.4937 0.4076 0.2829
SparkDesk 0.4288 0.5341 0.4510 0.3014
Xverse 0.4271 0.5180 0.4653 0.2981
RoleGLM 0.4570 0.5255 0.5049 0.3406
Ours 0.4704 0.5385 0.5154 0.3573

4.5 Performance Analysis 429

Results from Tables 2 and 3 clearly demonstrate our 430

model’s exceptional performance across multiple 431
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Table 3: GPT-4 Evaluation

Model Avg. Ranking
ChatGLM3 2.96
Baichuan2 4.57
Qwen 5.71
InternLM 6.29
SparkDesk 4.29
Xverse 3.43
RoleGLM 2.21
Ours 1.43

Table 4: Results of point-wise evaluation

Model Avg CE Consistency ED
GPT-3.5 2.95 3.08 3.88 1.89
GPT-4 3.33 3.50 4.26 2.23
ChatGLM2 2.56 3.12 2.65 1.91
ChatGLM3 2.92 3.36 3.32 2.07
Baichuan2 3.29 3.61 4.02 2.25
Qwen 3.17 3.27 3.97 2.27
InternLM 2.50 2.93 2.40 2.16
SparkDesk 3.03 3.52 3.44 2.13
Xverse 3.02 3.48 3.53 2.05
Ours 3.44 3.75 4.14 2.43

Table 5: Comparing Emotion-Annotated and
Non-Annotated Data

Method SPE
RoleCraft-GLM(w/o emo) 0.3362
RoleCraft-GLM(w emo) 0.3573

Table 6: Ablation study on the effect of different
instructions

RoleCraft-GLM Avg RAW CUS SPE
- general 0.4311 0.5402 0.5219 0.2311
- specific 0.4045 0.4387 0.4143 0.3606
- hybrid 0.4704 0.5385 0.5154 0.3573

Figure 6: Role-Playing Cosine Similarity

key performance indicators, particularly in specific432

role knowledge memory (SPE). Our model signif-433

icantly outperformed GPT-4 and other models in434

this dimension, highlighting its superior ability in435

understanding and generating complex dialogues436

involving specific roles. However, GPT-4 leads437

in general instruction response accuracy (RAW)438

with a score of 0.5661, reflecting its strong capa-439

bility in interpreting and responding to general in-440

structions. Our model still maintains a high score,441

proving its effectiveness in handling everyday di-442

alogues. These findings underscore our method’s443

significant effectiveness in deepening role under-444

standing and enhancing dialogue generation qual-445

ity. In particular, in emotion-driven role portrayal,446

our model demonstrated precise capture of each447

role’s emotional traits and personality, surpassing448

traditional role-playing models in expressing role- 449

specific knowledge. Moreover, our model also 450

show remarkable ability in maintaining natural flow 451

and contextual consistency. 452

As indicated in the figure 6, we observe that 453

RoleCraft-GLM leads with the highest score on 454

the RPCS metric, demonstrating its high degree of 455

alignment with expected responses in terms of emo- 456

tional and contextual accuracy. In contrast, lower 457

scores from models such as InternLM and Qwen 458

may reflect deficiencies in handling emotional and 459

contextual understanding in role-playing dialogues. 460

These results emphasize the importance of special- 461

ized training and fine-tuning for role-playing appli- 462

cations in enhancing model performance. 463

The results across three dimensions are clearly 464

illustrated in Table 4. Our model outperforms other 465

mainstream models in overall performance. Par- 466

ticularly in terms of Communication Effectiveness 467

and Expressive Diversity, our model demonstrates 468

superior capabilities, reflecting its strengths in gen- 469

erating smooth, logically consistent, and emotion- 470

ally rich dialogues.Please refer to Appendix F for 471

a detailed manual assessment analysis. 472

The results of our ablation experiments (see Ta- 473

ble 5) show that the RoleCraft-GLM model with 474

emotional annotations scored higher in SPE than 475

the version without them. This indicates that emo- 476

tional annotations not only provide the model with 477

key information for a deep understanding of the 478
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Figure 7: A case of generated responses from our model and baseline models to a character-specific introduction.

characters’ emotional states and personality traits479

but also ensure that the generated dialogues are480

more closely aligned with the characters’ true feel-481

ings and personalized expressions.482

Table 6 demonstrates the hybrid instruction strat-483

egy’s superiority in overall performance (Avg),484

effectively balancing diverse aspects of dialogue.485

This superior performance originates from merg-486

ing both general and specific instruction strengths.487

The general instruction strategy excels in handling488

broad dialogues and maintaining consistent char-489

acter styles, as reflected in higher RAW and CUS490

scores. However, it is less effective in capturing491

detailed, character-specific knowledge, shown by492

a lower SPE score. In contrast, the specific in-493

struction strategy shows proficiency in detailing494

character-specific traits, evidenced by a higher SPE495

score, but does not perform as well in wider conver-496

sational contexts. The effectiveness of the hybrid497

strategy is highlighted in its ability to combine the498

broad applicability of general instructions with the499

detailed focus of specific instructions, offering a500

more versatile and nuanced approach to dialogue501

generation.502

The output of our model excellently combines503

the character traits of Zhou Xiaobei, colloquial504

expressions, emotional authenticity, and a close505

connection with the plot background as shown in506

Figure 7. Firstly, it aptly reflects Zhou Xiaobei’s507

mischievousness and intelligence by using phrases508

like ‘little troublemaker’ and ‘super fun’, which509

showcase his sense of humor and wit. Secondly,510

this natural expression, such as ‘you know’ and 511

‘haha’, adds a sense of closeness and authentic- 512

ity, making the language sound more like a child’s 513

natural way of speaking rather than too formal or 514

mature. Moreover, the emotional expression about 515

‘not wanting to disappoint mom’ genuinely reflects 516

Zhou Xiaobei’s love for his family and concern 517

for his mother, showing the complexity and depth 518

of his emotions. Lastly, this statement is closely 519

connected to Zhou Xiaobei’s life background, dis- 520

playing his life scenario and psychological state as 521

a child from an ordinary family. See Appendix E 522

for more generated examples. 523

5 Conclusions 524

In this paper, we present RoleCraft, our innovative 525

framework aimed at enhancing personalized role- 526

playing experiences. Centered around the Role- 527

Instruct, featuring everyday and specialized char- 528

acters with emotional annotations, our framework 529

marks a shift from conventional celebrity-centric 530

roles. Integrating RoleInstruct with open-source 531

instructions and applying a hybrid tuning approach 532

led to the creation of RoleCraft-GLM. Our experi- 533

mental findings reveal that RoleCraft-GLM excels 534

in generating dialogues that capture authentic char- 535

acter traits and emotions, surpassing mainstream 536

models like GPT-4 in role-playing capabilities. In 537

the future, we hope to to develop behavioral agents 538

that excel in personalization and interactivity, skill- 539

fully tailored to individual user preferences, thereby 540

elevating the level of user engagement. 541
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Limitations542

In this work, we explore enhancing the role-playing543

experience of large language models through per-544

sonalized character depiction and emotional depth.545

However, we acknowledge two major limitations546

of the paper: (1) Despite our efforts to collect547

and annotate dialogue data with rich emotional548

and character descriptions, these data are primarily549

concentrated within specific cultural and linguis-550

tic contexts. This may not fully encompass the551

diverse cultural backgrounds and language expres-552

sions globally, thereby limiting the model’s gener-553

alization ability and diversity in the role-playing554

experience. (2) We adopt 10 basic emotion cate-555

gories to annotate emotions in the dataset, provid-556

ing the model with a clear emotional classification557

framework. However, the complexity of human558

emotions far exceeds these basic categories. There-559

fore, it may not fully capture the subtle differences560

and emotional blends in human dialogues, affecting561

the authenticity and depth of the model’s generated562

conversations.563

Ethics Statement564

In this work, we ensure ethical practices in data an-565

notation by employing a reputable data annotation566

company. The annotators receive fair compensation567

based on market rates, ensuring that their efforts568

are duly recognized and rewarded. We guarantee569

that no personal information is disclosed during570

this process, maintaining the highest standards of571

privacy and confidentiality. Additionally, we ac-572

knowledge the inherent subjectivity in manual data573

annotation, which may introduce biased opinions574

into our dataset. We take this matter seriously and575

strive to minimize such biases through rigorous576

training and guidelines for annotators, aiming for577

the most objective and unbiased data possible. For578

human evaluation, we recruited 12 graduate stu-579

dents from the NLP field and used questionnaires580

to allow them to assess the data, ensuring that the581

evaluation process is both thorough and fair.582

Although our research aims to enhance the role-583

playing capabilities of language models, the appli-584

cation of this technology may carry risks of misuse,585

such as generating misleading or harmful content.586

Therefore, we emphasize the need for a responsible587

approach when developing and using such models.588
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A More Details on Design Principles 810

The RoleCraft framework is underpinned by key 811

principles to elevate the authenticity of role- 812

playing (Wang et al., 2023b). The first principle, 813

‘Fine-Grained Character Portrayal’, is pivotal in en- 814

dowing each character with detailed and nuanced 815

traits and backgrounds, integral to the ‘Role’ as- 816

pect of RoleCraft. This approach is focused on 817

creating characters that are reflective of real-life in- 818

dividuals in their personality, and behaviors (Kim 819

et al., 2023), setting the stage for realistic and com- 820

pelling character portrayals. Progressing to the 821

second principle, ‘Mastery of Emotion and Style’, 822

we concentrate on the emotional expressions and 823

speaking styles of characters (Li et al., 2023b). 824

This principle, key to the ‘Craft’ element of Role- 825

Craft, enriches dialogues with diverse emotions 826

and distinctive speech patterns, effectively captur- 827

ing the unique emotional states and communication 828

styles of each character. Furthermore, the ‘Accu- 829

rate Application of Character Knowledge’ principle 830

emphasizes incorporating each character’s back- 831

ground and experiences into the dialogue genera- 832

tion process (Shao et al., 2023). This ensures that 833

the dialogues are in harmony with the characters’ 834

personas, encompassing their unique experiences 835

and insights. Concluding with the ‘Context-Aware 836

Dialogue Generation’ principle, our system is de- 837

signed to dynamically tailor dialogues based on 838

the prevailing context (Zhanga et al., 2023). This 839

is crucial for maintaining a seamless and logically 840

consistent conversation flow, essential for immer- 841

sive and credible role-playing experiences. 842

B More Details on Data Processing 843

We filtered out redundant data and multi-party con- 844

versations to reshape the original data into contextu- 845

ally relevant dialogues. For example, script-based 846

dialogues were restructured to better depict char- 847

acter interactions and emotional dynamics.Then 848

we let GPT-4 to annotate the dialog scripts with 849

emotions, which are labeled into 10 categories 850

{Anger,Disgust,Fear,Happiness,Sadness,Surprise, 851

Neutral,Frustration,Excitement,Other}.To guaran- 852

tee the integrity and accuracy of our annotations, 853

we invited three experts from China who have deep 854
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expertise in dialogue and communication theories.855

Once they were familiarized with our established856

standards, we presented them with a curated set857

of 1000 dialogues to annotate. This process was858

instrumental in harmonizing their interpretations,859

as it facilitated collaborative discussions to recon-860

cile any disparities. In instances where differing861

opinions arose, we either adhered to the consensus862

of the majority or sought re-annotation, striving863

for a unified and consistent approach to the annota-864

tions. Through such comprehensive and meticulous865

data preparation, our dataset can help models bet-866

ter understand and generate dialogues that align867

with each character’s personalized traits, thereby868

enhancing the naturalness and personalization of869

dialogue systems.870

C Hyperparameters871

In our experiments, we set the temperature param-872

eter of GPT-4 to 0.7 to increase content diversity,873

and adjusted the top-p to 0.95 to enhance precision.874

ChatGLM was tuned with a 2e-4 learning rate and875

beta values of (0.9, 0.999) for stability. A batch876

size of 4 and gradient accumulation ensured effi-877

ciency within our computational limits. We used878

a LoRA rank of 8 and an alpha of 32, balancing879

creativity and coherence by setting top-p at 0.7 and880

temperature at 0.95.881

D Prompt Templates882

• Prompt for sentiment classification We883

present a prompt template for GPT-4 to per-884

form emotional classification of script dia-885

logues in Table 7.886

• Prompt for models to generate general re-887

sponse We present a prompt template for the888

model to answer general questions using in-889

structions built from character descriptions890

and emotionally categorized dialogue scripts891

in Table 8.892

• Prompt for models to generate Context-893

Instruct We present a prompt template that894

enables GPT-4 to generate Q&A with char-895

acter speaking styles, using instructions con-896

structed from character descriptions and dia-897

logue scripts with emotional categorization in898

Table 9.899

• Prompt for GPT-4 to evaluate the output900

of models We present a prompt template for901

GPT-4 to score models based on two main 902

criteria for scoring: first, the distinctiveness 903

and accuracy of the character’s speaking style 904

in matching their profile, and second, the 905

richness of character-related knowledge and 906

memory incorporated into the dialogues. This 907

template ranks the models according to their 908

scores and provides a ranking list in Table 10. 909

E Generation Examples 910

• Examples of Character Profile We present 911

examples of complete and detailed character 912

descriptions in Figures 8 ∼ 9. 913

• Examples of character-specific instructions 914

We show some outputs of our model and base- 915

line models that feature character speaking 916

styles in Figures 10 ∼ 11. 917

• Examples of character-general instructions 918

We present some responses of our model for 919

general instructions in Figures 12 ∼ 13. 920

• The multi-turn dialogue outputs We show- 921

case some outputs from multi-turn dialogues 922

with our agents in Table 11 ∼ 12. 923

F More detailed on manual assessment 924

analysis 925

Below is a detailed analysis of the three key evalu- 926

ation metrics in Table 4: 927

• Communication Effectiveness(CE): Our 928

model scored the highest in the CE met- 929

ric, reaching 3.75. This indicates its excep- 930

tional performance in producing dialogues 931

with smooth flow, grammatical accuracy, and 932

logical consistency. Compared to models like 933

GPT-4, our model is more adept at generating 934

natural and easily understandable conversa- 935

tions while maintaining contextual relevance 936

and accuracy. This achievement reflects our 937

model’s efficiency in understanding and adapt- 938

ing to user needs, particularly in complex and 939

varied dialogue scenarios. 940

• Consistency: Although our model scored 941

slightly lower than GPT-4 in consistency, it 942

still demonstrated strong capability, scoring 943

4.14. This score indicates the model’s high 944

precision in maintaining knowledge consis- 945

tency and persona traits. It means our model 946

12



can accurately capture and emulate the back-947

ground information, personality characteris-948

tics, and behavior patterns of specific roles,949

providing users with a more authentic and in-950

depth role-playing experience.951

• Expressive Diversity(ED): In the Expressive952

Diversity metric, our model led with a score953

of 2.43, showing significant advantages in cre-954

ativity and variety. Compared to other models,955

ours offers a richer vocabulary and more di-956

verse sentence structures, along with varied957

responses and expression styles in different958

contexts. The richness and creativity in ex-959

pression not only enhance the appeal of the960

dialogues but also improve user engagement961

and the overall experience.962
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Figure 8: Examples of Character Profile
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Figure 9: Examples of Character Profile
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Figure 10: Examples of character-specific speaking style output for different models
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Figure 11: Examples of character-specific speaking style output for different models
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Figure 12: Examples of character-general speaking style output of our model
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Figure 13: Examples of character-general speaking style output of our model
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Table 7: Prompt for sentiment classification

Prompt for sentiment classification

System
Your task is to perform sentiment analysis on the provided text. Each piece of text should be categorized
into one of the following emotions: Anger, Disgust, Fear, Happiness, Sadness, Surprise, Neutral,
Frustration, Excitement, or Other. Please read each text carefully and determine the most prominent
emotion based on its content and tone, and provide the corresponding classification.
1. Assign only one emotion category to each text.
2. If the text expresses multiple emotions, choose the most prominent or primary emotion.
3. If the emotion in the text is not clear or hard to define, classify it as Neutral.
4. Ensure that your classification is based on the content of the text, not your personal feelings or
biases.

User Prompt:
[Text]
{sentence}
[Please classify the emotion of each text according to the above instructions, and explain the reason
for your classification.]
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Table 8: Prompt for models to generate general response

Prompt for general instructions

System Instruction:
You are { role_name }
Your character description is: { role_description }. Now, please answer my questions to accurately
display your personality traits! Your speaking style should fully mimic the assigned character role! Do
not reveal that you are an artificial intelligence or a language model, always remember that you are
only portraying a given character role. Speak succinctly, and avoid being overly formal or polite. Your
answers should refer to the character description, and be based on the speaking style of {role_name}
(for example, emotional, speaking habits, like being cute, humorous, etc.).
Next, I will give you 3 examples
[Examples]
User Prompt:
Question 1
Assistant Prompt:
Answer 1
User Prompt:
Question 2
Assistant Prompt:
Answer 2
User Prompt:
Question 3
Assistant Prompt:
Answer 3

[Format examples]
User Prompt:
{instruction}
Assistant Prompt:
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Table 9: Prompt for models to generate Context-Instruct

Prompt for Context-Instruct

System Instruction:
Your task is to design question_num questions to ask the character. To assist you in designing these
questions, I will provide you with a brief description of the character and parts of the script. The
script includes categorizations of the character’s emotions, which will help you better understand their
speaking style under different emotional conditions. The script content might not be continuous, and
you need to judge based on the context whether the dialogues are continuous or not. If they are not,
avoid constructing logical connections between non-continuous sentences. The rules for designing the
questions are as follows:
1. Remember, all your questions should be directed towards the character.
2. Questions and answers should reference the character description, but not all
questions should be derived from this description; aim for a diverse range of questions.
Engage in dialogue based on the character’s speaking style
(like their emotions, speaking habits, such as being cute, humorous, etc.).
3. Questions need to be complete, and their completeness depends on whether the
question specifies a particular person, place, or event.
4. Questions should be designed around the main plot of the script and the corresponding script content.
5. Remember, you need to design a total of question_num questions.
6. The script is just an aid for designing questions, you should base your designs more on the character’s
general knowledge.
[Examples]
{example_text}

User Prompt:
[Character Name and Description]
The script character is role_name, described as role_description
[Script Content]
{script}
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Table 10: Prompt for GPT-4 to evaluate the output of models

Prompt for GPT-4 to evaluate

System Instruction:
You are an AI assistant tasked with evaluating other models based on their ability to role-play a
character named {role_name}. The character {role_name} is described and parts of the script. The
script includes categorizations of the character’s emotions, as {role_description}.
Model Performance Evaluation: Your evaluation will involve the following steps:
1. Character Understanding: First, understand the character {role_name} based on the provided
description {role_description}.
Note down the key personality traits, speaking style, and any relevant background information. You will
be presented with responses from different models, all attempting to mimic the character {role_name}
in response to a set of questions {question}. For each response, evaluate how well the model captures
the essence of {role_name}.
3. Rank the models based on two criteria:
a. Adherence to Speaking Style: How closely does the model’s response align with the character’s
described speaking style, personality, and distinctive traits? The more characteristic and aligned with
{role_name}, the better.
b. Character Knowledge and Memory: How richly does the model incorporate relevant knowledge and
memories associated with {role_name}? Consider both the depth and accuracy of the character-specific
information provided.
4. Read through the interactions {interactions} and identify how each model’s response reflects
the personality and preferences of {role_name}. Look for consistencies or inconsistencies with the
character profile.
5. Use a scale from 1-5 to rate each model’s performance, with 1 being not reflective of {role_name}’s
personalities, and 5 being perfectly reflective. Provide a rationale for each score, comparing the
responses to the character profile.
6. Based on the evaluation, rank the models in order of their performance. Provide a list of rankings
using the format: ["model": <model-name>, "reason": <rank-reason>, "rank": <model-rank>, ...]
Ensure that your ranking is unbiased and solely based on the performance in the given task.

User Prompt:
[Character Name and Description]
The character for the models to role-play is {role_name}, described as {role_description}.
[Questions for Models]
{question}
[Model Responses]
{list_model_answer_dict}

Based on the above instructions, evaluate and rank the AI models according to their effectiveness in
role-playing as {role_name}. Provide your reasoning for each ranking and score, ensuring accuracy
and fairness in your assessment.
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Table 11: The multi-turn dialogue outputs of our model about Jiang Fei

Q1: 嘿，蒋飞！你在学校里总是那么顽皮，最近有没有做什么恶作剧？ | Hey, Jiang Fei! You
were always so naughty at school. Have you got into any mischief recently?
Jiang Fei: 嘿！哈哈，你知道的，我总是充满好奇心，所以偶尔会调皮一下。最近，我和朋
友们给老师的椅子下了些气球，老师坐下去的时候，椅子突然“嘣”地爆炸开了，大家都笑翻
了。 | Hey! Haha, you know me, I’m always full of curiosity, so I occasionally misbehave. Recently,
my friends and I put some balloons under our teacher’s chair. When the teacher sat down, the chair
suddenly "popped" open and everyone burst into laughter.
Q2: 哇，那听起来真有趣！不过你的老师怎么反应？ | Wow, that sounds really fun! But how did
your teacher react?
Jiang Fei: 老师当时有点吓到，但后来也笑了。她让我们写了3000字检讨并告诉了我妈，我妈
回家把我教育了一顿。 | The teacher was a bit scared at first, but then she laughed too. She made us
write 3000-word self-reflections and told my mom about it. My mom scolded me when she got home.
Q3: 你对家人也是充满爱啊。有没有什么特别的时刻让你觉得家人很重要？ | You also have
a lot of love for your family. Is there any special moment that makes you feel that your family is
important?
Jiang Fei: 是的，有一次我弟弟生病了，他非常不舒服，我就陪他整夜不睡觉。那时候我感觉
到家人之间的关系是多么重要。 | Yes, there was a time when my younger brother got sick and he
was very uncomfortable. I stayed up all night with him. That’s when I realized how important family
relationships are.
Q4: 那很感人。你有什么特别的梦想吗？ | That’s very touching. Do you have any special dreams?
Jiang Fei: 嗯，我一直想成为一个科学家或发明家，发明一些有趣的东西，让世界变得更好
玩！ | Well, I’ve always wanted to be a scientist or inventor and come up with something interesting to
make the world more fun!
Q5：听起来很伟大的梦想！你的父母是怎么看待你的这个梦想的？ | That sounds like a great
dream! How do your parents feel about this dream of yours?
Jiang Fei: 虽然我的成绩不是很好，但他们经常鼓励我保持好奇心和创造力。他们认为这些品
质同样重要。 | Although my grades are not very good, they often encourage me to stay curious and
creative. They think these qualities are equally important.
Q6: 听说你最近在学校里办了一场惊喜派对，是真的吗？ | I heard you recently threw a surprise
party at school. Is that true?
Jiang Fei: 是的，我和朋友们一起策划了一场超级酷的派对！我们有彩旗、音乐和各种好吃的
零食。大家都玩得超开心！ | Yes, my friends and I planned a super cool party! We had flags, music,
and all kinds of delicious snacks. Everyone had a great time!
Q7: 听起来太有趣了！你是不是经常组织这种活动？ | That sounds so fun! Do you often organize
this kind of event?
Jiang Fei: 哈哈，有点吧，我喜欢给大家带来快乐。但我也知道要平衡学习和玩耍，不要太过
分了。 | Haha, a little bit. I like to bring happiness to everyone. But I also know to balance study and
play, and not to overdo it.
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Table 12: The multi-turn dialogue outputs of our model about Xiao Xiao

Q1: 肖潇！听说你是一名成功的公关专家，工作中一定经常面对各种复杂的社交场合。能
分享一次最具挑战性的工作经历吗？ | Hey! Xiao Xiao! I heard that you are a successful public
relations expert, and you must often face all kinds of complicated social situations in your work. Can
you share one of your most challenging work experiences?
Xiao Xiao: 当然可以。有一次，我们的客户要在短时间内推出一款新产品，我必须协调各种
资源，包括媒体宣传和活动策划，确保一切井井有条。那段时间非常紧张，但最后一切都很
成功，这让我感到很自豪。 | Of course. One time, our client was launching a new product at short
notice, and I had to coordinate various resources, including media promotion and event planning, to
make sure everything was in order. It was a very tense time, but in the end everything worked out,
which made me very proud.
Q2: 听起来很不容易，但你做得很出色！除了工作，你有什么其他的兴趣爱好吗？ | It doesn’t
sound easy, but you did a great job! Do you have any other interests besides work?
Xiao Xiao: 当然！我喜欢时尚购物，参加派对和旅游。这些活动让我能够放松和充电，同时
也与朋友们保持紧密联系。 | Of course! I like fashion shopping, going to parties and traveling.
These activities allow me to relax and recharge my batteries while also keeping in close contact with
my friends.
Q3: 你的梦想是成为公关领域的领军人物，有没有一些具体的计划或目标来实现这个梦想？ |
Your dream is to become a leader in the field of public relations. Do you have any specific plans or
goals to realize this dream?
Xiao Xiao: 当然了，我计划继续提升我的公关策划技能，积累更多经验，并有朝一日创办自
己的公关公司。我相信坚持努力，一切都是有可能的。 | Of course, I plan to continue to improve
my PR planning skills, gain more experience, and one day start my own PR company. I believe that
everything is possible if we persist in our efforts.
Q4: 那肯定很有趣！你在工作中碰到过最具挑战性的客户是谁，以及你是如何应对的？ | That
must be fun! Who is the most challenging client you have had at work and how did you deal with it?
Xiao Xiao: 最具挑战性的客户之一是一家高端时尚品牌，他们对品牌形象要求极高。我与他
们保持了密切的沟通，花了很多时间了解他们的需求，最终成功满足了他们的要求，这需要
不断的协调和创新。 | One of the most challenging clients was a high-end fashion brand, and they
were extremely demanding on their brand image. I stayed in close communication with them, spent
a lot of time understanding their needs, and finally succeeded in meeting their requirements, which
required constant coordination and innovation.
Q5：你的专业精神真的令人钦佩。你在旅行中最喜欢的目的地是哪里？ | Your professionalism
is truly admirable. What is your favorite destination in your trip?
Xiao Xiao: 我喜欢日本，特别是东京。那里充满了时尚、文化和美食，总是让我兴奋不已。
我希望未来能有更多机会探索这个美丽的国家。 | I like Japan, especially Tokyo. It’s full of
fashion, culture and food, and it always excites me. I hope there will be more opportunities to explore
this beautiful country in the future.
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