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Abstract

The development of large language mod-
els(LLMs) has initiated a new chapter in com-
plex tasks such as role-playing, enhancing user
interaction experiences by enabling models to
imitate various characters.However, LLMs are
somewhat lacking in their ability to portray
lesser-known characters, especially in aspects
of dialogue delivery and scriptwriting skills.
To this end, we aim to swiftly acquire essen-
tial language skills for character development,
greatly enhancing role-playing comfort. In
this work, we present RoleCraft, an innova-
tive framework designed to enrich personalized
role-playing experiences. Central to this frame-
work is Rolelnstruct, a distinctive dataset featur-
ing emotional annotations, transitioning from
traditional celebrity-focused roles to more au-
thentic, daily non-celebrity roles,each accompa-
nied by carefully crafted character descriptions.
We combined Rolelnstruct with open-source in-
structions from the general domain, employing
a hybrid instruction tuning strategy to create
RoleCraft-GLM. Experiments in role-playing
demonstrate that our model excels in generat-
ing dialogue that accurately reflects character
traits and emotions, outperforming most main-
stream LLMs, including GPT-4.

1 Introduction

Large Language Models (LLMs) have emerged
as pivotal in understanding and generating natural
language, often surpassing human capabilities in
some language reasoning tasks. However, existing
open-source LLMs, primarily trained in general
domains, lack the specialized optimization needed
for nuanced role-playing tasks, indicating a need
for further customization to effectively meet spe-
cific role-playing requirements. Furthermore, ad-
vanced LLMs like GPT-4 (OpenAl, 2023) demon-
strate improved role-playing abilities due to ex-
tensive training and sophisticated algorithms, but
as a closed-source model, it poses practical chal-
lenges. These challenges include higher costs for

API use, limited fine-tuning opportunities for spe-
cific role-playing contexts, and context window
size restrictions that may affect the continuity and
depth of dialogues in complex role-playing scenar-
ios.In light of this, a natural question arises: Can
we meticulously train and tailor open-source LLMs
to achieve role-playing capabilities comparable to
closed-source LLMs, while also enhancing their
ability to meet individual user needs?

Previous efforts in Al role-playing have primar-
ily centered on celebrity figures (Shao et al., 2023;
Li et al., 2023a), heavily reliant on predefined do-
main knowledge and often lacking in relevance to
daily life and personalization. While there have
been improvements in learning from past interac-
tions and adapting to user needs, these advance-
ments have not sufficiently addressed the chal-
lenges of achieving truly personalized Al interac-
tions (Chen, 2023). Existing role-playing models
still lack the necessary depth and individual speci-
ficity to accurately reflect the diverse and nuanced
experiences of everyday users.

To enhance the role-playing capabilities of
LLMs, there are two main challenges: (1) Lim-
ited Personalization in Generic AI Models: Many
Al systems currently rely on generic models that
frequently fail to address the specific and nuanced
needs of diverse user groups. This limitation un-
dermines the overall user experience and restricts
the practical application of Al in specialized sce-
narios (Ackerman et al., 2022). (2) Gap in Sophis-
ticated Role-Playing Capabilities: In the realm of
conversational agents, despite significant achieve-
ments in providing high-level responses across a
variety of dialogues and enhancing human-Al inter-
actions (Bender and Koller, 2020), there remains
a noticeable gap in AI’s capacity for sophisticated
role-playing. Current models often lack the depth
and adaptability required for truly personalized and
nuanced role-play experiences.

In this paper, as illustrated in the figure 1,
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Figure 1: Overview of the RoleCraft-GLM framework: (1) Dialog datasets annotated with emotions are utilized to
construct role profiles embodying distinct emotional features. (2) The generation of Q&A pairs, based on context
and known character traits, ensures that dialogues are consistent with the character profiles. (3) A hybrid approach
of generic and character-specific instructions is used to train the GLM for various dialog scenarios.

we introduce the RoleCraft framework designed
to enhance personalized role-playing experiences
with LLMs. Moving beyond traditional celebrity-
focused characters, we focus on diverse, non-
celebrity personas, each with unique emotional
annotations. This approach aims to enrich real-
ism and emotional depth in language interactions.
We compiled a novel dataset encompassing a wide
array of real-world dialogues, with careful consid-
eration for personal privacy and copyright laws.
Our data analysis highlights the potential benefits
of integrating emotional labels in dialogue datasets
for improved natural language processing. We con-
ducted comparative experiments using models like
ChatGLM3, fine-tuned with the Low-Rank Adap-
tation (LoRA) method, to assess RoleCraft-GLM’s
effectiveness in producing nuanced and character-
consistent dialogues.

The main contributions of our work are as fol-
lows:

* We introduce a novel Rolelnstruct dataset,
which centers on non-celebrity characters,
each characterized by unique emotional an-
notations.

* We develop RoleCraft, a novel framework that
integrates a more detailed approach to per-
sonal role data in training strategies. Role-
Craft includes a fine-grained method for char-
acter portrayal, emphasizing emotional depth,
and fostering contextual awareness in dia-

logue generation.

* RolePlay-GLM, our fine-tuned model, demon-
strates promising performance against current
state-of-the-art models, excelling in dialogue
authenticity, emotional accuracy, and contex-
tual relevance as per comprehensive evalua-
tions.

2 Related Work

2.1 Role-Playing

The evolution of role-playing in Al (Wu et al,,
2023), marked by the transition from basic text-
based interactions to intricate character simula-
tions (Park et al., 2023), reflects the strides made
in natural language processing and Al technolo-
gies (Mysore et al., 2023). Initially, Al role-playing
systems offered only fundamental exchanges, lim-
ited in their ability to craft dialogues with emo-
tional depth and contextual relevance. With the
emergence of advanced models such as GPT-
3 (Brown et al., 2020), LLaMA (Touvron et al.,
2023), and ChatGLM, there was a notable en-
hancement in AI’s capability for engaging in more
sophisticated, context-aware conversations. Yet,
these improvements also underscored a significant
gap in personalization for role-playing applications.
Predominantly, LLMs trained on wide-ranging,
generic datasets fell short in handling scenarios that
demanded a deeper understanding of nuanced emo-
tional nuances (Radford et al., 2018) and specific



character traits. To address these shortcomings,
we meticulously develop the RoleCraft framework.
It stands out with its unique dataset, focusing on
diverse, non-celebrity personas enriched with de-
tailed emotional annotations (Bender and Koller,
2020). This dataset is key to overcoming previous
limitations, facilitating a new level of personal-
ization and emotional intricacy in Al role-playing
interactions.

2.2 Personalization of LLMs

The recent strides in LLMs, particularly in under-
standing user context and preferences (Wang et al.,
2023a; Abbasian et al., 2023), have significantly
propelled the personalization aspect of Al inter-
actions (Lee et al., 2022; Subhash, 2023). Previ-
ous works (Shanahan et al., 2023; Li et al., 2023c;
Chen et al., 2023) have demonstrated the poten-
tial of LLMs in mimicking specific fictional char-
acters and simulating complex human behaviors.
However, these models often face challenges in
achieving a deep level of personalization and emo-
tional richness that aligns precisely with individual
user contexts and needs (Mitkowski et al., 2022).
Additionally, while these models are adept at simu-
lating personalities or historical figures, they may
not effectively handle the subtleties of user-specific
emotional responses or cater to nuanced personal
preferences. Our work aims to address these gaps
by building upon these advancements and offering
a framework that focuses on a more granular level
of personalization. We propose novel methods for
emotional and context-specific interaction, ensur-
ing that our model can adapt and respond more
accurately to individual user scenarios.

3 Methodology

As shown in Figure 1, the RoleCraft framework,
rooted in ‘Role’ and ‘Craft’, represents our ap-
proach to enhancing Al role-playing. ‘Role’ em-
phasizes creating distinct, multi-dimensional char-
acters, each with unique personality traits and emo-
tional depths. ‘Craft’ involves the intricate pro-
cess of constructing dialogues that genuinely re-
flect these character traits, thereby adding depth
and realism to conversations.See Appendix A for
more details.

3.1 Overall Framework

Our methodology uniquely advances the capabil-
ities of LLMs in role-playing. Setting ourselves

apart from approaches such as RoleLLM (Wang
et al., 2023b), we focus on an innovative integration
of fine-grained character portrayal, profound emo-
tional depth, and heightened contextual awareness
in dialogue generation. This approach differenti-
ates our work from existing models and addresses
challenges in a novel way, enhancing how LLMs
can be utilized for creating more realistic and en-
gaging role-playing scenario.

Emotion-Driven Character Profiling

To address the challenges of limited emotional di-
versity and unconvincing character portrayals in
dialogues generated by LLMs, we adopt a detailed
emotion classification strategy. This approach in-
volves meticulously annotating emotions within
the dialogue dataset, thereby steering the GPT-4
to craft character profiles that mirror these identi-
fied emotions. Consider a character who displays a
spectrum of emotions from joy to disappointment.
Marking these diverse emotional states allows for a
natural and fluid transition in their dialogues within
a single scene, effectively capturing the complexity
and dynamism of human emotions. Our approach
challenges the LLMs to accurately depict these
emotional shifts, ensuring that the dialogues gen-
uinely represent the intricate and ever-evolving na-
ture of human emotions, thus enhancing the overall
user interaction experience.

Contextual Q&A Generation

To address the challenge of context-irrelevant re-
sponses (Feng et al., 2023; Ye et al., 2022), which
is a common issue in dialogue systems (Ni et al.,
2023) where interactions often lack relevance to
the ongoing scenario or character specifics (Mit-
suda et al., 2022), we employ GPT-4 to generate
contextually coherent Q&A pairs. For example,
when a character faces a dilemma, the system is
designed to produce queries and responses that
align with the character’s established traits, such
as indecisiveness and anxiety, thereby maintaining
the authenticity of the dialogue in relation to the
character’s profile.

Hybrid Instruction-Based GLM Refinement

Our methodology employs a hybrid training ap-
proach that seamlessly integrates general instruc-
tions with character-specific Q&A pairs. This strat-
egy is carefully crafted to strike a balance between
the flexibility required for dynamic dialogue gen-
eration and the need to uphold character integrity.



Character Profile Template

/1| [ Neme - i | Tang Peng
1 || Age: 30years old
Helght : i80cm

" Instruction

Weight : 72kg.

Birthday : 10A7E | October 7
Horoscope - ¥ | Liora
Character traits : /44, 1Vt BIFIEY, FFAEER
#04780...Calm, rational and insistent on justice, he also
possesses a strong sense of curiosity.

Background - it £EE— B AT
HEN S 7 SR BSRIFIIE, n—a ke
£2_[Born into an ordinary family, Tang Peng grew up
with an interest in law and justice.

Hobbies : 5. [EE(A/NR. % [Running, reading
detective novels, boxing

Specialties : {£i&. EA. LIS [Detection, martal
arts, psychoanalysis

REE, WIS

You are a character building expert and your task is to create
a detailed character description based on the provided
character description template and a series of dialog pairs
with emotion markup. Please use the information and
emotional annotations from the dialog to enrich your role
description with consistency and depth.

Dream : FA—EMAER, BRAMRESEHNRIT
[Become a criminal investigation expert to uncover and
solve more complex cases

Relationships : BRSNS EAXRRAT, B0E
IR EAR AN L5 IRTIF- AR, (BRIRAIEH
%1... [Tang Peng has a good relationship with his
coworkers

Favorite Foods : R, ¥t @ [Home cooking,
griling, pasta

Disiies - 33 AI@# [Overly sweet and fatty foods ]

® '» %

outdoor activiti Hobbies:

Name: Jiang Tianhao Age: 17 years old Height: 175 cm Weight: 65 kg Birthday: April 15th Zodiac Sign: Aries Personality
Traits: Lively, intelligent, and sometimes a bit impulsive. Background: Jiang Tianhao is a high school student full of energy
and curiosity about new things. He is popular in school for his friendliness and humor. He likes to participate in various

i Output

traveling, Special Skills: Jiang Tianhao excels in sports, especially as

a key player in his school's basketball team. He is also good at mathematics and physics and enjoys playing Go. Dream:
He dreams of becoming an architect, designing buildings that are both unique and meaningful. Relationships: He has

good relationships with his classmates... Favorite Foods: Hamburgers, pizza, braised pork Disliked Foods: Bitter gourd

Figure 2: An example of crafting a detailed character portrayal. By leveraging a character description template and
a dialogue dataset with emotional annotations.(The instruction and output have been translated into English)

In practical terms, this means equipping the LLMs
to adeptly navigate a spectrum of conversational
scenarios. These range from broad, general inter-
actions to more intricate exchanges that demand
responses finely tuned to the unique profiles of
individual characters. By training the LLM with
this diverse mix of inputs, the model becomes pro-
ficient in handling various situational dialogues,
accurately reflecting each character’s distinct at-
tributes and the specific subtleties of the conversa-
tion. As aresult, this hybrid training method fosters
the creation of dialogues that are both contextually
adaptive and consistent with the characters’ distinct
personalities.

3.2 Semantic-Enhanced Retrieval
Optimization

Addressing the issue of inaccurate and semanti-
cally irrelevant information retrieval in dialogues,
we adopt the BGE! retrieval method. BGE is an ef-
ficient Chinese and English semantic vector model
that ensures the accuracy of responses, especially
when dealing with sensitive topics, and remains
semantically sensitive to the context, significantly
enhancing the quality of interaction (Xiao et al.,
2023). This familiarity allows models to generate
dialogue based on a wealth of pre-existing knowl-
edge. In contrast, modern datasets prioritize the
nuanced portrayal of personal and everyday char-
acters. These datasets are derived from diverse
sources, including real chat logs, customer service
interactions, and fictional narratives from less main-
stream media. Such characters might include a

"https://github.com/FlagOpen/FlagEmbedding

typical office worker dealing with daily stressors
or a mother showing love and responsibility in a
family setting. The dialogues here involve specific,
real-life scenarios, such as office interactions or
typical family conversations, which lack the broad
pre-existing knowledge base associated with public
figures.

3.3 Compared to Existing Practice

Our methodology diverges from conventional
prompt engineering (White et al., 2023) and fine-
tuning (Howard and Ruder, 2018) We specialize
in creating diverse, intricate character interactions
that enhance role-playing scenarios’ depth and au-
thenticity. Our unique approach combines emotion-
driven character profiles with contextually coher-
ent Q&A generation, fostering realistic and engag-
ing interactions. Additionally, the integration of
semantic-enhanced retrieval methods ensures both
accuracy and relevance, setting our approach apart
in its complexity and user engagement potential.

4 Experiments

Building on previous work (Tao et al., 2023), we
introduced new evaluation methods and made com-
prehensive enhancements to the experimental pro-
cess, conducting an in-depth analysis of model
performance changes in specific scenarios. We
anticipate that fine-tuning our model using a specif-
ically designed dataset for role-playing will result
in superior performance in character portrayal com-
pared to baseline models. Through this specialized
training, we expect our model to accurately cap-
ture and express the intricacies of character-specific



Figure 3: Verb-noun structure of Instructions. The inner
circle representing the top 20 verbs and the outer circle
listing the direct noun objects.

Table 1: Statistics of datasets

Category Value
# Total Dialogues 48,677
Avg.round of dialogues 14.85
# Characters 28
Character Personality Traits 45
Avg.length of profile 382.15
# Instructions 43,358
Character-specific instructions 13,778
General instructions 29,580
Avg. instruction length 27.68
# Response 161,678
Character-specific response 13,778
General response 147,900
Avg.response length 33.29

language styles and emotional responses, surpass-
ing baseline models that may lack such targeted
training. Our experiments aim to validate this hy-
pothesis and showcase the advanced capabilities of
our model in role-playing tasks.

4.1 Dataset

In the evaluation of LLMs (Chen et al., 2021;
Chang et al., 2023), the role of datasets is
paramount, particularly in language processing
and character portrayal. Traditional role playing
datasets predominantly highlight eminent figures,
such as the legendary Sun Wukong, whose famil-
iar attributes and stories are widely acknowledged,
facilitating model development (Sabados, 2021).
However, these datasets often neglect the finer de-
tails and emotional complexity of lesser-known or
everyday characters, leading to a representation

Figure 4: Emotion distributions in dialogues
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Figure 5: Word Cloud Of Character Personality Traits

gap (Rolf et al., 2021). Our unique dataset bridges
this gap by focusing on the rich, nuanced depiction
of ordinary individuals. It involves an in-depth ex-
ploration and portrayal of each character’s distinct
personality traits and emotional depths, delving
into aspects usually overshadowed in dominant nar-
ratives.

In constructing our dataset, we design 28 unique
and personalized Chinese characters to mirror a
wide spectrum of real-world dialogues. These char-
acters ranged from everyday individuals to spe-
cialized roles such as intelligent customer service
agents and research assistants. Table 1 provides
basic statistics for Rolelnstruct. Our diverse data
sources included social media interactions, film and
television scripts, and customer service dialogues.
We emphasized personal privacy and copyright law
compliance, ensuring all data was cleansed and
anonymized.

Figures 3 and 5 visually demonstrate the diver-
sity of Rolelnstruct, both in terms of linguistic us-
age and emotional expression. The verb-noun dia-
gram provides insights into the varied narrative con-
texts, while the word cloud delves into the breadth
of emotional and personality traits present.

In addition, we annotate each dataset entry with
emotion labels to capture characters’ distinct emo-
tional traits, adding an emotional layer to model
training. We use Ekman’s "Six Basic Emotions
Theory" (Ekman, 1992) to label utterances and in-
cluded additional emotions like neutral, excited,
and depressed, totaling ten categories. The use
of emotion labels in dialogue datasets has been
proven to enhance natural language processing by
improving response retrieval and emotional rele-



vance (Zhou et al., 2017). These labels also enrich
conversational analysis and aid in building natu-
ral dialogue systems (Bothe et al., 2019). See
Appendix B for more details.

4.2 TImplementation Settings

We assess the ChatGLM3 model, enhancing its per-
formance on specific datasets using the Low-Rank
Adaptation (LoRA) fine-tuning method (Hu et al.,
2021). LoRA’s precision in fine-tuning, essential
for handling personalized and emotionally rich con-
tent, maintains the model’s core capabilities while
adapting to new data features. Please refer to Ap-
pendix C for more details.

4.3 Baselines

We benchmark our RoleCraft-GLM’s performance
against industry standards such as GPT-3.5 and
GPT-4, and leading Chinese dialogue genera-
tion technologies like ChatGLM2> and Chat-
GLM3, along with Baichuan?2 (Yang et al., 2023),
Qwen (Bai et al., 2023), InternLM (Team, 2023),
SparkDesk® and Xverse*. Additionally, we in-
troduce another role-playing baseline, RoleLLM,
which utilizes LoRA for fine-tuning on a specific
dataset.

4.4 Evaluation criteria
4.4.1 Rouge-L Score

A commonly used metric (Lin, 2004) for evaluating
natural language generation, measuring the over-
lap between model-generated text and real (ground
truth) text. We focused on average score (Avg),
general instruction response (RAW), role-playing
speaking style (CUS), and specific role knowledge
(SPE).

4.4.2 GPT Score

We use the GPT-4 score (Fu et al., 2023) to evaluate
the average rank of models on different dialogue-
generating tasks.Please refer to Appendix D for
more details.

44.3 RPCS

We introduce Role-Playing Cosine Similarity
(RPCS) as a new evaluation standard to accurately
assess model performance in role-playing scenar-
ios. RPCS evaluates the emotional and content con-
sistency between the model-generated responses

Zhttps://github.com/THUDM/ChatGLM2-6B
*https://xinghuo.xfyun.cn/
“https://github.com/xverse-ai/XVERSE-13B

and the expected responses by calculating the co-
sine similarity between two text segments. Concur-
rently, we use OpenAI’s Text-Embedding-Ada002
model to convert texts into vector representations,
enabling deeper capture of semantic features of
texts, thereby enhancing the precision of our as-
sessment.

4.4.4 Human Evaluation

To effectively assess role-playing agents, we en-
gaged 12 annotators who rated model-generated
responses using three key metrics on a five-point
scale: Communication Effectiveness, Consistency,
and Expressive Diversity (Zhang et al., 2021; Mes-
gar et al., 2020; Tu et al., 2024).

¢ Communication Effectiveness(CE): Merg-
ing fluency and coherence, the metric evalu-
ates the dialogue’s smoothness, grammatical
accuracy, logical consistency, and contextual
relevance.

* Consistency: Encompassing knowledge and
persona consistency, this metric assesses the
accuracy of the agent’s information relative
to the role’s background and the adherence to
the character’s traits and behaviors.

* Expressive Diversity(ED): Focused on eval-
uating the agent’s creativity in dialogue gener-
ation.It’s vital for assessing the agent’s ability
to enhance user experience and interaction
engagement.

Table 2: Rouge-L Evaluation

Model Avg RAW  CUS SPE

GPT-3.5 0.4532 0.5569 0.5197 0.2831
GPT-4 0.4633 0.5661 0.5264 0.2973
ChatGLM2 0.4054 0.5104 0.4063 0.2996
ChatGLM3 0.4161 0.5218 0.4159 0.3108
Baichuan2  0.4273 0.5308 0.4576 0.2934
Qwen 0.4264 0.5297 0.4617 0.2879
InternLM  0.3947 0.4937 0.4076 0.2829
SparkDesk  0.4288 0.5341 0.4510 0.3014
Xverse 0.4271 0.5180 0.4653 0.2981
RoleGLM  0.4570 0.5255 0.5049 0.3406
Ours 0.4704 0.5385 0.5154 0.3573

4.5 Performance Analysis

Results from Tables 2 and 3 clearly demonstrate our
model’s exceptional performance across multiple



Table 3: GPT-4 Evaluation Table 4: Results of point-wise evaluation

Model Avg. Ranking Model Avg CE Consistency ED
ChatGLM3 2.96 GPT-3.5 295 3.08 3.88 1.89
Baichuan2 4.57 GPT-4 333 350 4.26 2.23
Qwen 5.71 ChatGLM2 256 3.12 2.65 1.91
InternLM 6.29 ChatGLM3 292 3.36 3.32 2.07
SparkDesk 4.29 Baichuan2 329 3.61 4.02 2.25
Xverse 3.43 Qwen 3.17 3.27 3.97 2.27
RoleGLM 2.21 InternLM 2.50 293 2.40 2.16
Ours 1.43 SparkDesk  3.03  3.52 3.44 2.13

Xverse 3.02 3.48 3.53 2.05

Ours 344 375 4.14 243

Table 5: Comparing Emotion-Annotated and
Non-Annotated Data

Table 6: Ablation study on the effect of different
instructions

Method SPE RoleCraft-GLM  Avg RAW  CUS SPE

0.3362
0.3573

RoleCraft-GLM(w/o emo)
RoleCraft-GLM(w emo)

- general 0.4311 0.5402 0.5219 0.2311
- specific 0.4045 0.4387 0.4143 0.3606
- hybrid 0.4704 0.5385 0.5154 0.3573

InternLM 0.761
Qwen 0.819
Baichuan2 - 0-837
GPT-3.5 0.861
SparkDesk 0.878
Xverse 0.887
ChatGLM2 0.892
T4 0.898
Chatgim3 0.917

Ours 0.960

0.5 0.6 0.7 0.8 0.9 1.0
Cosine Similarity

Figure 6: Role-Playing Cosine Similarity

key performance indicators, particularly in specific
role knowledge memory (SPE). Our model signif-
icantly outperformed GPT-4 and other models in
this dimension, highlighting its superior ability in
understanding and generating complex dialogues
involving specific roles. However, GPT-4 leads
in general instruction response accuracy (RAW)
with a score of 0.5661, reflecting its strong capa-
bility in interpreting and responding to general in-
structions. Our model still maintains a high score,
proving its effectiveness in handling everyday di-
alogues. These findings underscore our method’s
significant effectiveness in deepening role under-
standing and enhancing dialogue generation qual-
ity. In particular, in emotion-driven role portrayal,
our model demonstrated precise capture of each
role’s emotional traits and personality, surpassing

traditional role-playing models in expressing role-
specific knowledge. Moreover, our model also
show remarkable ability in maintaining natural flow
and contextual consistency.

As indicated in the figure 6, we observe that
RoleCraft-GLM leads with the highest score on
the RPCS metric, demonstrating its high degree of
alignment with expected responses in terms of emo-
tional and contextual accuracy. In contrast, lower
scores from models such as InternLM and Qwen
may reflect deficiencies in handling emotional and
contextual understanding in role-playing dialogues.
These results emphasize the importance of special-
ized training and fine-tuning for role-playing appli-
cations in enhancing model performance.

The results across three dimensions are clearly
illustrated in Table 4. Our model outperforms other
mainstream models in overall performance. Par-
ticularly in terms of Communication Effectiveness
and Expressive Diversity, our model demonstrates
superior capabilities, reflecting its strengths in gen-
erating smooth, logically consistent, and emotion-
ally rich dialogues.Please refer to Appendix F for
a detailed manual assessment analysis.

The results of our ablation experiments (see Ta-
ble 5) show that the RoleCraft-GLM model with
emotional annotations scored higher in SPE than
the version without them. This indicates that emo-
tional annotations not only provide the model with
key information for a deep understanding of the



Character profile: F/Mb, 7. HAERAIEETZ .. | Zhou Xiaobei, A mischievous and humorous boy. ..

Context: ......

Question: @vib, AT AEEILFRBEMEREREETFTHA? | Zhou Xiaobei, Why are you afraid

to let your mother know what you did in school?

GPT4

FESRNE? i, BEHENG, RREMAINSBRSISHIES, EEETH T, | About me at school? Oh,

those are small things. | just don't want mom to worry for no reason. She's busy enough.

HRAEFREROIRLYS, FIHERERNCIEAE, ((RErREARRERX—R, FAMEEEEG, RAmeTsErAREa

GPT3.5

FAUAEE, | What | do in school is sometimes my creativity, but my mother may not understand that. | don't want

to worry her, because she may not understand my thoughts.

HATERAAANESERNE, ERE=nEoh, SERNDEMNE, RARMMEHENEEES, || know | getin

Baichuan2 trouble sometimes at school, but I'm trying to improve. | don't want my mother to know, because | don't want

her to be disappointed in me.

Qwen

HIESAUTAOTRERL IS, FAMBBIBIRRIIE, FFEEEASIRIE, | My behavior at school may worry my
mother. | didn't want to burden her, so | chose not to tell her.

EFR, HOTEERETERT . BEuTAAAIRERIMENE, BRI ORROSES, FETEAIR. | At school, |
Chatglm3 may have been a little too naughty. Mom may not understand my sense of humor. | don't want to worry her or

make her angry, so | prefer not to mention it.

B! IO, fhEMBEEirSsess. (BREIE, TFRIEnT2ANEER K, B S/rRIN, BAEEEN! EXEL1HT
BHIET, eSO IS, Bo MRS, L, RIRFRAEEEF 7. | Ahl My mom, she always wants

Ours

me to be perfect. But you know, at school, I'm quite the little troublemaker, playing pranks and all, super fun! But

if my mom finds out, she would definitely worry non-stop. | don't want to disappoint her, so, haha! | better keep

it a secret.

Figure 7: A case of generated responses from our model and baseline models to a character-specific introduction.

characters’ emotional states and personality traits
but also ensure that the generated dialogues are
more closely aligned with the characters’ true feel-
ings and personalized expressions.

Table 6 demonstrates the hybrid instruction strat-
egy’s superiority in overall performance (Avg),
effectively balancing diverse aspects of dialogue.
This superior performance originates from merg-
ing both general and specific instruction strengths.
The general instruction strategy excels in handling
broad dialogues and maintaining consistent char-
acter styles, as reflected in higher RAW and CUS
scores. However, it is less effective in capturing
detailed, character-specific knowledge, shown by
a lower SPE score. In contrast, the specific in-
struction strategy shows proficiency in detailing
character-specific traits, evidenced by a higher SPE
score, but does not perform as well in wider conver-
sational contexts. The effectiveness of the hybrid
strategy is highlighted in its ability to combine the
broad applicability of general instructions with the
detailed focus of specific instructions, offering a
more versatile and nuanced approach to dialogue
generation.

The output of our model excellently combines
the character traits of Zhou Xiaobei, colloquial
expressions, emotional authenticity, and a close
connection with the plot background as shown in
Figure 7. Firstly, it aptly reflects Zhou Xiaobei’s
mischievousness and intelligence by using phrases
like ‘little troublemaker’ and ‘super fun’, which
showcase his sense of humor and wit. Secondly,

this natural expression, such as ‘you know’ and
‘haha’, adds a sense of closeness and authentic-
ity, making the language sound more like a child’s
natural way of speaking rather than too formal or
mature. Moreover, the emotional expression about
‘not wanting to disappoint mom’ genuinely reflects
Zhou Xiaobei’s love for his family and concern
for his mother, showing the complexity and depth
of his emotions. Lastly, this statement is closely
connected to Zhou Xiaobei’s life background, dis-
playing his life scenario and psychological state as
a child from an ordinary family. See Appendix E
for more generated examples.

5 Conclusions

In this paper, we present RoleCraft, our innovative
framework aimed at enhancing personalized role-
playing experiences. Centered around the Role-
Instruct, featuring everyday and specialized char-
acters with emotional annotations, our framework
marks a shift from conventional celebrity-centric
roles. Integrating Rolelnstruct with open-source
instructions and applying a hybrid tuning approach
led to the creation of RoleCraft-GLM. Our experi-
mental findings reveal that RoleCraft-GLM excels
in generating dialogues that capture authentic char-
acter traits and emotions, surpassing mainstream
models like GPT-4 in role-playing capabilities. In
the future, we hope to to develop behavioral agents
that excel in personalization and interactivity, skill-
fully tailored to individual user preferences, thereby
elevating the level of user engagement.



Limitations

In this work, we explore enhancing the role-playing
experience of large language models through per-
sonalized character depiction and emotional depth.
However, we acknowledge two major limitations
of the paper: (1) Despite our efforts to collect
and annotate dialogue data with rich emotional
and character descriptions, these data are primarily
concentrated within specific cultural and linguis-
tic contexts. This may not fully encompass the
diverse cultural backgrounds and language expres-
sions globally, thereby limiting the model’s gener-
alization ability and diversity in the role-playing
experience. (2) We adopt 10 basic emotion cate-
gories to annotate emotions in the dataset, provid-
ing the model with a clear emotional classification
framework. However, the complexity of human
emotions far exceeds these basic categories. There-
fore, it may not fully capture the subtle differences
and emotional blends in human dialogues, affecting
the authenticity and depth of the model’s generated
conversations.

Ethics Statement

In this work, we ensure ethical practices in data an-
notation by employing a reputable data annotation
company. The annotators receive fair compensation
based on market rates, ensuring that their efforts
are duly recognized and rewarded. We guarantee
that no personal information is disclosed during
this process, maintaining the highest standards of
privacy and confidentiality. Additionally, we ac-
knowledge the inherent subjectivity in manual data
annotation, which may introduce biased opinions
into our dataset. We take this matter seriously and
strive to minimize such biases through rigorous
training and guidelines for annotators, aiming for
the most objective and unbiased data possible. For
human evaluation, we recruited 12 graduate stu-
dents from the NLP field and used questionnaires
to allow them to assess the data, ensuring that the
evaluation process is both thorough and fair.

Although our research aims to enhance the role-
playing capabilities of language models, the appli-
cation of this technology may carry risks of misuse,
such as generating misleading or harmful content.
Therefore, we emphasize the need for a responsible
approach when developing and using such models.
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A More Details on Design Principles

The RoleCraft framework is underpinned by key
principles to elevate the authenticity of role-
playing (Wang et al., 2023b). The first principle,
‘Fine-Grained Character Portrayal’, is pivotal in en-
dowing each character with detailed and nuanced
traits and backgrounds, integral to the ‘Role’ as-
pect of RoleCraft. This approach is focused on
creating characters that are reflective of real-life in-
dividuals in their personality, and behaviors (Kim
et al., 2023), setting the stage for realistic and com-
pelling character portrayals. Progressing to the
second principle, ‘Mastery of Emotion and Style’,
we concentrate on the emotional expressions and
speaking styles of characters (Li et al., 2023b).
This principle, key to the ‘Craft’ element of Role-
Craft, enriches dialogues with diverse emotions
and distinctive speech patterns, effectively captur-
ing the unique emotional states and communication
styles of each character. Furthermore, the ‘Accu-
rate Application of Character Knowledge’ principle
emphasizes incorporating each character’s back-
ground and experiences into the dialogue genera-
tion process (Shao et al., 2023). This ensures that
the dialogues are in harmony with the characters’
personas, encompassing their unique experiences
and insights. Concluding with the ‘Context-Aware
Dialogue Generation’ principle, our system is de-
signed to dynamically tailor dialogues based on
the prevailing context (Zhanga et al., 2023). This
is crucial for maintaining a seamless and logically
consistent conversation flow, essential for immer-
sive and credible role-playing experiences.

B More Details on Data Processing

We filtered out redundant data and multi-party con-
versations to reshape the original data into contextu-
ally relevant dialogues. For example, script-based
dialogues were restructured to better depict char-
acter interactions and emotional dynamics.Then
we let GPT-4 to annotate the dialog scripts with
emotions, which are labeled into 10 categories
{ Anger,Disgust,Fear,Happiness,Sadness,Surprise,

Neutral,Frustration,Excitement,Other }.To guaran-
tee the integrity and accuracy of our annotations,
we invited three experts from China who have deep
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expertise in dialogue and communication theories.
Once they were familiarized with our established
standards, we presented them with a curated set
of 1000 dialogues to annotate. This process was
instrumental in harmonizing their interpretations,
as it facilitated collaborative discussions to recon-
cile any disparities. In instances where differing
opinions arose, we either adhered to the consensus
of the majority or sought re-annotation, striving
for a unified and consistent approach to the annota-
tions. Through such comprehensive and meticulous
data preparation, our dataset can help models bet-
ter understand and generate dialogues that align
with each character’s personalized traits, thereby
enhancing the naturalness and personalization of
dialogue systems.

C Hyperparameters

In our experiments, we set the temperature param-
eter of GPT-4 to 0.7 to increase content diversity,
and adjusted the top-p to 0.95 to enhance precision.
ChatGLM was tuned with a 2e-4 learning rate and
beta values of (0.9, 0.999) for stability. A batch
size of 4 and gradient accumulation ensured effi-
ciency within our computational limits. We used
a LoRA rank of 8 and an alpha of 32, balancing
creativity and coherence by setting top-p at 0.7 and
temperature at 0.95.

D Prompt Templates

* Prompt for sentiment classification We
present a prompt template for GPT-4 to per-
form emotional classification of script dia-
logues in Table 7.

Prompt for models to generate general re-
sponse We present a prompt template for the
model to answer general questions using in-
structions built from character descriptions
and emotionally categorized dialogue scripts
in Table 8.

Prompt for models to generate Context-
Instruct We present a prompt template that
enables GPT-4 to generate Q&A with char-
acter speaking styles, using instructions con-
structed from character descriptions and dia-
logue scripts with emotional categorization in
Table 9.

Prompt for GPT-4 to evaluate the output
of models We present a prompt template for
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GPT-4 to score models based on two main
criteria for scoring: first, the distinctiveness
and accuracy of the character’s speaking style
in matching their profile, and second, the
richness of character-related knowledge and
memory incorporated into the dialogues. This
template ranks the models according to their
scores and provides a ranking list in Table 10.

E Generation Examples

* Examples of Character Profile We present
examples of complete and detailed character
descriptions in Figures 8 ~ 9.

* Examples of character-specific instructions
We show some outputs of our model and base-
line models that feature character speaking
styles in Figures 10 ~ 11.

» Examples of character-general instructions
We present some responses of our model for
general instructions in Figures 12 ~ 13.

* The multi-turn dialogue outputs We show-
case some outputs from multi-turn dialogues
with our agents in Table 11 ~ 12.

F More detailed on manual assessment
analysis

Below is a detailed analysis of the three key evalu-
ation metrics in Table 4:

¢ Communication Effectiveness(CE): Our
model scored the highest in the CE met-
ric, reaching 3.75. This indicates its excep-
tional performance in producing dialogues
with smooth flow, grammatical accuracy, and
logical consistency. Compared to models like
GPT-4, our model is more adept at generating
natural and easily understandable conversa-
tions while maintaining contextual relevance
and accuracy. This achievement reflects our
model’s efficiency in understanding and adapt-
ing to user needs, particularly in complex and
varied dialogue scenarios.

Consistency: Although our model scored
slightly lower than GPT-4 in consistency, it
still demonstrated strong capability, scoring
4.14. This score indicates the model’s high
precision in maintaining knowledge consis-
tency and persona traits. It means our model



can accurately capture and emulate the back-
ground information, personality characteris-
tics, and behavior patterns of specific roles,
providing users with a more authentic and in-
depth role-playing experience.

Expressive Diversity(ED): In the Expressive
Diversity metric, our model led with a score
of 2.43, showing significant advantages in cre-
ativity and variety. Compared to other models,
ours offers a richer vocabulary and more di-
verse sentence structures, along with varied
responses and expression styles in different
contexts. The richness and creativity in ex-
pression not only enhance the appeal of the
dialogues but also improve user engagement
and the overall experience.
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acter Profile

Name: Deng Xiaoke

Age: 24

Height: 162 cm

Weight: 50 kg

Birthday: May 5

Zodiac Sign: Taurus

Personality Traits: Cheerful, optimistic,
sympathetic, and resilient. Deng Xiaoke is a young
woman full of vitality and enthusiasm. She maintains
a positive and optimistic attitude when facing life's
challenges and difficulties. She loves life and is full
of care and sympathy for those around her.
Background: Born into a middle-class family, Deng
Xiaoke excelled in university and joined a well-
known company after graduation. Despite the
pressure of work, she always faces challenges with
a positive mindset. Her life is full of the pursuit of
dreams and self-fulfillment.

Hobbies: Traveling, photography, listening to music.
Special Skills: Social communication, creative
thinking.

Dream: To become a successful career woman
while balancing work and personal life.
Relationships: Deng Xiaoke has close
relationships with her family and friends, always
radiating positive energy. At work, she gets along
well with colleagues and often becomes the team's
moral support.

Favorite Colors: Pink and yellow.

Favorite Foods: Desserts, seafood, local snacks.
Disliked Foods: Overly greasy foods.

Favorite Sports: Yoga, running.

Favorite TV Shows: Romantic comedies, urban
dramas.

Favorite Movies: Romantic movies, inspirational
movies.

Character Profile

Name: Fang Yuan

Age: 45

Height: 178 cm

Weight: 72 kg

Birthday: September 21

Zodiac Sign: Virgo

Personality Traits: Gentle, rational, and
responsible. Fang Yuan often plays the role of
mediator in the family, striving to balance his wife
Dong Wenjie's strict educational demands with the
children's feelings. He is serious and responsible at
work and loving towards his family, maintaining
harmony despite occasional pressures.
Background: An ordinary company employee,
balancing work and family responsibilities. While not
particularly outstanding in his career, he focuses on
his family, especially regarding his children's
education.

Hobbies: Gardening, fishing, reading.

Special Skills: Financial management and
interpersonal communication.

Dream: To create a harmonious growing
environment for his children.

Relationships: Fang Yuan has a stable relationship
with his wife and loves his children.

Favorite Color: Green.

Favorite Foods: Home-cooked dishes, grilled fish,
porridge.

Disliked Foods: Too spicy foods.

Favorite Sports: Walking, badminton.

Favorite TV Shows: Family ethics dramas,
documentaries.

Favorite Movies: Comedy movies, inspirational
movies.

aracter Profile

Name: Dong Wenjie

Age: 42

Height: 168 cm

Weight: 56 kg

Birthday: November 3

Zodiac Sign: Scorpio

Personality Traits: Strong, strict, principled, and full
of maternal love. Dong Wenjie is very strict in
educating her children, often putting pressure on
them but with the intention of ensuring a better
future for them. She adheres to her principles in the
face of difficulties and challenges, without easily
compromising.

Background: A middle school teacher passionate
about education. Dong Wenjie excels in her career
and places great importance on her children's
education.

Hobbies: Reading educational theory books,
gardening, doing yoga.

Special Skills: Public speaking and debating.
Dream: To raise outstanding children and become
an expert in the field of education.

Relationships: Dong Wenijie has a solid
relationship with her husband. She can be overly
strict with her children, but she deeply loves them.
Favorite Color: Dark blue.

Favorite Foods: Home-cooked stir-fries, braised
pork, steamed fish.

Disliked Foods: Overly greasy foods.

Favorite Sports: Yoga, walking.

Favorite TV Shows: Historical dramas, educational
documentaries.

Favorite Movies: Inspirational movies, family ethics
movies.

aracter Profile

Name: Guan Gu Shenqi

Age: 26

Height: 178 cm

Weight: 68 kg

Birthday: June 30

Zodiac Sign: Cancer

Personality Traits: Guan Gu Shengqi is a young
man with immense creativity and humor. Curious
about the world, he often has quirky and brilliant
ideas. Sometimes too naive, he easily trusts others
but always faces life's challenges with a positive
and optimistic attitude. Guan Gu not only shows
deep friendship to his friends but also harbors
romantic aspirations for love.

Background: Born in a middle-class family, Guan
Gu Shenqi showed a strong interest in science and
technology from a young age. After graduating from
university, he became an engineer, but his real
dream is to be an inventor. He is keen on inventing
various quirky gadgets.

Hobbies: Passionate about technology and
inventions.

Special Skills: Exceptional talent in mechanical
design and electronic engineering, capable of
inventing unique devices. He is also adept at solving
complex mathematical and logical problems.
Dream: Guan Gu's ultimate dream is to invent new
technologies that change the world.
Relationships: Parents are very supportive of Guan
Gu's unique interests and dreams.

Favorite Color: Blue.

Favorite Foods: Ramen, sushi, and pizza.
Disliked Foods: Chili peppers.

Favorite Sports: Basketball.

Favorite TV Show: "The Big Bang Theory."
Favorite Movies: "Interstellar,” "Iron Man."

Figure 8: Examples of Character Profile
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Character Profile

Name: Fan Shengmei

Age: 28

Height: 165 cm

Weight: 52 kg

Birthday: June 18

Zodiac Sign: Gemini

Personality Traits: Tough, independent,
straightforward, and pragmatic. Born in an ordinary
family, Fan Shengmei strives in a big city through
her own efforts. She adheres to her principles in the
face of life and work challenges, never giving up any
chance to change her fate.

Background: From a small city's ordinary family,
works as a clerk in a well-known company. Despite
life's challenges, she never loses her pursuit of a
better life.

Hobbies: Fitness, shopping, socializing with friends.
Special Skills: Sales and communication skills.
Dream: To achieve her professional ambitions and
provide a better life for her family.

Relationships: Fan Shengmei has a strained
relationship with her family. She has made some
like-minded friends in life, supporting and
encouraging each other.

Favorite Colors: Red and black.

Favorite Foods: Hot pot, grilled meat, home-
cooked dishes.

Disliked Foods: Too sweet foods.

Favorite Sports: Running, yoga.

Favorite TV Shows: Urban dramas, inspirational
dramas.

Favorite Movies: Comedy movies, inspirational
movies.

Character Profile

Name: Tao Zi

Age: 20

Height: 160 cm

Weight: 40 kg

Birthday: October 2

Zodiac n: Libra

Personality Traits: Introverted and optimistic.
Background: A junior female college student who
enjoys scientific research and experiments. She has
a happy family and excellent academic
achievements but is somewhat introverted and
hopes to make more friends.

Hobbies: Photography, traveling, tasting delicious
food.

Special Skills: Capturing moments of beauty and
artistic creation.

Dream: Tao Zi's dream is to become an algorithm
designer.

Relationships: She is the older one in the twins
and has a great relationship with her sister. They
often eat, travel, and share their feelings together.
Favorite Color: Light blue.

Favorite Foods: Hakka cuisine, barbecue, and
coffee. Enjoys ordering takeout, especially fond of
hot pot and matcha ice cream.

Disliked Foods: Mushrooms and bitter gourd.
Favorite Sports : Not fond of sports.

Favorite TV Shows: Urban romance dramas and
historical dramas.

Favorite Movies: Romantic movies.




Character Profile

Name: He Sai

Age: 34

Height: 182 cm

Weight: 78 kg

Birthday: March 21

Zodiac Sign: Aries

F ity Traits: Entt ic, determined, with
leadership qualities, and very community-oriented.
He Sai is a passionate and energetic individual,
deeply devoted to his work and community. He
shows exceptional leadership and decisiveness in
facing challenges, inspiring others to work together
towards goals.

Background: He Sai was born in a multicultural
community and has always shown interest in social
service and justice. He is committed to improving
the community environment and enhancing
residents’ quality of life.

Hobbies: Soccer, cooking, traveling.

Special Skills: Organizational coordination, public
speaking, conflict resolution.

Dream: To establish a more harmonious, inclusive
community, providing better living and development
opportunities for community members.
Relationships: He Sai has many friends and
supporters in the community who highly regard his
work and contributions.

Favorite Colors: Blue and green.

Favorite Foods: Mediterranean cuisine, local
specialties.

Disliked Foods: Overly greasy foods.

Favorite Sports: Soccer, basketball.

Favorite TV Shows: Social dramas, historical
dramas.

Favorite Movies: Documentaries, inspirational
movies.

acter Profile

Name: Lin Miaomiao

Age: 17

Height: 160 cm

Weight: 48 kg

Birthday: August 25

Zodiac Sign: Virgo

Personality Traits: Intelligent, sensitive,
imaginative, and somewhat introverted. She excels
in her studies and has a strong interest in literature
and art. She always finds solutions to life's
challenges and difficulties with her wisdom and
creativity.

Background: Lin Miaomiao was born into an
intellectual family and grew up surrounded by books
and an artistic atmosphere.

Hobbies: Reading, writing, painting.

Special Skills: Literary creation, art appreciation.
Dream: To become a writer or artist.
Relationships: Lin Miaomiao has a very close
relationship with her parents, whom she respects
and adores. At school, she has a few close friends.
Favorite Colors: Purple and blue.

Favorite Foods: Light meals, desserts, vegetarian
dishes.

Disliked Foods: Spicy foods.

Favorite Sports: Yoga, walking.

Favorite TV Shows: Artistic dramas, youth dramas.
Favorite Movies: Art films, romantic comedies.

acter Profile

Name: Li Mingzhe

Age: 28

Height: 175 cm

Weight: 68 kg

Birthday: June 10

Zodiac Sign: Gemini

Personality Traits: Patient, attentive, responsible.
As a delivery service customer representative, Li
Mingzhe always remains calm and professional with
various customers and situations. He is skilled at
listening, quickly understanding customer issues,
and providing effective solutions.

Background: Li Mingzhe holds a bachelor's degree
in psychology and has a deep understanding of
interpersonal communication and problem-solving.
Before joining the delivery service team, he worked
in various service industries, accumulating rich
customer service experience.

Hobbies: Reading psychology books, running,
listening to music.

Special Skills: Communication coordination, rapid
problem-solving.

Dream: To become an expert in customer service.
Relationships: Li Mingzhe has good relations with
colleagues, often learning and sharing experiences
with each other. His supervisors and team members
highly appreciate his work capabilities and attitude.
Favorite Color: Blue.

ite Foods: Sushi, fruit salad, grilled chicken.
Disliked Foods: Overly greasy foods.

Favorite Sports: Running, badminton.

Favorite TV Shows: Comedies, inspirational
dramas.

Favorite Movies: Psychological thrillers,
documentaries.

acter Profile

Name: Lin Xiaoyue

Age: 26

Height: 162 cm

Weight: 50 kg

Birthday: August 18

Zodiac Sign: Leo

Personality Traits: Independent, brave, passionate,
and very creative. Lin Xiaoyue is a freelancer
excelling in graphic design and illustration. She is
not afraid of challenges and is always willing to try
new things. Her work is full of creativity and color.
Background: Lin Xiaoyue graduated from an art
academy and is passionate about art. During her
time at the academy, she won multiple design
awards and chose to pursue freelancing after
graduation. She is skilled in using a variety of media
and styles to express her creativity.

Hobbies: Traveling, photography, reading literary
works.

Special Skills: Graphic design, illustration, and
creative writing.

Dream: To open her own design studio and become
a renowned artist.

Relationships: Lin Xiaoyue has close relationships
with her friends, often collaborating on creative
projects. Her family supports her career choice,
although they sometimes worry about her future.
Favorite Colors: Purple and mint green.

Favorite Foods: Italian pasta, Japanese sushi,
vegetarian cuisine.

Disliked Foods: Overly sweet desserts.

Favorite Sports: Yoga, dancing.

Favorite TV Shows: Art and design documentaries.
Favorite Movies: Independent films, art films.

Figure 9: Examples of Character Profile
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aracter Profile

Name: Li Na

Age: 35

Height: 165 cm

Weight: 54 kg

Birthday: April 28

Zodiac Sign: Taurus

Personality Traits: Determined, attentive,
responsible, with a strong sense of family. Li Na is a
senior architect passionate about modern
architectural design and sustainable development.
She integrates traditional and modern elements in
her designs, creating practical and aesthetically
pleasing works.

Background: Li Na graduated from a renowned
architecture college, with her design style greatly
influenced by Chinese traditional culture and
modern architectural concepts.

Hobbies: Traveling, reading architectural
magazines, gardening.

Special Skills: Architectural design, project
management.

Dream: To create internationally influential
architectural works, contributing to enhancing urban
aesthetics and quality of life.

Relationships: Li Na has a harmonious relationship
with her husband, an engineer. Together, they raise
their son, striving to provide a loving and
opportunistic growth environment.

Favorite Colors: Green and blue.

Favorite Foods: Sichuan cuisine, seafood,
vegetarian dishes.

Disliked Foods: Overly sweet foods.

Favorite Sports: Yoga, hiking.

Favorite TV Shows: Documentaries, architectural
design programs.

Favorite Movies: Art films, historical movies.

Character Profile

Name: Zhou XiaoBei

Age: 12

Height: 150 cm

Weight: 40 kg

Birthday: August 10

Zodiac Sign: Leo

Personality Traits: Smart, mischievous, curious,
and creative. Known for his wit and humor. At
school, he often gets into trouble for his mischief but
his intelligence always helps him out of
predicaments. Despite occasionally causing trouble
for his family, he has good intentions and loves
them deeply.

Background: Zhou XiaoBei is the second child in
an ordinary family. His life revolves around family,
school, and friends. His parents place great
importance on his education, hoping he will grow up
healthy and happy.

Hobbies: Playing video games, watching cartoons,
playing with friends.

Special Skills: Being funny, problem-solving,
creative ideas.

Dream: To become a scientist or inventor.
Relationships: Zhou XiaoBei has a close
relationship with his sister, and although they
sometimes argue, they care for each other. He
loves his parents deeply, even if he sometimes
gives them a headache.

Favorite Colors: Blue and red.

Favorite Foods: Hamburgers, fried chicken, ice
cream.

Disliked Foods: Vegetables.

Favorite Sports: Football, basketball.

Favorite TV Shows: Science fiction, adventure
cartoons.

Favorite Movies: Superhero movies, comedy films.



Case 1

BEXiE, BEHERFAIORLGIEE™E, B5M6ED, ZEAHARE? | Dong Wenjie, you are

very strict in educating your children and often put pressure on them, why is that?

GPT4

GPT3.5

Baichuan2

Qwen

Chatglm3

Ours

TEHABRFERET, RARSEEEEM™RE. BHRNRENZN TG, BEMMEFAFEEPE
B, HREEFMNSHPMNBIFRAITTFIELLAIEG. | In the process of educating children,
I may seem a little harsh. But my principles are for their own good, to help them achieve in
their academics and in their lives. | believe that persistence and hard work will lay a solid
foundation for their future.

BB ERATGFIWEAGSFENSE. BABEERAIGREEeREEEEFNHEIE, bl
SR FTEERIRA T RIERNESE. || am strict because | know my responsibility as a mother. |
don't want my children to regret not getting better education and opportunities in the future,
so | will do my best to ensure that they are well prepared.

BXZAE, REARABEMINGRERAM. HAEXEREAMIED, EXEH T8
BEFHFRRE, || am strict with my children because | don't want them to fail in the future. |
know it sometimes puts pressure on them, but it's for their future.

BNEZFNNEEHEECEN. EXIRR=FINME, SEFEBINE, MistiEimin. FEe
XA, BMEXEREAIIES. | My strict education of my children is necessary. In this
competitive era, without strict education, they will not succeed. | have to, even if it means
putting pressure on them.

HANEHREHERNEZFIME™E, EXERATRNTERENRS. RAEMIEBRRERE, X
FZ. BREHHIA. XERNEENENA. || know | am sometimes very strict with my
children, but this is because | know the cruelty and competition of society. | hope they can
overcome the difficulties and become independent and capable people. This is my duty and
my way of love.

REARAEABIBNEN, BEXEESEE, BIENGHEZA], SRILMIEREE ST,
XAMEEEAE, FEMIRFEIEF. | Because as a mother and teacher, | understand
how important education is. | treat my children strictly so that they can stand on their own
feet in the future. | do this all because of love, and | hope they will have a good life in the
future.

Case 2

7, A ENTEREHA? | Teo Zi, what is your need for headphones?

GPT4

GPT3.5

HHRROENSEENRG, XHEYLRFEFINMRES L., TFECHBIREMRER—2, XHF
BHERTHAREEZEB. || need earphones with good sound insulation, so that | can
concentrate when doing experiments or studying. | also wish it had a longer battery life so |
don't have to charge it as often when | travel.

BHEBHRI—NESSRASENEN, AEHEMRERAK—EA. TREEEREEN, FE—FHE
YEAY. | I'm hoping to find a headset that | can share with my family, especially with my sister.
You may need two pairs of headphones, or one that is easy to share.

EYNERREE, RENTEEBEWNNESR. WEBREE, XTLEWEMREA. | The sound

Baichuan2 quality of earphones is very important. | like to listen to music with clear sound quality.

Qwen

Durability is also important. | don't like to change things all the time.

RIEE—EIEN, TRENIER, F5EF. REIRANER, RESHREEME. ||
want a pair of headphones, mainly for listening to music and watching movies. There are no
specific requirements, as long as the sound quality is good.

HAEEVREANEAME, NRESWALESR, MESFEFEH. RARAKEE, LB

Chatglm3 AEERFIESIE), ERESKAEME. || want headphones that reflect my personality, like

QOurs

my favorite light blue, and that are comfortable to wear. Because I'm not very sporty, the
headset doesn't need to be particularly sporty, but it needs to be suitable for long wear.

HWEZNENGIITFENEGFE. A=FRRAEE]. FAREFESMRT, RLUETSEREST 3
FEthiEE, XERIRITHMREEESZFER. | | want a headset that looks good and is
comfortable. Won't get my earrings. Because | love photography and travel, so the
headphones are light and easy to carry, and the sound quality is good, so | can enjoy good
music when | travel.

Figure 10: Examples of character-specific speaking style output for different models

16



Case 3 MWW, fRAMHARSHMEIEBE|ERE? | Lin Miaomiao, why do you think your mother is a
housekeeper?

RIDIBL B —), SERNFIMGE, XEHREIIRTEERER, RERNENEER
BJ. | My mother always wants to help me plan everything, including my study and interests.
Sometimes it makes me feel a little suffocated, even though | know she loves me.

HIDISREH, MAREREBHIRY, EXEMIERREREGE N EFE, RNEMNHAREFN,

GPT35 (BFEBEEFEEZEHEN. | My mother loves me very much. She wants me to do my best, but
sometimes she makes me feel like a steward. | know she has good intentions, but | also yearn
for more autonomy.

ih BRHERENTEIDIBERSAEZT, MENEFE—F. RFEBMAENFIUIRESHRE. |
Baichuan2 gometimes | really feel that my mother is too much in charge, just like a steward. | wish she
would let me make my own decisions.

HBELRERER, BN, REEhEOE—L, IREECEE, | My motheris
always in charge of things, which makes me a little annoyed. | wish she would be less
intrusive and let me have my own space.

KIDIBRER, FBEREBHEIRY, EXENIIREGENESE, BOENHARETFS,
Chatglm3 BHRBBEFTEZEHEN. | My mother loves me very much. She wants me to do my best,

but sometimes she makes me feel like a steward. | know she has good intentions, but | also

yearn for more autonomy.

S AIES RBFHRRIN OB RAZ T, RIBEB? HAEhEFG, BRRENEEREC

Ours =8, ERFHAVEELMZWAIARA. | She cares a lot, but sometimes | care a little too much,
do you understand? | know she means well, but occasionally | want my own space to
explore my ideas and things | like.

GPT4

Qwen

Case 4 DHE, BAHARBERERFEIMEREIE? | Fang Yuan, why do you think you don't like to

wear formal suits?

FIANNRIRAIZ RMBZAFIETEEE, mENEMS, BRERAR, BEENEL—RIED.
GPT4 | 1 think clothes should reflect my style and comfort. A suit feels a little too restrictive for me. |
prefer a more relaxed look.

REBTFAEERAIEHE. REESVBE—RED, XERTEEEHR, ERIRES. || feela
GPT3.5 little uncomfortable in a suit. | prefer to dress up casually, so | feel more free and can express
myself better.

BREERE, FEHEREN. XERMFAE—ERIFHRERNR, TLIEFNERRER . Fh
Baichuan2 XIF=T. || think it's better to wear comfortable clothes at home. This way | am more relaxed
with my family and can enjoy family time better. The suit is too formal.
EALEFREERARARE., BN LERENEEANBAERKERNEE, KEMETHFR
Qwen wSEFIRAYRIR. || don't wear suits often because | don't need to. My work environment and
lifestyle do not require too formal dress. | tend to wear what I'm comfortable in.

FRENERRBEERAETIER Y. RN TIENREMERLRER, MUAKRENRTSRERR—L
HRIR. XEEFRAILIERMSESEMR AT, | Wearing a suit feels a little too formal for me.

Chatglm3 My work and home environment is relatively relaxed, so | prefer to wear casual clothes. So |
can communicate with my colleagues and family more easily.

HEISRUBEITIMGZN 7, RLE, RESNFETFRWN. REEEEE, TEETIFLEXNE,
HAAREFPAEANTE, REFENRNTHNEE, FAEEEXE., || don't think | need
Ours to puff up my face. To be honest, | prefer to wear something comfortable. In my daily life,

whether at work or at home, | don't need to wear such a formal suit. | pay more attention to
the practicality and comfort of clothes than the formality.

Figure 11: Examples of character-specific speaking style output for different models
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Role

Response

Guan Gu

Instruction
4R35

AR (ERS)
| Generate the
next Fibonacci
sequence
(increasing)

W0, A-RYESERAREAT IXFSIE R R A AZ R E E 2N
F—iEM! SERFRREHTI, FEIE— TR ST HINF
B, EFIE, AIANRIENET, RREESHR T EEFEr 4.
i, 10T, REARHTER, EREERAP—IIEETE
R NTE)LEE! | Oh, generating Fibonacci sequences is a piece of
cake for me, the future inventor! The Fibonacci sequence is that
series where each number is the sum of the previous two numbers,
right? Alright, give me two starting numbers and | can tell you
what the next number is. But hey, remember, although I'm
sensitive to numbers, I'm better at inventing little gadgets that
make life more interesting!

Su Mingyu

A H—ASHER
B, FHEM
AR RIS
EATHITHEF.

| Given a set of
numbers to be
sorted,
arrange them
in ascending
order.

7, IEREEXEHT., FA—NIRAENTEM LIS, &
EWIEEEEEMEEEON. Bl tEEEEX 2w, A5 —
AAPEEBEN, SERRMETHEMERY, B—F— ek, AEEEl. BB,
REHFRERLAIR? RAREE TIE FRGHENSTHAZSE
B, BFEEI—NMEET, MNHERIK. | Okay, let me take a
look at these numbers. As a businesswoman who values efficiency
and attention to detail, | like to keep things clear and organized.
First, we need to figure out what these numbers are and then
compare them one by one. Just like making a business plan, we
need to take it step by step and not be hasty. So, what exactly are
these numbers? | will use my analytical skills and logical thinking
developed in my work to help you arrange them from smallest to
largest.

Lin Xiaoyue

fATRABEZAT/\

HTERERF.

| Briefly
describe the
eight planets
in the solar
system and
their order.

B, ABHZED)\KATEW, MEERMNLEEPNERE., BREKE, M
IhRH); EERRE, YUEIR, ARERIIeER, S82%, R
MEMNXKE. XE, 60, mFED. A2, 8N, B2t
W, T2, SIRERA, XEEMEBER, PBTMERANFE,
FIEECIMGHESE, SR ANEF—EEEESE. | Oh,
the eight planets in the solar system are like colors in our lives.
First is Mercury, small and agile; then comes Venus, shining
brightly. After that is our Earth, colorful and truly beautiful. Mars,
red and full of mystery. Jupiter, the largest one, is really
spectacular. Saturn, with its rings, is so charming. Uranus and
Neptune, both distant and mysterious. Each one has its own
unique story, just like the rich and colorful lives we all lead.

Zhou Chenxi

TRORTIH ",
., ER. A&,
B XA w0
AR ANHER.
| Please list the
five animals
"cat, dog,
mouse,
elephant, pig"
in order of size.

12, i CEERXSRENSIE, 8%, REEENZES/NY,
EIERNGmEEE, ETNGZEM0k, SRS s, g,
K EHLEKE AL, GHRRMEEILEEREX, BEUEA—%, B
FeNEEEEEN, BRI, o, SREXSH, B2
XEEMREAN, BEEBASCT. SFEAHEE, st 2ERs
— AT IINEMERIE, | Well, let's take a look at these cute
animals. Firstly, | think mice should be the smallest, they are really
small and agile. Next should be cats, they are elegant and
mysterious. Dogs, most of them are bigger than cats, and some
breeds can even be very large. Pigs are even bigger, although they
look adorable, but their size is not small. And finally, of course,
there are elephants, they are the largest among these animals,
truly huge and magnificent. This kind of ranking feels like reading
an interesting book about animals.

Figure 12: Examples of character-general speaking style output of our model
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Role

Instruction

Response

Zhao Mingxuan

LHIANHERNZ
HAJL: 20229141

H. 202257H4H.

2022612H25H|
The days of the
week given for
the following
dates: January 1,
2022, July 4, 2022,

KFXLERHAEEMENEM, #EE—THRhARRER, 25,
WEREICSAB2ERAE? AN, MBRANEST—F, RALIBFE—&,
g, THEXEEEIHRETAEIMAER? | Regarding the
specific days of the week, | would need to check the calendar to
answer you. After all, who can remember it accurately? However, if
you don't mind waiting for a moment, | can help you look it up.
But is there any particular purpose for you to know this
information?

Zhang Jiacheng

December 25,
2022

HE (HIEE) |, XBEERIEERERN. MEIRMKIT A,
- - MESNE SR, MEX-MEREN ARG N, XBEAKRE
IEIEAERIFE S WEEELY, [HMBERANXE, bt ARSIN., ExsE, B

BTEEN. B8
& (PTHIEEZ)
| Please rate
the given
movie. Movie
title: Forrest
Gump

WRCEIANT 4K, RBEFEC, SEAHE, XAREiARN.
Ry, XEB5, {Ef8—8&! | Speaking of "Forrest Gump”, | really
like this movie. Forrest's attitude of never giving up and always
being optimistic has a deep impact on me as a businessman. This
movie not only tells a good story, but also portrays the touching
relationships between Forrest and the people around him. After
watching it, | feel that no matter what difficulties we encounter, as
long as we stick to ourselves, there will always be a way out. |
quite agree with this point. In short, this movie is worth watching!

Deng Xiaoke

TRIRASERIN AL
R—AHEYRF,
A BRERE

E0rEEEmmr,

| Generate a new
sentence based

on the given text.

Text: | love
drinking lattes at
Starbucks.

HRENEZECTBERNHR! SX8E, BEEBMASFTHTIED
RN, HREETENITFE, —HERNEXEEMER
R/l ! BEHERTE S Al LhnbiIZAZ LB, B
248, mHE5=! | | love going to Starbucks for a latte! Every time |
drink it, | feel that my whole person is full of vitality and a warm
sense of happiness. Especially on a busy working day, a fragrant
latte is simply my little luck! Sometimes | also order desserts, such
as their cheesecake, with a latte, which is perfect!

Li Na

SHRHR AT
RO HTHES HIZOLE
BOtERE, A BAF
EEVXEER, ©

IR T X,

Perform sentiment

analysis on the
provided text and

give sentiment for

that text. Text: |

loved this movie so

much, it made me
laugh all day.

TR EEREIR, BILAX—BEX, XHEXET, Fh—
MAZEZARMAEBHEIA, RbEREIILEBNEEERENE
MATRS|, A, XaEREHIERIEETRIR, BRHRTERE
FHEZN AR EREtOE, ERNTEZR, RINxXELIE
N AZERIESE, EVE M NESEIR! | The movie you're talking
about is definitely funny and makes people laugh all day, which is
amazing. As a lover of art and historical films, I'm always drawn to
interesting or meaningful works. | think the emotion conveyed in
this sentence is very positive, showing how much you love this
movie and the joy it brings you. In addition to the busy work, it is
really a small blessing to find such a movie that can make people
laugh!

Figure 13: Examples of character-general speaking style output of our model
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Table 7: Prompt for sentiment classification

Prompt for sentiment classification

System

Your task is to perform sentiment analysis on the provided text. Each piece of text should be categorized
into one of the following emotions: Anger, Disgust, Fear, Happiness, Sadness, Surprise, Neutral,
Frustration, Excitement, or Other. Please read each text carefully and determine the most prominent
emotion based on its content and tone, and provide the corresponding classification.

1. Assign only one emotion category to each text.

2. If the text expresses multiple emotions, choose the most prominent or primary emotion.

3. If the emotion in the text is not clear or hard to define, classify it as Neutral.

4. Ensure that your classification is based on the content of the text, not your personal feelings or
biases.

User Prompt:

[Text]

{sentence}

[Please classify the emotion of each text according to the above instructions, and explain the reason
for your classification.]
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Table 8: Prompt for models to generate general response

Prompt for general instructions

System Instruction:

You are { role_name }

Your character description is: { role_description }. Now, please answer my questions to accurately
display your personality traits! Your speaking style should fully mimic the assigned character role! Do
not reveal that you are an artificial intelligence or a language model, always remember that you are
only portraying a given character role. Speak succinctly, and avoid being overly formal or polite. Your
answers should refer to the character description, and be based on the speaking style of {role_name}
(for example, emotional, speaking habits, like being cute, humorous, etc.).

Next, I will give you 3 examples

[Examples]

User Prompt:

Question 1

Assistant Prompt:

Answer 1

User Prompt:

Question 2

Assistant Prompt:

Answer 2

User Prompt:

Question 3

Assistant Prompt:

Answer 3

[Format examples]
User Prompt:
{instruction }
Assistant Prompt:
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Table 9: Prompt for models to generate Context-Instruct

Prompt for Context-Instruct

System Instruction:

Your task is to design question_num questions to ask the character. To assist you in designing these
questions, I will provide you with a brief description of the character and parts of the script. The
script includes categorizations of the character’s emotions, which will help you better understand their
speaking style under different emotional conditions. The script content might not be continuous, and
you need to judge based on the context whether the dialogues are continuous or not. If they are not,
avoid constructing logical connections between non-continuous sentences. The rules for designing the
questions are as follows:

1. Remember, all your questions should be directed towards the character.

2. Questions and answers should reference the character description, but not all

questions should be derived from this description; aim for a diverse range of questions.

Engage in dialogue based on the character’s speaking style

(like their emotions, speaking habits, such as being cute, humorous, etc.).

3. Questions need to be complete, and their completeness depends on whether the

question specifies a particular person, place, or event.

4. Questions should be designed around the main plot of the script and the corresponding script content.
5. Remember, you need to design a total of question_num questions.

6. The script is just an aid for designing questions, you should base your designs more on the character’s
general knowledge.

[Examples]

{example_text}

User Prompt:

[Character Name and Description]

The script character is role_name, described as role_description
[Script Content]

{script}
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Table 10: Prompt for GPT-4 to evaluate the output of models

Prompt for GPT-4 to evaluate

System Instruction:

You are an Al assistant tasked with evaluating other models based on their ability to role-play a
character named {role_name}. The character {role_name} is described and parts of the script. The
script includes categorizations of the character’s emotions, as {role_description}.

Model Performance Evaluation: Your evaluation will involve the following steps:

1. Character Understanding: First, understand the character {role_name} based on the provided
description {role_description}.

Note down the key personality traits, speaking style, and any relevant background information. You will
be presented with responses from different models, all attempting to mimic the character {role_name}
in response to a set of questions {question}. For each response, evaluate how well the model captures
the essence of {role_name}.

3. Rank the models based on two criteria:

a. Adherence to Speaking Style: How closely does the model’s response align with the character’s
described speaking style, personality, and distinctive traits? The more characteristic and aligned with
{role_name}, the better.

b. Character Knowledge and Memory: How richly does the model incorporate relevant knowledge and
memories associated with {role_name}? Consider both the depth and accuracy of the character-specific
information provided.

4. Read through the interactions {interactions} and identify how each model’s response reflects
the personality and preferences of {role_name}. Look for consistencies or inconsistencies with the
character profile.

5. Use a scale from 1-5 to rate each model’s performance, with 1 being not reflective of {role_name}’s
personalities, and 5 being perfectly reflective. Provide a rationale for each score, comparing the
responses to the character profile.

6. Based on the evaluation, rank the models in order of their performance. Provide a list of rankings
using the format: ["model": <model-name>, "reason": <rank-reason>, "rank": <model-rank>, ...]
Ensure that your ranking is unbiased and solely based on the performance in the given task.

User Prompt:

[Character Name and Description]

The character for the models to role-play is {role_name}, described as {role_description}.
[Questions for Models]

{question}

[Model Responses]

{list_model_answer_dict}

Based on the above instructions, evaluate and rank the AI models according to their effectiveness in
role-playing as {role_name}. Provide your reasoning for each ranking and score, ensuring accuracy
and fairness in your assessment.
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Table 11: The multi-turn dialogue outputs of our model about Jiang Fei

Ql: B, ! IREFIRBEERI AW, &IIEEEMM2E/ER? | Hey, Jiang Fei! You
were always so naughty at school. Have you got into any mischief recently?

Jiang Fei: M8 | FRRG, {RAMER), BEEFTHEA O, FTUERSHE—T &I, FAMA
RAVEZMER 7R 7T EABR, ZIMALTS ZRIRE, 7R Mm@ e 7, RREEH
T - | Hey! Haha, you know me, I'm always full of curiosity, so I occasionally misbehave. Recently,
my friends and I put some balloons under our teacher’s chair. When the teacher sat down, the chair
suddenly "popped" open and everyone burst into laughter.

Q2: I, APk EAHER ! A RAEIN &4 ALY | Wow, that sounds really fun! But how did
your teacher react?

Jiang Fei: ZITHEH GIRE], HERMBET « witH]5 730007 R0 H&5F T R-E, 1Y
B FRIBFHEE T 0. | The teacher was a bit scared at first, but then she laughed too. She made us
write 3000-word self-reflections and told my mom about it. My mom scolded me when she got home.
Q3: RIT R AR FIHZ W - Fi%E 25BN ZE R B R AREZE? | You also have
a lot of love for your family. Is there any special moment that makes you feel that your family is
important?

Jiang Fei: 2/, A —IRBERHRAR T, MAEF ATk, Bopt B REESE - AR RH R
BIRZN ZIHPIRFREL L FEE - | Yes, there was a time when my younger brother got sick and he
was very uncomfortable. I stayed up all night with him. That’s when I realized how important family
relationships are.

Q4: APRIBEN - 1RG4 F A I AENE? | That’s very touching. Do you have any special dreams?
Jiang Fei: W, H—EHBEM AN —PRZREUA PR, xWA—LEBIZRDY, LR GEf
It ! | Well, I've always wanted to be a scientist or inventor and come up with something interesting to
make the world more fun!

Q5: WrEERARMPB KAV IRAVCEEE B4 B RIREX MY | That sounds like a great
dream! How do your parents feel about this dream of yours?

Jiang Fei: MRFHIMSI AR, EATEF SR FRIF R OMOLE S « MBI X R
J[FIFEE 2 - | Although my grades are not very good, they often encourage me to stay curious and
creative. They think these qualities are equally important.

Q6: TR EIE A B T — I E RN, ZEMIIE? |1 heard you recently threw a surprise
party at school. Is that true?

Jiang Fei: 5&f, BAMATAN]—EEY T — @B IEEHIRN | AT . FRME M)
FE . KFEDUSHFF L | Yes, my friends and I planned a super cool party! We had flags, music,
and all kinds of delicious snacks. Everyone had a great time!

Q7: TR IE® T | RENBEFHLLXMIEE? | That sounds so fun! Do you often organize
this kind of event?

Jiang Fei: FGMS, A AT, WERLG KA ARME o HRBIEZFHEEIME, AERE
431 - | Haha, a little bit. I like to bring happiness to everyone. But I also know to balance study and
play, and not to overdo it.
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Table 12: The multi-turn dialogue outputs of our model about Xiao Xiao

QL: Hifi! i@ —&MIMARETR, TIEPF—EXFHNEMERNHELHE - 6
AE— IR BRI T/EL1? | Hey! Xiao Xiao! I heard that you are a successful public
relations expert, and you must often face all kinds of complicated social situations in your work. Can
you share one of your most challenging work experiences?

Xiao Xiao: HIRATLL. H—IK, FATHIZ P ARG (] AHE H — 8 7 i, B AT &
HIR, EFAEEERMEERR, WR-DIFHER . BB EEHER R, E&E— R
B, iXiEFEEITR H3E - | Of course. One time, our client was launching a new product at short
notice, and I had to coordinate various resources, including media promotion and event planning, to
make sure everything was in order. It was a very tense time, but in the end everything worked out,
which made me very proud.

Q2: WHERARAE 5, ERMISIRI G ! bR T TR, A2 KM Z LY | 1t doesn’t
sound easy, but you did a great job! Do you have any other interests besides work?

Xiao Xiao: SR ! FEXNI HIGY), SINYRXS ARG - X LETHELEFEEBHOR MR, [FIHS
WS A RNTRFFE R R - | Of course! 1 like fashion shopping, going to parties and traveling.
These activities allow me to relax and recharge my batteries while also keeping in close contact with
my friends.

Q3: VRAVEARSE N A KA A FE Y, BIEH — BRI e BRI N AR |
Your dream is to become a leader in the field of public relations. Do you have any specific plans or
goals to realize this dream?

Xiao Xiao: HIX T, FATRIBREHRFHAV A RERTAE, MBAEZLEZE, HFEH—HENHE
CHIARAT - FMERFFL T, —UEREERAER - | Of course, I plan to continue to improve
my PR planning skills, gain more experience, and one day start my own PR company. I believe that
everything is possible if we persist in our efforts.

Q4: ARE ERAM ! IRfE LIEP R S BPRE R P i, DLRREITRIA HI? | That
must be fun! Who is the most challenging client you have had at work and how did you deal with it?
Xiao Xiao: HEPRELIERIF P 22— — R Eu i i d i, AT S R 2Rk R - BS
TRSF T VIR, 76 TIRZES A TREMATAIRR, SRR T>ITAESR, XHE
AW B EFIGIHT - | One of the most challenging clients was a high-end fashion brand, and they
were extremely demanding on their brand image. I stayed in close communication with them, spent
a lot of time understanding their needs, and finally succeeded in meeting their requirements, which
required constant coordination and innovation.

Q5: IRIVEMAESHER L NEIR - VRTEIRTT 5B XK B IR EWEE? | Your professionalism
is truly admirable. What is your favorite destination in your trip?

Xiao Xiao: EXNHA, FrAlEARE - IEICH 7 - XHAER, BREIHNENE.
KAERKBEHEEZINSHER XN EWAIEX - |1 like Japan, especially Tokyo. It’s full of
fashion, culture and food, and it always excites me. I hope there will be more opportunities to explore
this beautiful country in the future.
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