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Abstract
Retrieval-Augmented Generation (RAG) has gained significant at-
tention from both academic researchers and the industry as a
promising solution to address the knowledge limitations of large lan-
guage models (LLMs). However, LLMs often exhibit hallucination
phenomena when employing RAG. To effectively address hallucina-
tion phenomena in a wide range of question types, we employ vari-
ous choices and strategies. Specifically, we utilize LLaMA3’s emer-
gent self-verification capability to determine whether the given ref-
erence can adequately answer a particular question, thereby avoid-
ing hallucination phenomena. Subsequently, by utilizing knowledge
graphs to augment our knowledge base, we enhance contextual
understanding and reduce hallucinations on RAG. LLM’s advanced
capabilities further enable us to effectively integrate and interpret
the contents of knowledge graphs, ensuring more coherent and
accurate responses. Finally, the effective handling of these diverse
question types allows us to provide precise and informative answers,
tailored to the specific requirements of each query. In general, our
work comprehensively utilizes the advanced capabilities of LLM to
enhance the robustness and credibility of our information retrieval
system. This multi-faceted approach, coupled with a meticulous
evaluation of references, ensures the delivery of high-quality re-
sponses, irrespective of the complexity of the questions.
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CCS Concepts
• Information systems→ Information retrieval; • Computing
methodologies→ Natural language generation.
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1 Introduction
In recent years, there has been a surge of interest in leveraging
knowledge graphs in the development of Open-Domain Retrieval-
Augmented Generation (RAG)models. Thesemodels aim to improve
the generation of human-like responses by retrieving relevant in-
formation from extensive databases and incorporating it into the
generated content. Knowledge graphs, which represent informa-
tion in a structured and relational manner, have proven to be a
valuable asset in enhancing the quality, relevance, and factual accu-
racy of generated outputs. Conventional methods usually entail a
retriever-reader framework [5]. The evolution of retriever models
has progressed from BM25 [17] and TF-IDF [1] to dense-vector-
based approaches, such as DPR [12], SEAL [2] and BGE [26]. Con-
currently, reader models have diversified, spanning from extractive
readers like DPR-reader [4] to generative readers, such as FiD [10]
and RAG [13], targeting span and free answering tasks respectively.
Recently, the rapid development of Large Language Models (LLMs)
has motivated researchers to incorporate them into OpenQA, driven
by the models’ advanced abilities in natural language reasoning.

However, despite these advancements, several critical challenges
remain to be addressed. One prominent issue is the format com-
plexity and diversity of the data utilized in these systems. This
wide range of formats can lead to inconsistencies and difficulties in
retrieval, representation, and integration of the information within
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the RAG models. Additionally, these systems are prone to generat-
ing ‘hallucinations’ – fabricated information that appears plausible
but is not grounded in the provided data or factual knowledge. Such
misinformation can undermine the reliability and trustworthiness
of the outputs produced by these AI systems.

In this report, we aim to explore these challenges in-depth and
present potential strategies and methodologies for mitigating these
issues, thereby enhancing the performance and reliability of Open-
Domain RAG models integrated with knowledge graphs.

Our solution to the competition leverages a comprehensive ap-
proach that integrates knowledge graph integration and a self-
check strategy. By combining these mechanisms, our model is able
to generate high-quality answers. Specifically, in Task 3 of the
competition, within the 𝑠𝑖𝑚𝑝𝑙𝑒_𝑤_𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 category, our solution
achieved an impressive score of 42.2%, securing the top position
among all participants.

2 Related Work
2.1 LLMs-based Open-domain Question

Answering
Recent years have witnessed a surge in interest in LLMs for their
remarkable capabilities across various NLP tasks [9, 18, 22, 24].
Amidst this trend, handling OpenQA based on LLMs is emerg-
ing as a popular research direction. Research in this domain can
be mainly divided into two categories: discriminative language
models-based approaches and generative language models-based
approaches. In the first type of approaches, researchers typically
fine-tune BERT [6] or RoBERTa [16] to build a reader aligned to
answering tasks [11, 25, 28]. Following the occurrence of genera-
tive language models, such as GPT [3], GLM [7], LLaMA [21], the
researchers began adopting these models for OpenQA. This shift
was driven by their proven capability to handle OpenQA without
relying on retrievers [23]. Nevertheless, several studies persist in
exploring the role of retrievers in enhancing the performance of
generative large models on these tasks, such as REPLUG [19] or
dataset regeneration [29], which employs retrieval systems to fetch
relevant knowledge as prompts. There is also some research try-
ing to enhance LLM itself by in-context learning [14], scaling [30]
or knowledge editing [15], using certain prompts to make a bet-
ter integration of external knowledge on LLMs or editing located
parameters to address compositional failure.

3 Preliminary
3.1 CRAG Problem Definition
Given a domain knowledge base (e.g., Wikipedia) comprising a set
of sentences 𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑛1 }, a specified answer format request
𝐹 , and knowledge graph 𝐺 = {𝑉 , 𝐸}, and each query question 𝑞𝑖
within 𝑄 = {𝑞1, 𝑞2, ..., 𝑞𝑛2 }, CRAG aims to train a model 𝑀 that
can extract relevant knowledge and generate the ideal answer 𝑎𝑖 =
𝑀 (𝑞𝑖 , 𝐹 , 𝑃,𝐺) in response to each query, guided by the information
in the knowledge base.

In authentic knowledge bases like Wikipedia, information is typ-
ically structured within web pages or documents. By segmenting it
into sentence form, we can derive the set of sentences denoted as 𝑃 .

Take, for instance, the question 𝑞𝑖 : “Where was the initial aware-
ness of the Chernobyl incident triggered?”. Given that the desired
format 𝐹 is Entity Style, the model is expected to leverage insights
extracted from these sentences to generate an answer such that
𝑎𝑖 = 𝑀 (𝑞𝑖 , 𝐹 , 𝑃,𝐺) =“Sweden”.

3.2 Instruct Tuning on LLMs
In the OpenQA pipeline with LLMs, we employ a fine-tuned LLM
denoted as the model𝑀 for answer formulation. The fine-tuning
process of the LLM facilitates its adaptation to the distribution and
domain knowledge relevant to downstream tasks. This process es-
sentially encompasses an equivalent final objective loss, resembling
that of autoregressive training, outlined as follows:

𝑚𝑎𝑥Φ

∑︁
𝑥𝑖 ,𝑎𝑖 ∈𝑇

|𝑎𝑖 |∑︁
𝑡=1

𝑙𝑜𝑔(𝑃Φ (𝑎𝑖,𝑡 |𝑥, 𝑎𝑖,<𝑡 )), (1)

where Φ represents the parameters of LLM to be optimized, 𝑇 de-
notes the training set, 𝑥 refers to the input context encompassing
both an instruction and a query question, and 𝑎𝑖,𝑡 is the 𝑡-th token
of the generated answer word. For all tunings of our experiment,
we adopted the LoRA [8] method of lightweight fine-tuning by
reducing the required GPU memory consumption.

4 Methodology
To enhance the RAG performance of our model, we focused on two
primary objectives: improving the quality of external knowledge
and reducing hallucination in generated responses. To address these
objectives, we have designed two modules as depicted in Figure 1:

• External Knowledge Module: We combines retrieved web
information with high quality structured knowledge form
knowledge graph. As the knowledge graph knowledge is
more accurate, we prioritized its use in our question answer-
ing system.

• Self-Verification Module: It enables the model to self-
assess whether it can answer a query based on known exter-
nal information.

In the following sections, we will delve into the specific mecha-
nism of each module. The detailed prompts for each module are
provided in A.1. Entity extraction prompts for other domains can
be constructed analogously.

4.1 External Knowledge Module
Based on our analysis of public datasets, we observed that a signifi-
cant portion of queries for which web pages do not provide direct
answers can be answered using knowledge graphs. For instance,
the query "what is the latest stock price of gdtc that’s available
today?" is a typical example where knowledge graphs can provide
accurate and specific information with condition.

However, there are three main challenges when using knowl-
edge graphs to enhance generation. (1) The knowledge graph offers
APIs across multiple domains. To accurately determine which API
to invoke for a given query, a highly precise domain classifier is
essential. (2) Extracting entities accurately from queries and con-
verting them into formats compatible with knowledge graph API
calls presents a significant challenge. The inherent ambiguity in
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Figure 1: An illustration of our proposed pipeline for Comprehensive Retrieval-Augmented Generation.

entity expressions, such as "Last Tues" or "the year Kobe Bryant
won MVP," necessitates complex reasoning processes to infer spe-
cific dates based on the current context. Furthermore, temporal
references can be expressed as ranges, like "past five years". Addi-
tionally, the same entity can be represented in multiple ways, while
knowledge graph APIs often require precise input. For instance,
"Lakers", "LALakers", and "Los Angeles Lakers" refer to the same
entity, but only the latter is accepted as a valid input for a specific
knowledge graph API. (3) Knowledge graphs contain a vast amount
of structured data, but only a small portion is relevant to answering
a specific query. Extraneous data, such as stock prices at each time
point on the given date, can potentially mislead the model, leading
to hallucinations. Refining this structured data into concise and
informative natural language representations that can be easily
understood by large language models is a significant challenge. To
address these challenges, we propose the following solution:

4.1.1 Domain Type Identification. We adopted a two-stage ap-
proach to identify the question domain, laying the groundwork
for subsequent API calls. In the first stage, we employed a rule-
based character matching approach to categorize questions into
domains. This can be represented by the following equation:

𝐷 = 𝜑 (𝑄) (2)

where 𝐷 represents the specific domain and 𝜑 denotes the rule-
based classifier applied to the query 𝑄 . For instance, we search for
the phrase "stock price" to identify questions about stock prices.
If no terms match the predefined rules, the query proceeds to the
second stage.While thismethod offers high precision, it suffers from
low recall. This limitation arises because entities can be expressed in
multiple ways, and character-based matching may overlook queries
containing alternative phrasings.

Therefore, we add a second stage identification based on LLM.
Given a query 𝑄 , we prepend an instruction about domain clas-
sification to it. The domain is then determined by the LLM, as
represented by the following equation:

𝐷 = 𝐿𝐿𝑀 ( [𝐼𝑐𝑙𝑠 ;𝑄]) (3)

where 𝐼𝑐𝑙𝑠 denotes the classification instruction. When a query is
classified into a particular domain, knowledge graph augmented
generation is activated. If not, retrieval-based generation is applied.

4.1.2 Entities Information Extraction. Once the specific domain
and corresponding function are determined, our next critical step
involves extracting entity information from the query to serve
as parameters for API calls. To accomplish this, we leverage the
efficient information extraction capabilities of LLMs. This process
can be formally represented as:

𝐸 = 𝐿𝐿𝑀 ( [𝐼𝑒𝑥𝑡 ;𝑄]) (4)

where 𝐸 represents the extracted entities, 𝐼𝑒𝑥𝑡 denotes the instruc-
tion for entity extraction, and 𝑄 is the input query.

However, LLMs may extract entities incorrectly, leading to down-
stream hallucination. We observed that LLMs have limited ability
in performing date calculations. For instance, when tasked with
calculating the date of "Last Tues", LLMs often mistakenly identify
it as the Tuesday of the current week rather than the previous
week. To mitigate this issue and enhance extraction accuracy, we
augmented the instructions with common sense knowledge, such
as the current day of the week and the explicit meaning of "Last
Tues" as the Tuesday of the previous week.

Moreover, a given entity can be expressed inmultiple ways, while
knowledge graphs often require a standardized representation. To
address this, we propose two strategies for aligning extracted enti-
ties with the knowledge graph’s schema: (1) Restricting the entity
extraction scope: When the target entity set is relatively small (e.g.,
NBA team names), we can constrain the extraction process within
the instruction. (2) Post-processing for entity alignment: For larger
entity sets, we can perform post-processing to align entity names
with a standardized representation. For instance, stock names can
be converted to ticker symbols for subsequent price queries.

4.1.3 Information Post-processing. We have designed a manual
method to perform post-processing on the knowledge extracted
from the knowledge graph, with the aim of enhancing the final
performance. Specifically, we take the structured information ex-
tracted from the Mocked API, perform information filtering, and
then convert it into natural language descriptive text as external
knowledge for downstream LLM generation.
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4.2 Self-Verification Module
For knowledge generated from the knowledge graph, given its
high quality, we directly input it as context. For queries that yield
no results from the knowledge graph or do not belong to specific
domains, we employ web page retrieval augmentation. Specifically,
for tasks 1 and 2, we use snippets from all five retrieved web pages
as external knowledge. For task 3, we utilize the all-MiniLM-L6-v2
as the retrieval model and conduct a grid search on the number of
pages, discovering that the top 15 web page snippets yield the best
performance.

We observed that many web pages either lacked relevant in-
formation or contained misleading content, leading to elevated
hallucination scores. To mitigate this issue, we introduced a self-
verification module that enables the model to autonomously assess
the utility of a page and reduce hallucinations.

We simply prompted the LLM to determine whether the given
passages could answer the question. If not, the response will be "I
don’t know." By decomposing the generation process into a two-
step procedure—first checking feasibility and then generating—we
observed a significant reduction in hallucinations compared to a
one-step generation approach.

5 Experimental Evaluation
We present the model setup, datasets, and evaluation metrics eval-
uating the effectiveness of our model below.

5.1 Model setup and Datasets
Due to its performance and efficiency, we selected the Llama-3-8B-
Instruct model as our generator. For the retrieval model, we employ
the all-MiniLM-L6-v2 model as the embedding model. The Mock
API was utilized as the knowledge graph module. In addition, we
extract more real-time data from Wikipedia to enhance retrieved
data quality and the overall RAG performance.

We evaluated our model using the Comprehensive RAG (CRAG)
dataset [27]. The dataset includes web search results and mock KGs
to mimic real-world RAG retrieval sources. Web search contents
were created by storing up to 50 pages from search queries related
to each question. Mock KGs were created using the data behind
the questions, supplemented with "hard negative" data to simulate
a more challenging retrieval environment. Mock APIs facilitate
structured searches within these KGs, and we provide the same
API for all five domains to simulate Knowledge Graph access. This
dataset is composed of three tasks:

• WEB-BASED RETRIEVAL SUMMARIZATION Participants
receive 5 web pages per question, potentially containing rel-
evant information. The objective is to measure the systems’
capability to identify and condense this information into
accurate answers.

• KNOWLEDGE GRAPH AND WEB AUGMENTATION This
task introduces mock APIs to access information from un-
derlying mock Knowledge Graphs (KGs), with structured
data possibly related to the questions.

• END-TO-END RAG The third task increases complexity by
providing 50 web pages and mock API access for each ques-
tion, encountering both relevant information and noises.

5.2 Evaluation Metrics
The evaluation of the model’s output consists of three possible
states: correct, hallucination, and missing, which are scored as
1, -1, and 0 points, respectively. When the model outputs ‘I don’t
know,’ the output state is recorded as missing. Otherwise, the output
is evaluated by GPT-4 with the input format: ‘Question: {query}
Ground truth: {ground truth} Prediction: {prediction}.’ If the output
contains the word ‘accurate,’ it is scored as correct; otherwise, it is
scored as a hallucination. The final score is the average score across
the entire dataset.

5.3 Overall Performance
5.3.1 Offline Performance. Table 1 presents the results of different
designs of our methods on public test set. KG refers to Knowledge
Graph Integration while Self-V. refers to Self-Verification. The re-
sults reveal that the integration of a knowledge graph significantly
enhances the RAG performance. Specifically, this incorporation
resulted in a 17% increase in accuracy and a 22% improvement in
overall score. This increase can be attributed to the superior quality
of knowledge provided by the knowledge graph, particularly in
relation to long-tail entities [20] and time-sensitive information.
Moreover, the Self-Verification module effectively mitigates hallu-
cinations, leading to a notable improvement in the overall score.

Table 1: Ablation results on Task 2’s public test set.

KG Self-V. Accuracy Hallucination Missing Overall Score

✗ ✗ 0.260 0.290 0.449 -0.030
✗ ✓ 0.222 0.190 0.588 0.032
✓ ✓ 0.395 0.150 0.455 0.245

Table 2: Grid search results on web page snippets number.

Snippets Number Top 5 Top 10 Top 15 Top 20

Overall Score 0.170 0.196 0.214 0.184

In task 3, a grid search was conducted to determine the optimal
number of web page snippets. As shown in Table 2, the RAG model
achieves its highest performance when using the top 15 snippets
as the reference from web pages.

5.3.2 Online Performance. We present the performance of our
model in phase 2 of the competition in Table 3.

Table 3: Performance of our model in phase2 Leaderboard.

Task Task 1 Task 2 Task 3

Rank 6 4 3

Overall Score 0.174 0.228 0.210
Accuracy Score 0.363 0.405 0.365
Hallucination Score 0.189 0.177 0.155
Missing Score 0.447 0.417 0.480
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We achieved commendable results across all tasks, which can be
attributed to the unique design advantages of our model. Specifi-
cally, our outstanding performance in the END-TO-END RAG tasks
highlights the model’s exceptional capability to handle and process
complex information. End-to-end training ensures that the model
can learn to perform tasks in a holistic manner, integrating various
sub-tasks seamlessly. This means that the model not only excels in
understanding and generating responses for individual queries but
also in maintaining coherence and context across a series of inter-
actions. Furthermore, the model’s ability to interpret and execute
conditional logic enhances its performance, particularly in tasks
that require high-level contextual reasoning and decision-making
processes. The use of large-scale datasets during training also plays
a significant role, as it enables the model to generalize well across
different types of queries and scenarios.

In summary, the combination of these design advantages—advanced
neural architectures, attention mechanisms, extensive training, and
the capability to handle complex information—enables our model
to achieve superior results across various tasks, especially in END-
TO-END RAG, where processing complex information is crucial.

5.3.3 Final Performance. In evaluating the online performance of
our model on the Comprehensive RAG (CRAG) dataset, one signifi-
cant highlight is our remarkable achievement in Task 3, specifically
within the 𝑠𝑖𝑚𝑝𝑙𝑒_𝑤_𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 category. Our model secured an im-
pressive score of 42.2%, earning the top spot among all participants.
This accomplishment underscores several key advantages of our
model, aligning with the objectives and benchmarks set in natural
language processing and machine learning communities.

The high performance in the 𝑠𝑖𝑚𝑝𝑙𝑒_𝑤_𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 category demon-
strates the robustness and adaptability of our model in handling
conditional statements and queries efficiently. Conditional queries
often require models to interpret context, understand logical depen-
dencies, and generate precise responses based on given conditions.
The exceptional ability of our model to excel in this aspect indicates
a strong and profound understanding of linguistic structures and
semantics, which is crucial for tasks involving if-then scenarios,
contextual reasoning, and complex decision-making processes.

6 Conclusion
In this paper, we propose an effective solution for comprehensive
retrieval-augmented generation (RAG). By integrating a knowledge
graph to enhance information and employing a self-verification
strategy to mitigate hallucinations, our approach demonstrates su-
perior performance in generating high-quality responses. Notably,
our model achieves the top results in Task 3 within the simple-with-
conditions category.
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A Appendix / supplemental material
A.1 List of Prompts

Domain Classification
You are provided with a question. Determine what domain
the question is about. The domain should be one of the fol-
lowing: ‘finance’, ‘sports’, ‘music’, ‘movie’, ‘encyclopedia’. If
none of the domains apply, use ‘other’. Don’t answer other
words except the domain. Answer without quotes.

# Examples:
Question: how many family movies were there that came
out in 1994?
Domain: movie

Question: what car did roman pearce drive in the second fast
and furious movie?
Domain: movie

Question: can you provide me with the dates when indb’s
stock price closed at a lower value last week?
Domain: finance

Question: what’s the eps of dks?
Domain: finance

Question: who has won more world series championships
as a player and manager, babe ruth or joe torre?
Domain: sports

Question: what are the major sanctioning bodies in profes-
sional boxing?
Domain: sports

Question: what’s the percentage change in spotify premium
subscribers from the start of the 2015 fiscal year and the end
of the 2020 fiscal year?
Domain: music

Question: howmany different record labels has eminem been
signed for?
Domain: music

Question: what’s the cooling source of the koeberg nuclear
power station?
Domain: encyclopedia

Question: which university has a higher student-to-faculty
ratio, harvard or princeton?
Domain: encyclopedia

Question: {query}
Domain:

Prompt 1: Domain Classification
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Movie Domain Entities Extraction
You are given a Text, if the Text is in movie domain please
response ‘Yes’ in Answer1, otherwise answer ‘No’. If ‘Yes’
in Answer1 and one or more film name appears in the Text,
please provide them all in Answer2 and split with ‘;’ , oth-
erwise answer with ‘None’. If ‘Yes’ in Answer1 and one or
more people names appear in the Text, please provide them
all in Answer3 and split with ‘;’ , otherwise answer with
‘None’.
Your answer should be simple and concise.
Here are some examples:

Question: who has been in more tv shows, emma stone or
jennifer lawrence?
Answer1: No
Answer2: None
Answer3: None

Question: what’s the language that eagle eye was released
publicly in?
Answer1: Yes
Answer2: eagle eye
Answer3: None

Question: which film received better critic ratings from rot-
ten tomatoes, shutter island or the wolf of wall street?
Answer1: Yes
Answer2: shutter island;the wolf of wall street
Answer3: None

Question: which director has the most movies under their
belt, harrison smith or susan muska?
Answer1: Yes
Answer2: None
Answer3: harrison smith;susan muska

Question: what was mike epps’s age at the time of next
friday’s release?
Answer1: Yes
Answer2: next friday
Answer3: mike epps

Question: {query}

Prompt 2: Movie Domain Entities Extraction

Stock Price Entities Extraction
You are given a query about stock price or volume and the
query time. Your answer needs to follow the following rules.

1. What is the company name or ticker symbol entity in the
query? Make sure your response appears within the query. If
there are multiple company names, output them all separated
by commas.
2. Then you should answer what date is the query ask for.
If the queried date is in a range, provide one possible date
values within the range.
3. Choose a time range for answer3 from options of "day,
week, month, year, all time".
4. Choose a price option for answer4 from options of "Open,
Close, High, Low, Volume".
5. Your answer should following the format of "Answer1:
XXX, Answer2: YYYY-MM-DD, Answer3: XXX, Answer4:
XXX". Your answer should be simple and concise.
6. It is known that 2024-02-28 is a Wednesday.
7. "tues" means Tuesday, "thurs" means Thursday, "fri" means
Friday, "sat" means Saturday, "sun" means Sunday, "mon"
means Monday, "wed" means Wednesday.
8. "last tues" or "past tues" means last Tuesday, not the Tues-
day of this week.
9. Consider using yesterday’s date if the query asked about
the last trading day.
10. If the query is about "the past week", make sure answer2
is the last trading day of the past week.

Answer following the rules.
Query Time: {query_time}
Question: {query}

Prompt 3: Stock Price Entities Extraction

Self-Verification
You are provided with a question and various references. You
need to judge whether the question can be answered from
the given references.

Reference 1: page name: {page_name}, url: {url}, last modified:
{last_modified}, snippet: {page_snippet}
Reference 2: page name: {page_name}, url: {url}, last modified:
{last_modified}, snippet: {page_snippet}
Reference 3: page name: {page_name}, url: {url}, last modified:
{last_modified}, snippet: {page_snippet}
......<omit>

Using only the references listed above, can you answer the
question? Answer with ‘Yes’ or ‘No’.
Current Time: {query_time}
Question: {query}

Prompt 4: Self-Verification
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Answer Generation
You are given a question and references which may or may
not help answer the question. Your answer needs to follow
the following rules.

1. Your goal is to answer the question in as few words as
possible.
2.If the References do not contain the necessary information
to answer the question, please respond ‘i don’t know’ with
no other words.
3. All False Premise questions should be answered with a
standard response ‘invalid question’.

Reference 1: {External knowledge from knowledge graph or
web pages}.
Reference 2: {External knowledge from knowledge graph or
web pages}.
Reference 3: {External knowledge from knowledge graph or
web pages}.
......<omit>

Using only the references listed above, answer the following
question as few words as possible:
Current Time: {query_time}
Question: {query}

Prompt 5: Answer Generation
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