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Abstract

Vision-Language models have shown strong promise for multimodal reasoning
tasks, where autoregressive generation allows the model to combine perception
and abstract reasoning. However, especially when processing high-resolution
images or long videos, the large number of visual tokens severely slows down
inference. Drawing from the observation that attention devoted to vision tokens
consistently drops during autoregressive text generation, we propose a simple
method to accelerate multimodal reasoning: after the model has generated a small
number of text tokens, we remove all vision tokens from subsequent decoding
steps. This reduces both memory usage and computation, while retaining the
model’s ability to ground its reasoning in the visual input. Our approach requires
no additional training and is fully compatible with popular efficiency techniques
such as KV caching and FlashAttention. Experiments on multiple datasets and
with different models demonstrate that our method achieves substantial speedups
with minimal impact on reasoning accuracy.

1 Introduction

Large language models have driven substantial advances in language understanding, reasoning, and
text generation [1, 3, 29]. Building on this foundation, multimodal reasoning models integrate visual
encoders such as CLIP [22] to enable multimodal understanding. These models demonstrate strong
performance on multimodal reasoning tasks through autoregressive architectures that effectively
combine visual perception with abstract reasoning [12, 14, 2, 13, 4].

However, these reasoning tasks are computationally expensive, with visual tokens increasing the
burden, especially for high-resolution images or extended sequences. High-resolution images generate
hundreds to thousands of visual tokens, from 576 tokens in LLaVA [17] to over 2000 for larger
inputs [32]. This creates significant computational overhead, and thus severely impacting inference
speed for complex reasoning tasks.

To address this, recent methods attempt to reduce computational costs through visual token reduc-
tion [25, 7], but these approaches were primarily designed for perception-focused tasks rather than
reasoning scenarios. These approaches identify "important" tokens based on predefined metrics and
prune or merge the remainder. However, they suffer from several limitations that hinder practical
application and deployment for real-world open-domain use cases.

39th Conference on Neural Information Processing Systems (NeurIPS 2025) Workshop: Efficient Reasoning.



Rather than designing complex heuristics or learning-based methods, we first examine whether
visual tokens remain equally important throughout the reasoning process. We find that attention to
visual tokens consistently drops during autoregressive text generation, suggesting their importance
diminishes as models transition from perception to abstract reasoning. Based on this observation, we
propose a training-free method that removes visual tokens after generating a small number of text
tokens. Our approach requires no retraining, introduces no parameters, and is fully compatible with
KV caching [20] and FlashAttention [8].

We evaluate our method on two multimodal mathematical reasoning benchmarks: MathVerse[24],
which focuses on visually grounded mathematical reasoning, and WeMath[21], designed for step-by-
step multimodal math problem solving. Our approach achieves up to 56% speedup with minimal
accuracy degradation, proving most effective for complex reasoning sequences where efficiency is
critical. The method offers three key advantages: substantial reduction in inference time and memory
usage, training-free compatibility with existing models, and full compatibility with other efficiency
techniques for compound acceleration benefits.

2 Related Work

2.1 Multimodal reasoning models

Multimodal reasoning models have evolved toward advanced multi-step inference capabilities. Foun-
dational models like LLaVA [17] and BLIP-2 [13] established visual-textual integration paradigms
through feature projection and trainable querying mechanisms, respectively, enabling competent
performance on standard reasoning tasks but often struggling with complex multi-step scenarios.

Recent advances emphasize structured reasoning and RL enhancement. LLaVA-CoT [31] decom-
poses problems into explicit stages (Summary, Caption, Reasoning, Conclusion) for systematic
inference, while RL-enhanced models like MM-EUREKA [19], VLM-R1 [27], DeepSeek-R1 [11],
and QwQ [34] leverage GRPO [26] and training techniques for mathematical and long-horizon
reasoning. Kimi-VL [9] combines architectural innovations with mixture-of-expert frameworks for
efficient complex reasoning.

2.2 Vision token reduction

Token reduction methods decrease computational costs through pruning [23, 33, 15] and merging [5,
18] strategies. Early approaches like EViT [15] and Evo-ViT [33] fuse non-critical tokens, while
ToMe [5] employs soft-matching algorithms. In multimodal settings, CrossGET [28] and MADTP [6]
use cross-modal alignment tokens to guide reduction, LLaVA-PruMerge [25] leverages spatial
redundancy, and FastV [7] removes half the tokens after early decoder layers.

More recently, Visual Token Withdrawal (VTW) [16] withdraws vision tokens at specific decoder
layers based on KL divergence criteria. However, these layer-based approaches maintain vision tokens
throughout substantial portions of the reasoning process, particularly during the critical transition
from visual grounding to abstract reasoning where efficiency is most needed.

3 Method

This section describes our method, referred as MVW (M-step Vision Withdrawal) for efficient
multimodal reasoning. We first motivate the approach with empirical evidence showing the influence
of attention to vision tokens during autoregressive decoding and then present our method.

3.1 Intuition and empirical motivation

A key motivation in our proposed MVW approach lies in the visual attention pattern that we observe
happening in different multimodal reasoning models.

Specifically, during autoregressive generation, multimodal reasoning decoders attend strongly to
vision tokens in the initial steps, using them to ground the reasoning in the visual input. As the
sequence grows, however, attention to vision tokens steadily declines, and the model increasingly
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Figure 1: Left: possible input to a reasoning VLM with image and text prompt with subsequent
reasoning. Right: the total attention assigned to vision tokens as a function of generated token index
is shown. The attention to vision tokens drops rapidly after the first few tokens.

relies on abstract reasoning over the previously generated text. This behavior is in line with the
attention sink phenomenon described in [30] and followup works [16].

We illustrate this phenomenon in Fig. 1, which plots the total attention mass assigned to vision tokens
at each generation step for the reasoning model Kimi-VL [10]. The curve shows high attention early
on, followed by a consistent decrease that eventually stabilizes at around 5% of the initial value,
indicating that prolonged access to vision tokens is largely unnecessary once the reasoning phase
progresses. This behavior persists also after the reasoning ends, indicating that the model does not
rely on the input image to generate the final answer.

3.2 M-step Vision Withdrawal

In this section, we first outline the standard inference process of reasoning VLMs, and then introduce
how vision token withdrawal can be incorporated into these models.

Given a system prompt, an image or video, and an instruction prompt, a VLM model first individually
processes them to obtain respectively a set of system tokens S, vision tokens V and instruction
tokens I . Subsequently, a decoder transformer D is usually employed to generate the next token Ot

autoregressively, that is:

Ot+1 = D(S, V, I, O1..t) (1)

This process is repeated until an end-of-sequence (<eos>) token is produced, or a predefined maxi-
mum generation length is reached. The final answer is then obtained by concatenating and detokeniz-
ing the sequence of generated tokens O1,..,t = {O1, . . . , Ot} into natural language text.

Depending on the architecture, the vision tokens V may be integrated into the decoding process in
different ways: some models employ dedicated cross-attention layers between text and vision streams,
while others project V into the language embedding space and prepend them to the textual input,
such that they are handled entirely through self-attention.

Reasoning-oriented VLMs follow the same general decoding process, but are typically trained
to first produce intermediate reasoning tokens (often enclosed in special delimiters such as
<think> ... </think>) before generating the final answer tokens. This allows the model to external-
ize multi-step reasoning while still adhering to the standard autoregressive generation framework.

In our proposed modification, the decoding process proceeds identically to the standard formulation
for the first M generated tokens or until the reasoning process has ended. After either of these two
conditions is met, decoding is performed without the vision token, that is:

Ot+1 =

{
D(S, I,O1..t) if t > M ∨R ∈ O1..t

D(S, V, I, O1..t) else
(2)
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Table 1: Performance comparison across different methods on the MathVerse and WeMath datasets.
Best results are in bold, second-best are underlined.

Model Method TFLOPs↓ Accuracy↑
MathVerse [24] WeMath [21]

LLaVA-CoT [31] Baseline 494.8 (100%) 44.2 50.86
(Llama-3.2-11B-Vision) VTW[16] (K=20) 394.2 (79.7%) 37.34 40.69

VTW[16] (K=30) 444.5 (89.8%) 42.02 50.46
Ours (M=5) 382.1 (77.2%) 44.59 50.00
Ours (M=10) 389.0 (78.6%) 43.76 50.63

Kimi-VL [10] Baseline 434.2 (100%) 70.27 68.56
(Kimi-VL-A3B-Thinking-2506) VTW[16] (K=13) 238.9 (55.0%) 52.47 53.56

VTW[16] (K=20) 336.6 (77.5%) 70.09 67.47
Ours (M=500) 191.5 (44.1%) 67.61 67.01
Ours (M=750) 258.5 (59.5%) 67.66 69.65

where R represents the end-of-reasoning token (e.g. </think> for Kimi-VL [10]). Note that the
counting of M begins after the reasoning segment is initiated (e.g., following the <REASONING> tag),
which may not coincide with the beginning of the output sequence in models such as LLaVA-CoT.
In practice, how the vision tokens are withdrawn depends on the model architecture :

1. For Models using Self-Attention, withdrawal is realized by simply removing all prepended
vision tokens from the input sequence while leaving the rest of the decoding pipeline
unchanged. Importantly, positional encodings and subsequent autoregressive processing
remain unaffected.

2. For Models using Cross-Attention, such as LLaMA 3.2-based VLMs, vision withdrawal is
implemented by skipping the cross-attention layers altogether once the withdrawal condition
is met. That is, after M tokens or at the end-of-reasoning marker R, the decoder reverts to
pure self-attention updates with no contribution from vision features.

4 Experiments & Results

We evaluate our approach on two recently proposed multimodal reasoning benchmarks: Math-
Verse [24], which focuses on visually grounded mathematical reasoning, and WeMath [21], a dataset
designed for assessing step-by-step multimodal math problem solving.

For models, we consider two representative reasoning VLMs. The first is LLaVA-CoT [31], a
chain-of-thought finetuned variant of LLaMA-3.2-Vision that follows a vision cross-attention design.
The second is Kimi-VL [10], a native multimodal reasoning LLM that integrates image features
directly into the self-attention stream, enabling joint reasoning over visual and textual tokens.

We benchmark three settings for each model: the baseline without any efficiency intervention, Vision
Token Withdrawal (VTW) [16] where vision tokens are dropped at different decoder layers (K = 20
and K = 30), and our method, which removes all vision tokens after the generation of M tokens,
with different cutoffs, namely M = 500/750 for Kimi-VL and M = 5/10 for LLaVA-CoT (lower
as the reasoning is preceded by the summary and captioning phases).

We report the results in Table 1. On both MathVerse and WeMath, our method consistently matches or
outperforms the baselines in terms of reasoning accuracy, while requiring substantially fewer FLOPs.

These results demonstrate that removing visual tokens at mid-late stage of the reasoning phase
preserves reasoning quality while accelerating decoding, confirming the intuition that prolonged
visual access is unnecessary for deep reasoning.

5 Conclusion

We propose MVW, a vision token withdrawal approach to accelerate multimodal reasoning with
minimal accuracy loss, while being fully compatible with KV caching and FlashAttention. Our
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method requires no retraining and applies across different VLM architectures, offering a practical
drop-in solution for efficient large-scale vision-language inference.
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