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ABSTRACT

Achieving fast audio-visual embodied navigation in 3D environments is still a
challenging problem. Existing methods typically rely on separate audio and visual
data processing merged in late stages, leading to suboptimal path planning and
increased time to locate targets. In this paper, we introduce FAVEN, a novel
transformer and mamba architecture that combines audio and visual data into early
fusion tokens. These tokens are passed through the entire network from the initial
layer on and cross-attend to both data modalities. The effect of our early fusion
approach is that the network can correlate information from the two data modalities
from the get-go, which vastly improves its downstream navigation performance.
We demonstrate this empirically through experimental results on the Replica and
Matterport3D benchmarks. Furthermore, for the first time, we demonstrate the
effectiveness of early fusion in improving the path search speed of audio-visual
embodied navigation systems in real-world settings. Across various benchmarks,
in comparison to previous approaches, FAVEN reduces the search time by 93.6%
and improves the SPL metrics by 10.4 and 6.5 on heard and unheard sounds.

1 INTRODUCTION

Figure 1: Search time (second) compar-
ison with state-of-the-art methods on
audio-visual embodied navigation.

Embodied navigation requires fast and accurate actions, which
utilizes autonomous agents to interpret complex environments
and make rapid decisions using integrated sensory data (Zhu
et al., 2016; Savinov et al., 2018; Chaplot et al., 2020; Shah
et al., 2021; Ahn et al., 2022; Mezghani et al., 2022). However,
locating a source of sound in a real-world environment is hard,
traditional audio-visual embodied navigation methods (Chen
et al., 2020; 2021; 2022) often face inefficiencies due to separate
processing for audio and visual inputs. For instance, an agent
searching for a ringing phone in a cluttered room can experience
delays and unnecessary actions if the audio and visual data are
not learned effectively. Therefore, previous approaches suffer
from high latency and cannot be deployed in the real-time
settings, as shown in Figure 1.

Current audio-visual embodied navigation methods (Chen et al., 2020; 2021; Gan et al., 2020b;
Chen et al., 2023) primarily utilize reinforcement learning (RL) strategies that treat audio and visual
inputs independently or fuse them at later stages. This separation can lead to inefficient navigation
paths, higher interaction costs, and extended time to complete tasks, which are practical limitations in
scenarios demanding swift responses. To solve this problem, we introduce an early fusion technique
in the processing pipeline, our model integrates audio and visual data right from the initial layers.
This not only facilitates a deeper and more immediate understanding of the environment but also
significantly reduces the number of actions and the length of search paths required to locate the target.
The interaction between audio and visual features is enhanced, enabling the agent to make more
informed decisions quickly. Early fusion is used to enhance model performance by preserving and
utilizing the temporal and spatial correlations that naturally exist between audio and visual inputs
from the outset. In our work, we aim to explore the potential of transformers for early fusion by
integrating multi-modal data at the beginning of the processing pipeline, which has been largely
unexplored in the context of embodied navigation.
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In this paper, we introduce a novel early fusion architecture for Fast Audio-Visual Embodied Nav-
igation in 3D environments (FAVEN). We first implement learnable fusion tokens within each
self-attention transformer block of dedicated audio and visual encoders. These tokens serve to
aggregate and refine modality-specific information throughout the network layers. To fully learn the
jointly correlated information between the audio and visual data, we include cross-attention blocks
to facilitate cross-modal interactions between the fusion tokens and patches from both modalities
during the same forward pass. Furthermore, we introduce the novel mamba-based fusion blocks
within our audio-visual navigation architecture to increase the search efficiency. This architecture
ensures that the cross-modal integration of audio and visual data is not only preliminary but also
deeply intertwined, allowing for a more nuanced understanding of the environment for navigation.

We validate our approach by comprehensively evaluating two established benchmarks in the field:
Replica (Straub et al., 2019) and Matterport3D (Chang et al., 2017). The experimental results
indicate that our method surpasses previous baselines, offering significant improvements in navigation
performance. We also demonstrate the effectiveness of early fusion in extension of Mamba-based
fusion blocks for audio-visual navigation. Meanwhile, we showcase the advantages of our early
fusion architecture in achieving audio-visual embodied navigation for real-world settings.

In summary, we list our contributions below:

• We introduce a fast audio-visual embodied navigation approach using learnable fusion
tokens that allows joint modeling of audio and visual data at the earliest stages of processing.

• Our approach also demonstrate efficiency of learnable fusion tokens with mamba-based
fusion blocks that facilitate deep, intricate interactions between audio and visual modalities.

• We thoroughly evaluate our model on two challenging 3D environment datasets, Replica
and Matterport3D, demonstrating superior navigation performance over existing baselines.

• We further showcase the generalization of our early fusion architecture in audio-visual
embodied navigation for a real-world case.

2 RELATED WORK

In this section, we review prior work in the areas of audio-visual learning, embodied navigation, and
methods of multi-modal fusion, particularly early fusion techniques. Our approach builds upon these
foundations but introduces novel elements that enhance performance in audio-visual navigation tasks.

Audio-Visual Learning. Audio-visual learning has been extensively explored in previous works (Ay-
tar et al., 2016; Owens et al., 2016; Arandjelovic & Zisserman, 2017; Korbar et al., 2018; Senocak
et al., 2018; Zhao et al., 2018; 2019; Gan et al., 2020a; Morgado et al., 2020; 2021a;b; Hershey &
Casey, 2001; Ephrat et al., 2018; Hu et al., 2019) to understand the correlation between two distinct
modalities from videos. Early works like SoundNet (Aytar et al., 2016) and those by Owens et
al. (Owens et al., 2016) have demonstrated the potential of leveraging cross-modal alignments for
tasks such as audio-event localization (Tian et al., 2018; Lin et al., 2019; Wu et al., 2019; Lin &
Wang, 2020), audio-visual spatialization (Morgado et al., 2018; Gao & Grauman, 2019; Chen et al.,
2020; Morgado et al., 2020), and audio-visual parsing (Tian et al., 2020; Wu & Yang, 2021; Lin et al.,
2021; Mo & Tian, 2022). Notably, recent work in audio-visual navigation by Chen et al. (Chen et al.,
2020; 2021; 2022) has highlighted the challenges and opportunities in integrating these modalities for
robust navigation solutions. However, our main focus is to not only capture the inherent correlations
between the modalities at an early stage but also significantly enhance the navigation capabilities of
autonomous agents in complex 3D environments.

Embodied Navigation. Embodied navigation research (Zhu et al., 2016; Savinov et al., 2018; Chaplot
et al., 2020; Ahn et al., 2022; Mezghani et al., 2022) primarily focuses on enabling autonomous
agents to navigate through complex environments using one or more sensory modalities. Traditional
approaches (Zhu et al., 2016; Chaplot et al., 2020; Shah et al., 2021) often rely on visual inputs,
but recent advancements have incorporated auditory signals to provide complementary spatial and
contextual information that enhances navigational decisions (Chen et al., 2020; 2021). These
integrations highlight the importance of effective multi-modal processing to interpret and react to
dynamic environments accurately. In contrast, our approach sets a new benchmark for audio-visual
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Figure 2: Illustration of the proposed fast audio-visual embodied navigation (FAVEN) architecture for embodied
navigation in 3D environments. FAVEN leverages learnable fusion tokens within each self-attention transformer
block (BLK 1, BLK 2, ..., BLK N) of audio and visual encoders to aggregate and refine modality-specific
information throughout the network layers. Moreover, our architecture introduces multi-modal cross-attention
blocks (MM BLK 1, MM BLK 2, ..., BLK N) to facilitate dense interactions between the fusion tokens and
patches from both modalities during the same forward pass.

navigation tasks, opening avenues for further exploration of early fusion techniques in more complex
and dynamically challenging environments.

Multimodal Early Fusion. The concept of early fusion, where multiple sensory inputs are integrated
at the initial stages of processing, has seen varied applications and mixed results in prior studies.
Owens et al. (Owens & Efros, 2018) proposed one of the early architectures for learning repre-
sentations from audio-visual correspondences by concatenating features from unimodal encoders.
More recent approaches have explored advanced fusion techniques, including attention-based mech-
anisms (Nagrani et al., 2021) and shared-weight strategies (Georgescu et al., 2023), primarily for
classification tasks. However, these methods have often found mid-level fusion to outperform early
fusion in tasks without a strong requirement for fine-grained multi-modal integration. In contrast
to these works, we introduce a novel and faster audio-visual embodied navigation approach based
on early fusion. Our approach integrates audio and visual data through learnable fusion tokens and
multi-modal interaction blocks within a transformer framework.

3 METHOD

Given a spectrogram of audio signals, we aim to find the navigation path for localizing the sound
sources in 3D environments. We propose a novel faster audio-visual embodied navigation architecture
that integrates audio and visual data at early processing stages, namely FAVEN, as illustrated in
Figure 2. Our observation network consists of two main modules: learnable fusion tokens for early
interaction in Section 3.2 and multi-modal interaction blocks for dense fusion in Section 3.3.

3.1 PRELIMINARIES

In this section, we first describe the notation and revisit the audio-visual navigation problem.

Notations. Let D = {(ai, vi, di) : i = 1, ..., N} be a dataset of audio ai ∈ RT×F and RGB
frames vi ∈ RT×3×H×W , and depth map di ∈ RT×H×W triplets. Note that T, F denotes the
time and frequency dimension of the audio spectrogram, respectively. For audio and images, we
extracted patch embeddings from raw input via each linear projection layer, i.e., xv ∈ R(V×I)×D and
xa ∈ RA×D, where I, A denotes the total number of patches for each video and the corresponding
audio. Assume the patch resolution of each frame and audio are P v, P a, the patch-wise raw input for
video and audio are formally denoted as v ∈ R(V×I)×(3×Pv×Pv) and a ∈ RA×(Pa×Pa). Note that
I = H/P v ×W/P v, A = T/P a × F/P a. For the depth map di, we followed previous work (Chen
et al., 2020; 2021) and used a CNN encoder to extract representations xd ∈ RV×D for later fusion.

3
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Figure 3: Comparison of the proposed fast audio-visual embodied navigation (FAVEN) architecture with previous
work on embodied navigation in 3D environments. Previous audio-visual navigation methods often used separate
processing streams for each modality, leading to slow response times and inefficient pathfinding. In this work,
we rethink this architecture by borrowing principles from audio-visual learning to design a new architecture that
integrates these modalities at the earliest stages.

Revisit Audio-Visual Navigation. Audio-visual navigation involves directing an agent through an
environment based on inputs from both auditory and visual sensors. The primary challenge lies
in effectively merging these modalities to leverage their inherent but distinct spatial and temporal
characteristics, which provide complementary information critical for navigation decisions. Our
approach aims to address the inefficiencies of previous methods by enhancing the interaction between
audio and visual inputs, facilitating faster and more precise navigation.

Rethinking Audio-Visual Navigation. Current audio-visual navigation methods (Chen et al., 2020;
2021; Gan et al., 2020b; Chen et al., 2023) often utilize separate processing streams for each modality,
leading to slow response times and inefficient pathfinding, especially in complex environments.
State-of-the-art methods like CNNs with separate encoders for each modality often fall short in
real-time applications due to the latency involved in merging the processed data, as shown in Figure 3.
Our method rethinks this architecture by borrowing principles from audio-visual learning to design a
system that integrates these modalities at the earliest stages, thus accelerating the decision-making
process and enhancing the agent’s ability to navigate dynamically changing environments efficiently.

3.2 LEARNABLE FUSION TOKENS FOR EARLY INTERACTION

Our architecture introduces learnable fusion tokens that serve as pivotal points for integrating audio
and visual information from the very first layer of the processing pipeline. Each transformer block
for audio and visual streams is equipped with a set of learnable tokens. These tokens are initialized
randomly and refined through backpropagation during training. They have the capability to capture
and represent key features from each modality dynamically. As data passes through each transformer
block, these tokens aggregate essential modality-specific features. This aggregation is performed
through attention mechanisms where the tokens learn to weigh the importance of different features
within and across modalities. The updated tokens then carry forward this integrated information to
subsequent layers.

During the encoding process, we apply self-attention transformers ϕa(·), ϕv(·) to aggregate audio
and visual features from the raw input as:

ϕa(xa
j ,X

a,Xa) = Softmax(
xa
jX

a⊤
√
D

)Xa, ϕv(xv
j ,X

v,Xv) = Softmax(
xv
jX

v⊤
√
D

)Xv (1)

where Xa = {xa
j }

na
j=1,X

v = {xv
j}

nv
j=1, na and nv denote the number of audio and visual tokens,

respectively. xa
j ,x

v
j ∈ R1×D, D is the dimension of embeddings.

In order to explicitly achieve joint audio-visual encoding across audio and visual tokens in the
encoding stage, we introduce learnable fusion tokens {fi}

nf

i=1 to aggregate audio and spatial visual
features from each single-modality encoder, {xa

j }
na
j=1, {xv

j}
nv
j=1, where fi ∈ R1×D, nf is the total

number of audio-visual fusion tokens.

With learnable fusion tokens {xav
i }

nav
i=1 and raw audio-visual representations, we first apply self-

attention transformers ϕa
f (·), ϕv

f (·) with context tokens to aggregate global audio and spatial visual
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features from the raw input and align the features with the audio-visual context embeddings as:

{x̂a
i }

na
i=1, {f̂

a
i }

nf

i=1 = {ϕa
f (x

a,f
j ,Xa

f ,X
a
f )}

na+nf

j=1 ,

Xa
f = {xa,f

j }
na+nf

j=1 = [{xa
j }

na
j=1; {fi}

nf

i=1]
(2)

{x̂v
i }

nv
i=1, {f̂

v
i }

nf

i=1 = {ϕa
f (x

v,f
j ,Xv

f ,X
v
f )}

nv+nf

j=1 ,

Xv
f = {xv,f

j }
nv+nf

j=1 = [{xv
j}

nv
j=1; {fi}

nf

i=1]
(3)

where [ ; ] denotes the concatenation operator. x̂av
i ∈ R1×D, and D is the dimension of embeddings.

Note that {f̂ai }
nf

i=1 and {f̂vi }
nf

i=1 will not be used as the newly updated context tokens. The self-
attention operators ϕa

f (·) and ϕv
f (·) based on joint audio-visual encoding are formulated as:

ϕa
f (x

a,f
j ,Xa

f ,X
a
f ) = Softmax(

xa,f
j Xa

f
⊤

√
D

)Xa
f

ϕv
f (x

v,f
j ,Xv

f ,X
v
f ) = Softmax(

xv,f
j Xv

f
⊤

√
D

)Xv
f

(4)

In each single-modality transformer block, we aggregate unimodal features with the context tokens
{fi}

nf

i=1 for joint audio-visual encoding.

3.3 MULTI-MODAL INTERACTION BLOCKS FOR DENSE FUSION

To enhance the integration facilitated by fusion tokens, our model includes multi-modal interaction
blocks strategically positioned within the transformer framework. These blocks are designed to create
dense interactions between the modality-specific patches and the fusion tokens. They employ a series
of mixed attention layers where both intra- and inter-modal interactions are computed. This ensures
that each token not only aggregates information from its modality but also learns from the other,
creating a rich, interconnected feature space.

With the benefit of the aforementioned learnable fusion tokens, we propose a novel and explicit
mechanism with multi-modal blocks for dense context interactions. Specifically, based on learnable
fusion tokens {fi}

nf

i=1 and raw audio-visual representations, we apply multi-modal blocks with fusion
interaction operators ϕav

f (·) to aggregate global audio and spatial visual features with the audio-visual
fusion embeddings as:

{f̂i}
nf

i=1 = {ϕav
ef (fi,X

av,Xav)}nf

i=1,

Xav = {xav
j }

na+nv
j=1 = [{xa

j }
na
j=1; {x

v
j}

nv
j=1]

(5)

where [ ; ] denotes the concatenation operator. f̂i ∈ R1×D, and D is the dimension of embeddings.
The self-attention operator ϕav

f (·) of multi-modal blocks based on dense context interactions is
formulated as:

ϕav
f (fi,X

av,Xav) = Softmax(
fiX

av⊤
√
D

)Xav (6)

In each context interaction block, we update the context tokens as {f̂i}
nf

i=1 for the input to the next
interaction block to propagate cross-modal fused features. For audio and visual tokens, we use the
self-attention transformers ϕa(·), ϕv(·) to update audio and visual features separately for unimodal
outputs defined in Eq. 1. Note that those multi-modal interaction blocks are also used for fine-tuning
to improve the quality of trained audio-visual representations.

During the forward pass, audio and visual information is simultaneously processed through their
respective paths. The multi-modal blocks facilitate a dynamic exchange of information, allowing
the model to adjust and refine its understanding of the environment in real time. This is critical
for environments where auditory and visual cues are highly dependent on each other, such as
navigating through crowded or dynamically changing spaces. This methodological framework lays
the groundwork for an integrated and efficient processing of audio-visual data, essential for the robust
performance of navigation tasks in complex 3D environments. Subsequent sections will delve into
the experimental setup, implementation details, and the comprehensive evaluation of our approach.
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3.4 EXTENSION TO MAMBA-BASED FUSION BLOCKS

Building upon the foundational theory of State Space Models (SSMs) (Gu et al., 2022) and the
Mamba (Gu & Dao, 2023) framework, we introduce the novel Mamba-based Fusion Blocks within
our audio-visual navigation architecture. This extension is designed to address the computational
bottlenecks typically encountered in transformer architectures, particularly those related to the
quadratic complexity with respect to the length of the token sequence.

Traditional transformers exhibit quadratic computational complexity in terms of the sequence length,
which becomes a limiting factor when dealing with large input sequences (e.g., 392 tokens in
our experiments). To mitigate this, we integrate the Mamba framework into our fusion strategy.
Mamba models, which utilize a linearized approach to handling sequences through structured global
convolutions, offer a promising alternative to traditional methods by achieving linear computational
complexity. Incorporating Mamba into our fusion blocks involves replacing the typical multi-head
attention mechanism of transformers with a Mamba-based processing unit.

The replacement of traditional attention with Mamba-based fusion significantly reduces the computa-
tional overhead. By transforming the state-space representations into a structured global convolution
format, the complexity reduces from O(n2) to O(n), where n is the sequence length. This reduction
is crucial for scaling to larger datasets and more complex navigation tasks without compromising on
processing speed or accuracy.

3.5 GENERALIZATION TO REAL-WORLD ENVIRONMENTS

One of the primary goals of our work is to show that FAVEN is not only effective within controlled
experimental settings but also capable of generalizing to real-world environments. In this section, we
outline our approach to real-world testing and demonstrate its practical applicability.

Figure 4: Illustration of the audio-
visual embodied navigation for a real-
world environment. We aim to find the
sound source when starting from the
living room in this apartment.

Environment Setup. In a real-world scenario, we have an apart-
ment with a desk in the bedroom where a clock on a Mac com-
puter emits periodic sounds. To achieve a realistic navigation
task, we applied Blender (Denninger et al., 2023) to extract ac-
curate camera parameters to create a spatial representation that
our model could interpret. This setup aimed to mimic real-life
conditions where depth cues and spatial audio play critical roles
in navigating toward a sound source. In addition to audio and
visual inputs, our model integrates depth information, which
is crucial for navigating real environments. Specifically, we
adopted Depth Anything (Yang et al., 2024) models to extract
depth maps for a 3D understanding of the space, facilitating
obstacle avoidance and efficient navigation. This integration
showcases the model’s ability to leverage and fuse multi-modal
data for enhanced spatial awareness and decision-making. In
this real-world scenario, the task was to navigate to the sound
emitted by the clock on the computer, situated on a desk in
the bedroom. Remarkably, our model successfully completed
the audio-visual embodied navigation task in 21 seconds, a significant improvement over previous
methods (Chen et al., 2020; 2021; 2023), which failed to reach the sound source for completing the
task. The demo is provided in the supplementary material for review.

Discussion. The efficiency of FAVEN in this real-world test is attributed to its robust early fusion
mechanism, which processes and integrates audio, visual, and depth cues from the start, allowing
the agent to make swift and accurate navigational decisions. This is in contrast to other methods
that may struggle with integrating multi-modal data, resulting in delayed responses and sub-optimal
navigation. The successful navigation of FAVEN in this real-world scenario provides its potential
for practical applications, particularly in environments where rapid and reliable navigation is crucial.
It also highlights the model’s versatility and adaptability to various real-world settings, bolstered
by its capability to handle complex multi-modal sensory data effectively. This experiment serves as
proof of concept that our approach can extend beyond laboratory conditions and provide substantial
benefits for everyday practical use.
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Table 1: Comparison results of audio-visual navigation on Replica dataset.

Method Heard Unheard
SNA ↑ SR ↑ SPL ↑ SNA ↑ SR ↑ SPL ↑

Random Agent (Chen et al., 2021) 1.8 18.5 4.9 1.8 18.5 4.9
Direction Follower (Chen et al., 2021) 41.1 72.0 54.7 8.4 17.2 11.1
Frontier Waypoints (Chen et al., 2021) 35.2 63.9 44.0 5.1 14.8 6.5
Supervised Waypoints (Chen et al., 2021) 48.5 88.1 59.1 10.1 43.1 14.1
Gan et al. (Gan et al., 2020b) 47.9 83.1 57.6 5.7 15.7 7.5
AV-Nav (Chen et al., 2020) 52.7 94.5 78.2 16.7 50.9 34.7
AV-WaN (Chen et al., 2021) 70.7 98.7 86.6 27.1 52.8 34.7
ORAN (Chen et al., 2023) 70.1 96.7 84.2 36.5 60.9 46.7
FAVEN (ours) 76.8 99.7 94.6 44.5 67.8 53.2

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

In this section, we describe the experimental settings used to evaluate the performance of our
proposed FAVEN architecture for faster audio-visual embodied navigation in 3D environments. Our
experiments are designed to demonstrate the effectiveness of our approach, which is based on early
fusion and multi-modal interaction transformer blocks, in integrating audio and visual modalities.

Datasets. Our evaluation utilizes two major 3D environment datasets. Replica (Straub et al., 2019)
is a dataset known for its high-fidelity scans of indoor environments, which provides a diverse
range of audio-visual scenarios. This dataset helps in testing the robustness of our model against
intricate spatial layouts with varying acoustic properties. Matterport3D (Chang et al., 2017) comprises
numerous real-world spaces, offering a broader array of environmental dynamics and architectural
diversity, which challenges the adaptability and scalability of our approach.

Evaluation Metrics. We employ three primary metrics to quantify the performance of our navigation
model: 1) Success Rate (SR): measures the fraction of episodes where the agent successfully stops at
the precise audio goal location. 2) Success weighted by Path Length (SPL): provides a normalized
measure of success rate that accounts for the inverse of the path length, emphasizing efficiency in
navigation. 3) Success weighted by Number of Actions (SNA): focuses on the number of actions
taken, penalizing excessive rotations or unnecessary movements that do not contribute to successful
navigation. These metrics are designed to assess not only the accuracy of the endpoint but also the
efficiency and decision-making process of the navigation strategy.

Implementation. Our model is implemented using PyTorch (Paszke et al., 2019). We utilize an
Adam (Kingma & Ba, 2014) optimizer with a learning rate of 1e − 4 and train our models for up
to 30 epochs. The audio and visual transformers consist of 6 layers each, with a hidden dimension
of 512 and 8 attention heads. Early fusion tokens are introduced at each layer, allowing dynamic
interaction and integration of multi-modal data throughout the training process.

4.2 COMPARISON TO PRIOR WORK

In this work, we propose a novel and effective framework for audio-visual embodied navigation in 3D
environments. In order to demonstrate the effectiveness of the proposed FAVEN, we comprehensively
compare it to the previous audio-visual embodied navigation baselines (Chen et al., 2020; 2021; Gan
et al., 2020b; Chen et al., 2023).

For the Replica dataset, we report the quantitative comparison results in Table 1. As can be seen, we
achieve the best results regarding all metrics for both heard and unheard settings compared to previous
audio-visual navigation approaches. In particular, the proposed FAVEN superiorly outperforms
ORAN (Chen et al., 2023), the current state-of-the-art audio-visual navigation baseline, by 5.1
SNA@Heard & 2.8 SR@Heard & 9.3 SPL@Heard and 6.1 SNA@Unheard & 4.8 SR@Unheard &
3.6 SPL@Unheard on two settings. Furthermore, we achieve significant performance gains compared
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Table 2: Comparison results of audio-visual navigation on Matterport3D dataset.

Method Heard Unheard
SNA ↑ SR ↑ SPL ↑ SNA ↑ SR ↑ SPL ↑

Random Agent (Chen et al., 2021) 0.8 9.1 2.1 0.8 9.1 2.1
Direction Follower (Chen et al., 2021) 23.8 41.2 32.3 10.7 18.0 13.9
Frontier Waypoints (Chen et al., 2021) 22.2 42.8 30.6 8.1 16.4 10.9
Supervised Waypoints (Chen et al., 2021) 16.2 36.2 21.0 2.9 8.8 4.1
Gan et al. (Gan et al., 2020b) 17.1 37.9 22.8 3.6 10.2 5.0
AV-Nav (Chen et al., 2020) 32.6 71.3 55.1 12.8 40.1 25.9
AV-WaN (Chen et al., 2021) 54.8 93.6 72.3 30.6 56.7 40.9
ORAN (Chen et al., 2023) 57.7 93.5 73.7 35.3 59.4 50.8
FAVEN (ours) 62.3 96.8 83.6 40.2 65.3 55.7

to AV-WaN (Chen et al., 2021), the current state-of-the-art waypoints-based baseline, which indicates
the importance of incorporating cross-modal interactions from early stages in audio-visual transformer
blocks as guidance for audio-visual navigation. Meanwhile, the advantage between our FAVEN and
the performance of AV-Nav (Chen et al., 2020) using all data for training is the largest compared
to state-of-the-art baselines. These significant improvements demonstrate the superiority of our
approach in audio-visual embodied navigation.

In addition, significant gains in Matterport3D benchmark can be observed in Table 2. Compared to
AV-WaN (Chen et al., 2021), the current state-of-the-art waypoints-based method, we achieve the
results gains of 7.5 SNA@Heard & 3.2 SR@Heard & 11.3 SPL@Heard and 9.6 SNA@Unheard & 8.6
SR@Unheard & 14.8 SPL@Unheard on two settings. Moreover, when evaluated on the challenging
Matterport3D benchmark, the proposed method still outperforms ORAN (Chen et al., 2023) by 4.6
SNA@Heard & 3.3 SR@Heard & 9.9 SPL@Heard and 4.9 SNA@Unheard & 5.9 SR@Unheard &
4.9 SPL@Unheard. We also achieve highly better results against AV-Nav (Chen et al., 2020), the late
fusion network based on separate audio-visual encoders. These results demonstrate the effectiveness
of our approach in learning early interaction semantics from audio and images for audio-visual
navigation.

Agent search time comparison. A critical measure of the effectiveness of our audio-visual early
fusion approach is the reduction in agent search time compared to traditional methods. The exper-
imental results are reported in Figure 1. In our experiments, the agent equipped with our model
significantly reduced the time required to locate a sound source within complex 3D environments.
Specifically, our model achieved an up to 88.8% decrease in search time on the Replica dataset relative
to the best-performing baseline methods. These improvements are attributed to the efficient use of
early fusion tokens, which enhance the agent’s ability to quickly interpret and act upon combined
audio-visual cues, minimizing unnecessary navigation and expediting target location.

These comparisons not only underline the efficacy of our method but also establish a new benchmark
for audio-visual navigation tasks in complex 3D settings.

4.3 EXPERIMENTAL ANALYSIS

In this section, we provide a detailed analysis of the experiments conducted to evaluate the perfor-
mance of our Audio-Visual Early Fusion model for embodied navigation in 3D environments. The
analysis is focused on understanding the contribution of the learnable fusion tokens and multi-modal
interaction blocks, as well as exploring the impact of varying the number of fusion tokens and the
depth of early fusion layers within the model.

Learnable Fusion Tokens & Multi-modal Interaction Blocks & Mamba. To validate the effective-
ness of the learnable fusion tokens (LFT) and multi-modal interaction blocks (MIB), we conducted
ablation studies that measure the performance degradation when each component is removed or
altered. The results in Table 3 indicate that both the fusion tokens and the interaction blocks signifi-
cantly contribute to the model’s ability to integrate audio and visual information effectively. Models
lacking fusion tokens showed a marked decrease in SR and SPL on both heard and unheard settings,
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Table 3: Ablation results of component analysis for learnable fusion tokens (LFT), multi-modal interaction
blocks (MIB), and Mamba on Replica datasets.

LFT MIB Mamba Heard Unheard Search Time ↓
SNA ↑ SR ↑ SPL ↑ SNA ↑ SR ↑ SPL ↑ (s)

✗ ✗ ✗ 70.7 98.7 86.6 27.1 52.8 34.7 330
✗ ✓ ✗ 73.7 99.2 89.3 29.8 55.2 37.5 190
✓ ✓ ✗ 75.2 99.5 93.5 42.6 65.7 50.3 37
✓ ✓ ✓ 76.8 99.7 94.6 44.5 67.8 53.2 21

Table 4: Ablation analysis of learnable fusion tokens and the number of early fusion layers in navigation on
Replica dataset. nav, na, nv denote the number of fusion tokens for audio-visual, audio, and visual, separately.

(a) Learnable fusion tokens.

nav na nv
Heard Unheard

SNA ↑ SR ↑ SPL ↑ SNA ↑ SR ↑ SPL ↑
1 3 3 74.1 99.0 90.6 37.5 62.9 47.6
3 3 3 74.5 99.4 91.7 40.7 63.8 48.5
6 3 3 75.2 99.5 93.5 42.6 65.7 50.3

12 3 3 75.1 99.4 93.3 42.3 65.4 50.1
6 1 1 74.6 99.2 92.5 41.5 64.2 49.3
6 6 6 74.9 99.3 92.7 42.1 65.1 49.8
6 12 12 74.3 99.1 91.2 39.8 63.1 48.2

(b) Number of early fusion layers.

# Layers Heard Unheard
SNA ↑ SR ↑ SPL ↑ SNA ↑ SR ↑ SPL ↑

0 73.7 99.1 89.3 29.8 55.2 37.5
1 74.0 99.2 90.2 32.3 58.6 42.7
3 74.3 99.2 91.1 37.9 62.4 47.5
6 74.7 99.3 91.9 41.3 63.8 49.2
9 75.2 99.5 93.5 42.6 65.7 50.3
12 75.1 99.4 93.2 42.3 65.2 50.1

confirming that these tokens play a crucial role in capturing and synthesizing modality-specific
information early in the processing pipeline. Similarly, removing or simplifying the multi-modal in-
teraction blocks resulted in poorer performance metrics, underscoring their importance in facilitating
dynamic and rich inter-modal exchanges necessary for accurate navigation.

Impact of the number of fusion tokens. We further experimented with different configurations of
fusion tokens to find the optimal number for effective performance. Initially, models were equipped
with varying numbers from 1 to 10 fusion tokens per transformer block. The empirical results in
Table 4a suggest a performance peak with 3 fusion tokens, beyond which additional tokens do not
yield significant improvements. This observation aligns with the diminishing returns seen in models
overloaded with parameters, where the complexity does not necessarily translate to better real-world
performance.

Impact of the number of early fusion layers. The depth of early fusion—defined by the number
of transformer layers in which audio and visual data are integrated from the start—also plays a
critical role in performance. Our experiments varied the depth from 1 to all layers of the transformer.
The results in Table 4b consistently showed that deeper integration (up to 9 layers) enhances the
navigational accuracy and efficiency, as evidenced by higher SPL and SNA scores. However,
extending fusion to all layers did not lead to significant gains, possibly due to overfitting on the
training data or excessive entanglement of features, which might obscure useful modality-specific
details. These analyses not only validate the architectural choices made in designing our model
but also provide insights into the critical balance required in multi-modal learning systems. The
findings from these studies will guide future improvements and refinements in the field of audio-visual
navigation.

Qualitative visualizations. To complement our quantitative findings, we present qualitative visual-
izations that illustrate the navigation efficiency and decision-making process of our model, as shown
in Figure 5. These visualizations include trajectory plots that compare the paths taken by our model
against traditional late fusion models. For example, in a scenario within the Replica environment,
our agent navigates fast toward the audio source with minimal deviation, while the baseline model
could exhibit several erroneous turns and backtracks. These visualizations not only demonstrate the
practical navigation superiority of our approach but also provide intuitive insights into the dynamic
processing capabilities of our early fusion method.
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Video Depth FavEN (ours) 

AV-Nav AV-WaN ORAN 

Figure 5: Qualitative visualizations of audio-visual embodied navigation. FAVEN achieves much faster results
with a decent search path. The arrow in a circle denotes the direction of an agent, while the blue and green lines
denote the predicted and ground-truth navigation path separately.

5 CONCLUSION

In this work, we present FAVEN, a novel architecture for faster audio-visual embodied navigation in
3D environments. This approach aims to enhance the integration of audio and visual information
at the earliest stages of processing. Through the adoption of learnable fusion tokens and multi-
modal interaction blocks within a transformer-based architecture, our model effectively captures and
synthesizes the complementary modalities to improve navigation performance in complex 3D spaces.
Our experimental results on the Replica and Matterport3D datasets demonstrate the superiority of
our approach over traditional later fusion techniques. By implementing early fusion, our model not
only achieved higher SR but also outperformed benchmarks in terms of SPL and SNA metrics. These
metrics collectively highlight the efficiency and efficacy of our method in navigating accurately and
economically within varied environments. Further analyses, including ablation studies on the number
of fusion tokens and the depth of early fusion layers, provided valuable insights into the optimal
configurations for our fusion strategy. These studies demonstrated that a balanced approach to the
integration of modalities leads to more robust and adaptable navigation solutions.

Limitations. Despite the significant improvements in our work, we have some limitations that need
further exploration. Our approach heavily relies on the quality and synchronization of audio and
visual inputs. In real-world scenarios, variations in sensor quality or discrepancies in synchronization
could affect the performance of our model. The effectiveness of the fusion process is contingent on
the accuracy and reliability of the input data, which may not always be consistent in less controlled
environments. Meanwhile, our current model integrates only audio and visual data. Extending our
approach to include other modalities, such as olfactory or tactile information, could provide a more
holistic sensory experience and potentially improve navigational accuracy. However, the scalability of
our early fusion architecture to efficiently incorporate more modalities without a substantial increase
in complexity or loss of performance is still untested. These limitations highlight the need for ongoing
improvements to our model’s robustness and adaptability. In future work, we can focus on optimizing
the computational efficiency, enhancing the model’s ability to handle variable input quality, and
expanding the range of environments and modalities to which our approach can effectively adapt.

Broader Impact. Our findings from this work open several avenues for future work. One potential
direction is the exploration of different types of fusion mechanisms that could further optimize
the interaction between audio and visual cues. Additionally, extending our model to include other
sensory modalities, such as olfactory or tactile information, could provide even richer environmental
interactions and more nuanced navigation capabilities. Ultimately, our work contributes to the
growing field of embodied AI by demonstrating that early fusion of audio and visual data can
significantly enhance the operational dynamics of autonomous agents in complex, real-world settings.
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Albert Gu, Karan Goel, and Christopher Ré. Efficiently modeling long sequences with structured
state spaces. In Proceedings of International Conference on Learning Representations (ICLR),
2022. 6

Kaiming He, Xinlei Chen, Saining Xie, Yanghao Li, Piotr Dollár, and Ross B. Girshick. Masked
autoencoders are scalable vision learners. arXiv preprint arXiv:2111.06377, 2021. 15

John Hershey and Michael Casey. Audio-visual sound separation via hidden markov models. Ad-
vances in Neural Information Processing Systems, 14, 2001. 2

Di Hu, Feiping Nie, and Xuelong Li. Deep multimodal clustering for unsupervised audiovisual
learning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 9248–9257, 2019. 2

Po-Yao Huang, Hu Xu, Juncheng Li, Alexei Baevski, Michael Auli, Wojciech Galuba, Florian Metze,
and Christoph Feichtenhofer. Masked autoencoders that listen. In Proceedings of Advances In
Neural Information Processing Systems (NeurIPS), 2022. 15

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014. 7, 15

Bruno Korbar, Du Tran, and Lorenzo Torresani. Cooperative learning of audio and video models from
self-supervised synchronization. In Proceedings of Advances in Neural Information Processing
Systems (NeurIPS), 2018. 2

Yan-Bo Lin and Yu-Chiang Frank Wang. Audiovisual transformer with instance attention for audio-
visual event localization. In Proceedings of the Asian Conference on Computer Vision (ACCV),
2020. 2

Yan-Bo Lin, Yu-Jhe Li, and Yu-Chiang Frank Wang. Dual-modality seq2seq network for audio-visual
event localization. In IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 2002–2006, 2019. 2

12

https://doi.org/10.21105/joss.04901


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Yan-Bo Lin, Hung-Yu Tseng, Hsin-Ying Lee, Yen-Yu Lin, and Ming-Hsuan Yang. Exploring cross-
video and cross-modality signals for weakly-supervised audio-visual video parsing. In Proceedings
of Advances in Neural Information Processing Systems (NeurIPS), 2021. 2

Lina Mezghani, Sainbayar Sukhbaatar, Thibaut Lavril, Oleksandr Maksymets, Dhruv Batra, Piotr
Bojanowski, and Karteek Alahari. Memory-augmented reinforcement learning for image-goal
navigation. In Proceedings of IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS), 2022. 1, 2

Shentong Mo and Pedro Morgado. Localizing visual sounds the easy way. In Proceedings of
European Conference on Computer Vision (ECCV), pp. 218–234, 2022. 15

Shentong Mo and Yapeng Tian. Multi-modal grouping network for weakly-supervised audio-visual
video parsing. In Proceedings of Advances in Neural Information Processing Systems (NeurIPS),
2022. 2

Pedro Morgado, Nuno Vasconcelos, Timothy Langlois, and Oliver Wang. Self-supervised generation
of spatial audio for 360 video. In Advances in Neural Information Processing Systems (NeurIPS),
2018. 2

Pedro Morgado, Yi Li, and Nuno Vasconcelos. Learning representations from audio-visual spatial
alignment. In Proceedings of Advances in Neural Information Processing Systems (NeurIPS), pp.
4733–4744, 2020. 2

Pedro Morgado, Ishan Misra, and Nuno Vasconcelos. Robust audio-visual instance discrimination. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 12934–12945, 2021a. 2

Pedro Morgado, Nuno Vasconcelos, and Ishan Misra. Audio-visual instance discrimination with
cross-modal agreement. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 12475–12486, June 2021b. 2

Arsha Nagrani, Shan Yang, Anurag Arnab, Aren Jansen, Cordelia Schmid, and Chen Sun. Attention
bottlenecks for multimodal fusion. In Proceedings of Advances in Neural Information Processing
Systems (NeurIPS), 2021. 3

Andrew Owens and Alexei A. Efros. Audio-visual scene analysis with self-supervised multisensory
features. In Proceedings of the European Conference on Computer Vision (ECCV), pp. 631–648,
2018. 3

Andrew Owens, Jiajun Wu, Josh H. McDermott, William T. Freeman, and Antonio Torralba. Ambient
sound provides supervision for visual learning. In Proceedings of the European Conference on
Computer Vision (ECCV), pp. 801–816, 2016. 2

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward
Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner,
Lu Fang, Junjie Bai, and Soumith Chintala. PyTorch: An imperative style, high-performance deep
learning library. In Proceedings of Advances in Neural Information Processing Systems (NeurIPS),
pp. 8026–8037, 2019. 7

Nikolay Savinov, Alexey Dosovitskiy, and Vladlen Koltun. Semi-parametric topological memory
for navigation. In Proceedings of International Conference on Learning Representations (ICLR),
2018. 1, 2

Arda Senocak, Tae-Hyun Oh, Junsik Kim, Ming-Hsuan Yang, and In So Kweon. Learning to localize
sound source in visual scenes. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 4358–4366, 2018. 2

Dhruv Shah, Benjamin Eysenbach, Gregory Kahn, Nicholas Rhinehart, and Sergey Levine. Ving:
Learning open-world navigation with visual goals. In Proceedings of IEEE International Confer-
ence on Robotics and Automation (ICRA), 2021. 1, 2

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Julian Straub, Thomas Whelan, Lingni Ma, Yufan Chen, Erik Wijmans, Simon Green, Jakob J. Engel,
Raul Mur-Artal, Carl Ren, Shobhit Verma, Anton Clarkson, Mingfei Yan, Brian Budge, Yajie Yan,
Xiaqing Pan, June Yon, Yuyang Zou, Kimberly Leon, Nigel Carter, Jesus Briales, Tyler Gillingham,
Elias Mueggler, Luis Pesqueira, Manolis Savva, Dhruv Batra, Hauke M. Strasdat, Renzo De Nardi,
Michael Goesele, Steven Lovegrove, and Richard Newcombe. The Replica dataset: A digital
replica of indoor spaces. arXiv preprint arXiv:1906.05797, 2019. 2, 7

Yapeng Tian, Jing Shi, Bochen Li, Zhiyao Duan, and Chenliang Xu. Audio-visual event localization
in unconstrained videos. In Proceedings of European Conference on Computer Vision (ECCV),
2018. 2

Yapeng Tian, Dingzeyu Li, and Chenliang Xu. Unified multisensory perception: Weakly-supervised
audio-visual video parsing. In Proceedings of European Conference on Computer Vision (ECCV),
pp. 436–454, 2020. 2

Yu Wu and Yi Yang. Exploring heterogeneous clues for weakly-supervised audio-visual video parsing.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp.
1326–1335, 2021. 2

Yu Wu, Linchao Zhu, Yan Yan, and Yi Yang. Dual attention matching for audio-visual event
localization. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), pp.
6291–6299, 2019. 2

Lihe Yang, Bingyi Kang, Zilong Huang, Xiaogang Xu, Jiashi Feng, and Hengshuang Zhao. Depth
anything: Unleashing the power of large-scale unlabeled data. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2024. 6

Hang Zhao, Chuang Gan, Andrew Rouditchenko, Carl Vondrick, Josh McDermott, and Antonio
Torralba. The sound of pixels. In Proceedings of the European Conference on Computer Vision
(ECCV), pp. 570–586, 2018. 2

Hang Zhao, Chuang Gan, Wei-Chiu Ma, and Antonio Torralba. The sound of motions. In Proceedings
of the IEEE/CVF International Conference on Computer Vision (ICCV), pp. 1735–1744, 2019. 2

Yuke Zhu, Roozbeh Mottaghi, Eric Kolve, Joseph J. Lim, Abhinav Gupta, Li Fei-Fei, and Ali Farhadi.
Target-driven visual navigation in indoor scenes using deep reinforcement learning. In Proceedings
of IEEE International Conference on Robotics and Automation (ICRA), 2016. 1, 2

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

Algorithm 1 Algorithm for FAVEN

Require: Audio spectrograms a ∈ RA×(Pa×Pa), Video frames v ∈ R(V×I)×(3×Pv×Pv)

Ensure: Navigational actions for reaching the target
1: Initialize audio and visual encoders ϕa, ϕv

2: Extract audio patches Xa ← Patchify(a)
3: Extract visual patches Xv ← Patchify(v)
4: Initialize learnable fusion tokens {fi}

nf

i=1
5: for each layer l in ϕa, ϕv do
6: Xa ← ϕa(Layerl(X

a))
7: Xv ← ϕv(Layerl(X

v))
8: Update and aggregate fusion tokens:
9: {fi} ← FusionUpdate(Xa,Xv, {fi})

10: Integrate audio and visual features:
11: Xav ← Concatenate(Xa,Xv, {fi})
12: Apply multi-modal interaction:
13: Xav ← ϕav

f (Xav)

14: Generate path planning decisions based on Xav

15: Execute navigation actions

APPENDIX

In this appendix, we provide the following material:

• addition implementation details in Section A,

• algorithm for FAVEN in Section B,

• additional experimental analyses on learnable fusion tokens in Section C,

• additional qualitative visualization results in Section D,

• a demo to show high-quality and fast navigation path generation in Section E,

• additional discussions on limitations and broader impact in Section F.

A IMPLEMENTATION DETAILS

In this section, we provide more implementation details. The input images are resized into a 224×224
resolution. The audio is represented by log spectrograms extracted from 3s of audio at a sample rate
of 8000Hz. We follow the prior work (Mo & Morgado, 2022) and apply STFT to generate an input
tensor of size 128× 128 (128 frequency bands over 128 timesteps) using 50ms windows with a hop
size of 25ms. For the audio and visual encoder, we use the single-modality MAEs (He et al., 2021;
Huang et al., 2022) to initialize the visual encoder using weights pre-trained on ImageNet (Deng et al.,
2009) and audio encoder pre-trained on AudioSet (Gemmeke et al., 2017). Unless other specified,
the depth for multimodal blocks was set to 12. The models were trained for 100 epochs using the
Adam optimizer (Kingma & Ba, 2014) with a learning rate of 1e− 4 and a batch size of 128.

B ALGORITHM FOR FAVEN

In this part, we provide a detailed step-by-step breakdown of the algorithm, emphasizing the dynamics
of early audio-visual integration and subsequent processing. The core algorithm of FAVEN, our fast
audio-Visual embodied navigation approach, involves integrating audio and visual data from the
initial stages of input processing, through the application of learnable fusion tokens and multi-modal
interaction blocks. Algorithm 1 outlines the process from initial data preprocessing to final decision-
making, emphasizing the dynamic data integration facilitated by our multi-modal interaction blocks.
The Patchify function refers to the extraction of patches from the raw audio and visual inputs, which
are then linearly projected to match the dimensionalities required for processing by the transformer
layers. The FusionUpdate function dynamically updates the learnable fusion tokens based on the
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current states of audio and visual features, promoting an early and efficient integration. The function
ϕav
f represents the application of mixed attention mechanisms within the multi-modal interaction

blocks, allowing for complex intra- and inter-modal interactions necessary for robust navigation
decision-making.

C ADDITIONAL EXPERIMENTAL ANALYSES

In this section, we conducted further experimental analyses to analyze two critical aspects of our
system: the number of learnable fusion tokens and the depth of early fusion within the transformer
layers. These studies were designed to evaluate how variations in these parameters affect the overall
performance of the navigation system.

Number of Fusion Tokens. The configuration of fusion tokens plays a significant role in the system’s
ability to process and synthesize audio-visual data effectively, specifically, how many to integrate
within each transformer block. We tested configurations varying from a single token to twelve
tokens per modality in the transformer blocks. As illustrated in Table 4a, which provides a detailed
breakdown of these configurations, we observed optimal performance with three fusion tokens per
modality. This setup achieved the best balance between complexity and performance, reflected in
higher SNA and SPL scores under both heard and unheard conditions. Interestingly, increasing the
number of fusion tokens beyond three did not result in proportional gains in performance and, in
some cases, led to a decrease in SPL and SNA scores. This suggests a point of diminishing returns,
where additional tokens may introduce unnecessary complexity and redundancy, potentially leading
to overfitting or less efficient training dynamics.

Number of Early Fusion Layers. The depth of early fusion—the number of transformer layers
that integrate audio and visual data from the very beginning—is crucial for determining the system’s
efficacy in leveraging multimodal data for navigation. Our experiments tested various depths, from no
early fusion (using separate modalities throughout all layers) to full fusion across all layers. Results,
summarized in Table 4b, indicate that increasing the number of early fusion layers generally improves
the system’s performance, with the peak performance observed at nine layers. Beyond nine layers, we
did not observe significant improvements; indeed, the performance slightly tapers off, which could
be attributed to the potential for feature entanglement. When too many layers are involved in early
fusion, it may lead to a blending of audio and visual cues that obscures rather than clarifies the distinct
contributions of each modality, thus impeding the system’s ability to make effective navigational
decisions.

These findings underscore the necessity of a balanced approach to the integration of modalities in
audio-visual navigation systems. While early fusion provides a powerful mechanism for leveraging
multimodal data, there is a complex interplay between the number of fusion points (tokens) and the
depth of their integration (layers). Optimizing these factors is crucial for designing efficient, effective
systems capable of performing complex navigation tasks in dynamic environments. The insights
gained from these ablation studies are invaluable for directing future research in the field. They
suggest that while early fusion is beneficial, its implementation must be carefully calibrated to avoid
diminishing returns and potential performance degradation. These results will guide the development
of more sophisticated audio-visual navigation systems that are not only robust and effective but also
computationally efficient.

D QUALITATIVE VISUALIZATIONS

In this section, we delve deeper into the qualitative aspects of our model’s performance through
comprehensive visualizations in Figure 6, 7, and 8. These visual representations are crucial for
understanding how the model processes and integrates audio-visual data to make navigation decisions.
They also offer insights into the practical implications of our architectural choices.

We provide detailed visualizations of navigation paths taken by the agent in various environments,
illustrating the paths under both the proposed FAVEN and baseline models. These visualizations
are particularly illuminative of the practical benefits of early audio-visual fusion. For instance, in
scenarios featuring complex layouts with multiple potential sources of sound, the agent with FAVEN
demonstrates a more direct and efficient route to the target compared to baselines.
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Each visualization is accompanied by a side-by-side comparison showing the trajectory of the agent.
The trajectories highlight shorter and more direct paths, reduced hesitations at decision points, and
fewer incorrect turns. This directness is especially evident in cluttered or acoustically challenging
environments where the integration of audio cues with visual landmarks leads to superior navigational
strategies. To provide a granular view of the decision-making process, we present frame-by-frame
breakdowns of certain navigation episodes. These breakdowns show the sequential processing of
audio-visual data and the corresponding navigational actions taken by the agent. This step-by-step
analysis helps in understanding how early integration of audio and visual data facilitates quick
and accurate decision-making, improving the agent’s responsiveness to dynamic changes in the
environment. The qualitative visualizations not only validate the quantitative results presented
earlier but also provide an intuitive understanding of why and how early fusion enhances navigation
performance. These visualizations serve as a powerful tool for communicating the effectiveness of
our approach to both technical and non-technical stakeholders, highlighting the practical implications
of our research in real-world settings.

E DEMO

We provide a demo video available at an anonymous website https://fastaven.github.
io/, showcasing the capability of FAVEN to generate high-quality and fast navigation paths in
real-time. The demo highlights various challenging scenarios and the agent’s response using our
method, offering a direct view of the model’s performance in dynamic settings.

F MORE DISCUSSIONS

In this section, we expand on the limitations discussed in the main paper and explore the broader
impacts of our work, including potential societal implications and ethical considerations of deploying
autonomous navigation systems in public environments. We discuss how our research could influence
future developments in robotics, aiming to foster responsible innovation and use of technology.

F.1 LIMITATIONS

While our FAVEN has demonstrated significant advancements in audio-visual embodied navigation
tasks, several limitations are noted:

• Sensitivity to Input Quality: The performance of FAVEN heavily relies on the quality and
synchronization of the input audio and visual data. In scenarios where the input data is of
poor quality or improperly synchronized, the system’s ability to accurately interpret and
respond to environmental cues may be compromised.

• Computational Demand: The early fusion approach requires significant computational
resources due to the simultaneous processing of audio and visual data. This may limit the
deployment of our system in real-time applications on low-power devices or platforms with
restricted computational capabilities.

• Generalization Across Environments: While tested extensively on datasets like Replica
and Matterport3D, the generalizability of our method to other, perhaps more variable
environments remains an open question. Environments with radically different acoustic or
visual properties might pose challenges not accounted for in the current system.

• Scalability to Additional Modalities: The current model integrates audio and visual inputs
efficiently; however, incorporating additional sensory modalities (like olfactory or tactile
sensors) could complicate the fusion process, potentially reducing the system’s efficiency or
effectiveness.

F.2 BROADER IMPACT

The proposed FAVEN contributes to the field of embodied AI and has several broader impacts:
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• Enhanced Accessibility: By improving the efficiency and accuracy of navigation tasks, our
method could enhance robotic applications in accessibility technology, helping people with
disabilities navigate more independently in complex environments.

• Environmental Understanding: The advanced integration of multimodal sensory informa-
tion can contribute to better environmental understanding, which is crucial for autonomous
systems operating in dynamic, real-world settings. This could benefit applications ranging
from autonomous vehicles to mobile robotics in disaster response scenarios.

• Ethical Considerations: The deployment of autonomous agents in public spaces raises
important ethical considerations, including privacy and safety. The ability of these systems
to interpret complex sensory data must be balanced with the need to ensure they do not
inadvertently compromise individual privacy or safety.

• Promotion of Multidisciplinary Research: Our work demonstrates the value of interdisci-
plinary approaches, combining insights from robotics, artificial intelligence, and sensory
processing. This can encourage further collaboration across these fields to address complex
problems in novel ways.

As FAVEN continues to evolve, these discussions will guide the responsible development and
application of this and similar technologies, ensuring that they not only perform effectively but also
contribute positively to society.
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Figure 6: Qualitative visualizations of audio-visual embodied navigation. FAVEN achieves much faster results
with a decent search path. The arrow in a circle denotes the direction of an agent, while the blue and green lines
denote the predicted and ground-truth navigation path separately.
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Figure 7: Qualitative visualizations of audio-visual embodied navigation. FAVEN achieves much faster results
with a decent search path. The arrow in a circle denotes the direction of an agent, while the blue and green lines
denote the predicted and ground-truth navigation path separately.
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Figure 8: Qualitative visualizations of audio-visual embodied navigation. FAVEN achieves much faster results
with a decent search path. The arrow in a circle denotes the direction of an agent, while the blue and green lines
denote the predicted and ground-truth navigation path separately.
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