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Abstract
While recent studies explore Large Language001
Models’ (LLMs) performance on Theory of002
Mind (ToM) reasoning tasks, research on ToM003
abilities that require more nuanced social con-004
text is limited, such as white lies. We intro-005
duce TactfulToM, a novel English benchmark006
designed to evaluate LLMs’ ability to under-007
stand white lies within real-life conversations008
and reason about prosocial motivations behind009
them, particularly used to spare others’ feelings010
and maintain social harmony. Our benchmark011
is generated through a multi-stage human-in-012
the-loop pipeline where LLMs expand manu-013
ally designed seed stories into conversations to014
maintain the information asymmetry between015
participants necessary for authentic white lies.016
We show that TactfulToM is challenging for017
state-of-the-art models, which perform substan-018
tially below humans, revealing shortcomings019
in their ability to fully comprehend the ToM020
reasoning that enables true understanding of021
white lies.022

1 Introduction023

Theory of Mind (ToM) is the cognitive ability to024

impute mental states to oneself and others, and to025

use these inferred mental representations to pre-026

dict and explain behaviors (Premack and Woodruff,027

1978; Baron-Cohen et al., 1985). This ability is rec-028

ognized as a foundation for effective social interac-029

tions and a pillar of common sense reasoning (Lake030

et al., 2017), which is crucial for developing human-031

level AI systems. Modern LLMs like GPT (Hurst032

et al., 2024) and DeepSeek (DeepSeek-AI, 2025)033

have demonstrated remarkable reasoning capabil-034

ities in structured domains such as mathematics035

and programming, yet research consistently reveals036

significant gaps between human and LLMs in ToM037

tasks, especially when applied to realistic social038

scenarios (Chen et al., 2024; Gu et al., 2024).039

Among the various sub-abilities of ToM, un-040

derstanding white lies, intentional falsehoods told041

Figure 1: An excerpt from a question set in TactfulToM.

specifically to protect others’ feelings, represents 042

a particularly complex aspect that combines be- 043

lief tracking with emotional sensitivity (Beaudoin 044

et al., 2020; Abdollahi et al., 2022). The ability 045

to detect white lies and understand their emotional 046

motivations becomes essential for developing safe 047

and appropriately responsive AI tools, especially 048

as LLM tools are increasingly deployed in domains 049

requiring emotional intelligence, such as educa- 050

tional tutoring, medical consultation, and caregiv- 051

ing. Despite this importance, white lies remain 052

largely understudied. ToM battery evaluations 053

like ToMBench (Chen et al., 2024) have included 054

white lie tasks but with limitations, only containing 055

20 white lie samples without dialogue interaction. 056

Testing on such small samples is insufficient for 057

reliable evaluation, as minor variations in test cases 058
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can significantly alter results (Ullman, 2023). Addi-059

tionally, using established psychological ToM tests060

risks data contamination that could artificially in-061

flate performance metrics (Shapira et al., 2023a;062

Chen et al., 2024). This creates a critical research063

gap in understanding LLMs’ white lie comprehen-064

sion capabilities despite the significance for AI065

systems to safely operate in nuanced contexts.066

To address this challenge, we introduce Tactful-067

ToM, an English benchmark that aims to evaluate068

LLMs’ ability to understand and reason about white069

lies in real-world conversational contexts, partic-070

ularly focusing on the interplay between decep-071

tive statements and their underlying motivations.072

Our benchmark offers four key contributions: (1) a073

novel decomposition framework that breaks down074

white lies into triplets and role-based information075

asymmetry, enabling manually crafted seed sto-076

ries; (2) high-quality conversations generated via077

human-in-the-loop generation pipeline (avoiding078

biases from direct LLM generation) with strict val-079

idation; (3) a comprehensive evaluation framework080

to test models’ understanding of white lies by com-081

bining mental state tracking questions with both082

established measures from Strange Stories (Happé,083

1994) and our newly designed question types; and084

(4) a diverse dataset of 100 multi-party conversa-085

tions spanning across different white lie classes,086

types, and (falsifiability) difficulty levels, which087

contains 6.7K questions across multiple answer088

formats.089

We evaluate TactfulToM on nine recent LLMs090

from four different families, including both vanilla091

and reasoning models. Through our experiments,092

we uncover gaps between human and AI perfor-093

mance in white lie comprehension. The analysis of094

evaluation results on TactfulToM reveals several in-095

teresting findings: (1) all tested LLMs significantly096

underperform humans, even the best-performing097

ones (DeepSeek families and GPT-4o); (2) Chain-098

of-Thought (CoT) prompting and specialized rea-099

soning models show inconsistent improvements,100

with some models even performing worse than101

vanilla models from the same families; (3) LLMs102

struggle with true white lie understanding and fail103

to grasp the genuine motivations behind white lies;104

and (4) LLMs can track mental states but fail to105

apply them effectively in white lie contexts.106

Our contributions are summarized as follows:1107

• We present a benchmark that tests LLMs’ abil-108

1We will make our scripts and dataset publicly available.

ity to understand white lies in social contexts, 109

filling a research gap in ToM evaluation. 110

• Our dataset covers five white lie classes, two 111

types, and three levels, all constructed effi- 112

ciently using a human-in-the-loop process. 113

• Our analysis reveals limitations in the white 114

lie reasoning capabilities of recent LLMs, pro- 115

viding insights for future model development. 116

2 TactfulToM Design 117

Building upon the white lie test from Strange Sto- 118

ries (Happé, 1994) and previous successful evalua- 119

tions of LLMs’ ToM ability (Kim et al., 2023), we 120

developed a dataset of social conversations captur- 121

ing common white lies in daily life. This section 122

outlines our design considerations and approach (as 123

shown in Figure 2): (1) theoretical requirements 124

informing our design; (2) methodology for struc- 125

turing white lies with triple and role-based infor- 126

mation asymmetric; and (3) evaluation framework 127

for white lie understanding and reasoning. 128

2.1 Theoretic Requirements from ToM Task 129

Designing 130

ToM evaluation requires carefully structured sce- 131

narios that test a model’s ability to accurately at- 132

tribute mental states. Three critical aspects based 133

on Quesque and Rossetti (2020); Kim et al. (2023) 134

are identified: Non-merging Mental States, Non- 135

mentalising, and Elimination of Visual Indicators. 136

Non-merging Mental States A valid evaluation 137

of ToM requires the model to distinguish between 138

its own knowledge and the beliefs of others. In 139

scenarios where one character provides false infor- 140

mation and others either believe the lie or know the 141

truth, the model must infer what a deceived char- 142

acter believes only based on the information avail- 143

able to them, not based on the model’s knowledge. 144

To ensure the non-merging requirement, scenarios 145

must involve multiparty conversations where it is 146

explicitly revealed who knows the truth and the 147

lie. This allows for controlled belief divergence, 148

ensuring that the model must track the different 149

perspectives of each character rather than assuming 150

all characters share the same understanding. We 151

design our benchmark with information asymmetry 152

to enforce this differentiation. 153

Non-mentalising It is crucial not to attribute 154

model success to genuine mentalizing when sim- 155

pler processes can explain the outcome. In white lie 156
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Figure 2: Overview of the dataset construction pipeline for TactfulToM.

scenarios, if a model’s correct answer arises from157

surface-level patterns or word correlations, this ex-158

planation should be prioritized over more complex159

reasoning about mental states. For example, the160

model might correctly identify that a character be-161

lieves a lie, but if this answer is based on word162

associations rather than true mental state reasoning,163

it suggests the model is not engaging with the belief164

system of the character. To address this, we intro-165

duce distractor answers with high word correlation166

to test if the model is relying on deeper reasoning167

rather than simple associations.168

Elimination of Visual Indicators The model169

should also not rely on descriptions of body lan-170

guage, emotions, or visual indicators when infer-171

ring belief states, only linguistic contexts (Premack172

and Woodruff, 1978; Baron-Cohen et al., 1985).173

Relying on such cues would lead to shortcuts that174

allow the model to infer beliefs based on visible in-175

dicators, not through genuine reasoning about what176

another person might believe. Thus, our benchmark177

contains conversational exchanges without any nar-178

rative descriptions, requiring the model to infer179

mental states purely from the dialogue, ensuring180

that belief inference is based on logical reasoning181

rather than perceptual cues.182

2.2 Structuring White Lies183

White Lie Triplet Decomposition To systemati-184

cally create our dataset, we first decompose white185

lies into three elements: (1) Real Reason: the mo-186

tivation behind telling the lie; (2) Lie: the false187

statement made by the liar; (3) Truth: the actual188

truth that diverges from the lie. For example, in a 189

classic Strange Story test (Happé, 1994), the truth 190

is “Helen wanted a rabbit but received encyclope- 191

dias from her parents” while Helen lies “It’s lovely, 192

thank you. It’s just what I wanted.” with the real- 193

reason being to avoid hurting Helen’s parents’ feel- 194

ings after they gave her a gift they thought she 195

would like. 196

Real-Reason Correspondence to White Lie 197

Types White lies fall into two distinct types based 198

on their underlying motivations: altruistic white 199

lies and Pareto white lies (Erat and Gneezy, 2012). 200

Altruistic white lies are told purely for the benefit 201

of others, where the liar may incur some personal 202

cost or disadvantage. In contrast, Pareto white lies 203

create a mutually beneficial outcome, serving both 204

the interests of the person being lied to and the 205

liar themselves. The fundamental categorization 206

guided our design of two types of real-reason state- 207

ments corresponding to these two categories of lies. 208

Three Levels of Truth Accessibility in White 209

Lies To reflect real-world complexities, we incor- 210

porate three difficulty levels by varying falsifiability 211

(between “lie” and “truth” ) in our white lie triplets. 212

After establishing the “real reason” (e.g., “declin- 213

ing an invitation without hurting T’s feelings”) and 214

“lie” (e.g., “L has a reservation tonight”), we de- 215

termine how the truth is presented. We structure 216

conversations into three categories: (1) Level-1: 217

falsifiable truth provided, e.g., “L does not have a 218

reservation tonight”; (2) Level-2: non-falsifiable 219

truth provided, e.g., “L hasn’t decided what to do 220

tonight”; and (3) Level-3: no truth provided. Not 221
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all white lie scenarios can reasonably accommo-222

date all three levels, some contexts intrinsically223

require truth disclosure while others cannot rea-224

sonably support ambiguous truth construction. As225

such, we selectively designed appropriate levels for226

each white lie triplet. This creates progressive rea-227

soning challenges: with the truth provided, models228

can identify lies before determining the motivation;229

without it, models must infer the deceptive nature230

directly from the real reason.231

Role-based Information Asymmetry Building232

upon the inherent characteristics of white lie scenar-233

ios, we define four roles based on their access to the234

white lie triplet: the Liar (L), who has complete235

understanding and knowledge of the white lie; the236

Accomplice (A), who has access to all elements237

in triplet; the Observer (O), who only knows the238

truth; and the Target (T), who only receives the lie.239

This asymmetric access leads to varying degrees240

of white lie comprehension among participants; it241

is not only a necessary condition for white lies to242

exist, but also aligns with the non-merging mental243

states requirement (Section 2.1). Our dataset in-244

corporates diverse character relationships (friends,245

families, and colleagues) and complex interactions246

including multi-liar scenarios where accomplices247

function as additional liars. We also impose a cru-248

cial constraint: all discussions about the white lie249

triplet begin within the conversation scenario, with250

no prior exchange of this information among char-251

acters.252

2.3 Hierarchical Evaluation Framework:253

Mental States to White Lie Reasoning254

Our evaluation framework employs a progressive255

three-tier question hierarchy: (A) Info-State Ques-256

tions assesses basic mental state tracking, (B) First-257

Order: White Lie Understanding evaluates how258

models perceive and interpret white lies, and (C)259

Second-Order: White Lie Reasoning tests the260

models’ ability to reason about different roles’ per-261

spectives on the white lie within the conversation.262

Info-State Questions We include four question263

types targeting belief attribution: first, we estab-264

lish Fact questions (factQ) that include factual265

question-answer pairs about the asymmetrical in-266

formation “real reason” and “truth”. Building on267

these, we develop Belief questions that assess first-268

order beliefs (what characters believe) and second-269

order beliefs (how characters understand others’270

beliefs: “What does X believe about Y’s under-271

standing of [FactQ]?”). We also include Info 272

Accessibility questions (“List all characters who 273

know [real reason/truth]”) and Answerability ques- 274

tions (e.g., “List all characters who can answer: 275

[FactQ]”). This question-type structure prevents in- 276

flated scores from the “illusion of ToM” (Kim et al., 277

2023) while enabling more accurate assessment of 278

mental state tracking capabilities. 279

White Lie Understanding (1st-Order) Draw- 280

ing from the Strange Story test, we assess basic 281

white lie understanding through two question types: 282

comprehension and justification. Comprehension 283

questions (“Is the statement X told Y true?”) evalu- 284

ate whether models can identify false statements as 285

lies. Justification questions (“Why did X say that 286

to Y?”) probe whether models recognize the proso- 287

cial motivations behind white lies that distinguish a 288

white lie from a simple deception. These questions 289

are complementary, even if a model correctly identi- 290

fies a statement as false, it must also understand the 291

protective intention to fully comprehend the white 292

lie concept. According to Happé (1994), accurate 293

responses to both questions indicate second-order 294

ToM ability. 295

White Lie Reasoning (2nd-Order) We intro- 296

duce two novel question types that evaluate mod- 297

els’ understanding of characters’ perspectives: Lie 298

Ability questions if models can identify which char- 299

acters possess the necessary conditions to tell a 300

white lie (requiring understanding Liar’s second- 301

order beliefs). Lie Detectability questions evaluate 302

if models can determine which characters have suf- 303

ficient information to recognize deception. Both 304

require reasoning about characters’ information 305

access and resulting beliefs, providing a more strin- 306

gent test of genuine second-order ToM reasoning 307

beyond simple pattern matching. 308

Comprehensive Evaluation Format To ensure 309

robust evaluation, we present each question in two 310

formats. Multiple-choice questions (MCQs) are 311

complemented with free-form responses to assess 312

genuine understanding in addition to choice selec- 313

tion, as providing choices inherently guides model 314

reasoning paths. Similarly, list-type questions are 315

presented in both open-ended and binary formats. 316

3 TactfulToM Creation 317

The construction of TactfulToM consists of the fol- 318

lowing steps (as shown in Figure 2): (1) manu- 319

ally creating seed stories, and then expanding them 320
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into natural conversations through a human-in-the-321

loop process; (2) generating question-answer pairs322

through templates; and (3) strict quality control.323

3.1 Conversation Generation324

Seed Stories To create dataset diversity, we col-325

lected examples from interviews, social media, and326

online sources documenting white lie scenarios in327

daily life. We gathered examples in the format of328

white lie triplets to systematically capture the essen-329

tial components of each scenario. We then catego-330

rized them into five distinct classes based on differ-331

ent motivations behind white lies: social evasion332

(Class 0), common sense (imagination preserva-333

tion) (Class 1), common sense (emotional sooth-334

ing) (Class 2), confidence enhancement (Class 3),335

and mistake hiding (Class 4). This categorization336

represents both altruistic white lies (Classes 1, 2,337

and 3) and Pareto white lies (Classes 0 and 4), en-338

suring comprehensive coverage of realistic social339

interactions. We constructed 100 seed stories, the340

data distribution across these categories is provided341

in Appendix E.1.342

Generation Pipeline and Scenario Elements To343

facilitate conversation generation, we designed a344

set of scenario elements and combined them with345

seed stories as input for our 4-step generation346

prompt template provided in Appendix A.1. Each347

step generates one element of the white lie triplet348

sequentially, preventing the model from develop-349

ing its own interpretation of white lies and thus350

reducing potential generation bias. This stepwise351

approach enables controlled information asymme-352

try by managing participant involvement in each353

conversation segment. Additionally, we expanded354

the leaving reasons from Kim et al. (2023) into a355

more comprehensive list and provided samples of356

the leaving reasons in Appendix A.4. The genera-357

tion process employed GPT-4o (Hurst et al., 2024)358

in a human-in-the-loop methodology.359

3.2 Question-Answer Pair Generation360

We developed a systematic templated generation361

approach for all question types (introduced in Sec-362

tion 2.3), where templates are populated with white363

lie triplet elements and role information, enabling364

efficient question generation. All templates and365

examples are provided in Appendix A.2. Addition-366

ally, we systematically generated wrong options367

for MCQs to ensure each question has one correct368

answer and several high-quality but misleading dis-369

tractors. For most question types, we automated 370

this process using formalized operators, while jus- 371

tification questions required few-shot prompting to 372

generate semantically diverse wrong options. Ex- 373

amples are provided in Appendix C.2. 374

3.3 Strict Quality Control of TactfulToM 375

We employed a multi-stage approach for strict qual- 376

ity control. For seed stories construction, gradu- 377

ate students reviewed all white lie triplets to en- 378

sure the logical consistency. During the genera- 379

tion, we created multiple versions of each conver- 380

sation segment and selected the best ones. For final 381

validation, we recruited 21 annotators from the 382

Prolific platform2 who met high-standard require- 383

ments and passed our qualification test designed 384

to verify the ability to evaluate conversation co- 385

herence and understand white lies. Each conversa- 386

tion was reviewed by three independent annotators 387

who flagged potential issues with coherence, safety, 388

or white lie authenticity. While we received oc- 389

casional flags, no conversation received majority 390

votes for removal. 391

4 Experiments 392

4.1 Model Choice 393

We test nine LLMs from four families, includ- 394

ing vanilla and reasoning models (indicated by ˚): 395

GPT: gpt-4o-2024-08-06 (Hurst et al., 2024), o1- 396

2024-12-17˚ (Jaech et al., 2024), o3-mini-2025-01- 397

31˚3; DeepSeek: DeepSeek-V3-0324 (DeepSeek- 398

AI, 2024), DeepSeek-R1-Turbo˚ (DeepSeek-AI, 399

2025); Llama: Llama-3.3-70B-Instruct (Grattafiori 400

et al., 2024); Qwen: Qwen2.5-72B-Instruct (Yang 401

et al., 2025), QwQ-32B˚ (Qwen Team, 2025). We 402

present the prompt templates for models in Table 4. 403

4.2 Metrics 404

We employ four question formats across our eval- 405

uation framework: MCQs, binary, list-type, and 406

free-form responses. Comprehension, Justification, 407

Lie Ability, Belief, and Fact questions (except Lie 408

Ability: MCQs only), while Lie Detectability, Info 409

Accessibility, and Answerability questions use the 410

binary and list formats. For structured responses 411

(MCQs, binary, and list), we use accuracy as the pri- 412

mary evaluation metric and conduct detailed analy- 413

ses of error patterns. For freeform responses, we de- 414

termine the closest option using three complemen- 415

2https://www.prolific.com/
3https://openai.com/index/openai-o3-mini/
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tary methods: cosine similarity (all-MiniLM-L6-416

v24), token-F1, and LLM-as-judge (DeepSeek-v3).417

Given the varying chance levels across formats,418

we report the MCQs and list format results, while419

using free-form responses for in-depth analysis.420

4.3 Human Performance421

We evaluated human performance through annota-422

tors and graduate students on 15 sets of questions423

(chosen from the 100 sets in our dataset to still424

include all five classes and all three levels). To425

remove redundancy, we selected one format for426

each question type as follows: Comprehension [bi-427

nary], justification [MCQs], Lie Ability [MCQs],428

lie detectability [list], belief [MCQs], and infor-429

mation/answerability [list]. We collected multiple430

responses from different testees for each set. Partic-431

ipants received the same instructions as the models432

in order to compare them equally.433

4.4 Results434

Figure 3 displays the full results of examined LLMs435

on TactfulToM. We categorize the results according436

to question types mentioned in Section 2.3 and use437

different colors to represent different models. De-438

tailed scores are provided in Table 5 in Appendix B.439

440

Overall Performance GPT-4o and DeepSeek441

families consistently outperformed all other model442

families. DeepSeek models demonstrate a slight443

edge over GPT-4o on several tasks, including justi-444

fication and Lie Ability questions. However, com-445

pared to humans who achieved an accuracy rate446

of over 85% on all tasks, all current models still447

exhibit a substantial gap in our benchmark.448

Vanilla vs. CoT Prompting vs. Reasoning Mod-449

els CoT prompting shows inconsistent benefits450

across model families. GPT models show minimal451

improvements or even degrade performance with452

CoT prompting, particularly on lie detectability453

tasks. GPT reasoning models also unexpectedly454

underperformed their regular models. DeepSeek455

models exhibited a different pattern, with reason-456

ing variants outperforming both vanilla models and457

CoT-prompted versions across most question cate-458

gories. Llama and Qwen families demonstrated no459

consistent pattern in response to either CoT prompt-460

ing or reasoning-specialized models. These find-461

ings suggest that current reasoning enhancement462

4https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

techniques provide inconsistent benefits for ToM 463

reasoning involving white lies, indicating the need 464

to improve performance in this domain. 465

LLMs Struggle with True White Lie Under- 466

standing As described in Section 2.3, true white 467

lie understanding requires models to identify falsity 468

while recognizing prosocial motivation. However, 469

as shown in Figure 4, model performance drops 470

significantly on this combined task, with even the 471

best models achieving ă 50% accuracy. This sug- 472

gests that models may succeed on individual dimen- 473

sions by chance or through pattern matching, with- 474

out integrating the complementary aspects required 475

for genuine understanding. DeepSeek-v3 performs 476

best but remains far from human-level competence. 477

Given that psychological research shows second- 478

order ToM reasoning as a necessary condition for 479

white lie understanding (Happé, 1994), this result 480

encourages further investigation into the second- 481

order ToM reasoning capabilities of current LLMs. 482

483

LLMs Can Track Mental States But Fail to Ap- 484

ply Them in White Lie Contexts Our analysis 485

reveals a performance gap between Info-State ques- 486

tions and White Lie Reasoning questions. While 487

models track beliefs reasonably well, they struggle 488

with questions requiring the application of these 489

representations, particularly lie detectability where 490

accuracy drops significantly. This pattern is con- 491

sistent across all model families. This suggests 492

two possibilities: either current LLMs possess 493

mental state tracking abilities but cannot integrate 494

these states to understand behavioral capabilities 495

in white lie scenarios, or their apparent success in 496

belief tracking may be superficial, lacking genuine 497

second-order ToM reasoning needed to determine 498

conditions for detecting deception. 499

4.5 In-depth Analysis 500

Common Sense Falsehoods Are Easier for Mod- 501

els Our analysis reveals performance differences 502

across different white lie classes as shown in Fig- 503

ure 5. While Info-State questions show consistent 504

performance, White Lie Understanding and Rea- 505

soning questions vary significantly. Models per- 506

form exceptionally well in Classes 1 and 2, this 507

pattern suggests models use common sense knowl- 508

edge as a shortcut rather than engaging in genuine 509

contextual reasoning. For Class 1 scenarios involv- 510

ing globally recognized falsehoods (e.g., “Santa is 511

real”), models can directly identify the statement 512
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Figure 4: The proportion of model performance types
in Justification questions.

as false without complex belief reasoning. Simi-513

larly, Class 2 scenarios featuring symbolic expla-514

nations of sensitive topics (e.g., death) are recog-515

nizable through common patterns in the data. In516

contrast, scenarios requiring situation-specific rea-517

soning without obvious common sense cues pose518

significantly greater challenges, highlighting that519

models still largely rely on statistical regularities520

rather than sophisticated ToM capabilities when521

navigating white lie understanding.522

Surface-Level Detection vs. Motivation Under-523

standing Table 1 shows a clear drop in model524

performance across three falsifiability levels (de-525

scribed in Section 2.2). DeepSeek-v3’s compre-526

hension, for instance, falls from Level-1 (79.41%)527

to Level-3 (34.78%). This reveals a critical in-528

sight: models excel at detecting lies through ex-529

plicit contradictions but struggle to infer decep-530

tion directly from motivations. A manual exami-531

nation of DeepSeek’s reasoning reveals the model532

Model Level Comp Justi B-2 LieAb LieDe

GPT-4o
L-1 79.41 55.88 69.02 51.06 8.82
L-2 70.37 59.26 73.58 63.08 7.41
L-3 60.87 43.48 71.50 47.06 4.35

DeepSeek
L-1 79.41 88.24 62.63 65.96 26.47
L-2 51.85 66.67 69.81 64.62 18.52
L-3 34.78 65.22 55.56 58.82 39.13

Table 1: Performance (%) of GPT-4o and DeepSeek-v3
across levels. Abbreviations: Comp=Comprehension,
Justi=Justification, B-2=2-order Belief, LieAb=Lie
Ability, LieDe=Lie Detectability.

primarily identifies lie detectability by checking 533

which characters have access to what information. 534

This pattern explains DeepSeek-v3’s counterintu- 535

itive improvement in lie detectability for Level-3 536

(39.13%) compared to Level-1 (26.47%): with- 537

out explicitly stated truths, the model faces less 538

confusion about characters’ information access but 539

fails to recognize that genuine white lie detection 540

requires understanding protective intentions, not 541

merely contradiction recognition. 542

Models Struggle with Genuine Motivation Un- 543

derstanding Without Guidance To assess mod- 544

els’ true comprehension of white lie motivations, 545

we examined Justification question’s free-form re- 546

sponses where no options provide hints. As shown 547

in Table 2, models’ performance drops significantly 548

from MCQs to free-form responses. DeepSeek’s 549

falls from 75% to approximately 30% across dif- 550

ferent metrics. This gap suggests multiple-choice 551

accuracy is inflated by provided options, as models 552

struggle to independently infer the prosocial inten- 553

tions behind white lies. Even the best-performing 554
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Figure 5: The performance of models across different classes.

Model MCQs FreeForm

Cos. Sim. Token-F1 LLM-Judge

GPT-4o 53.57 22.62 27.38 16.67
DeepSeek 75.00 29.76 35.71 26.19
Qwen 57.14 19.05 9.52 25.00
Llama 46.43 20.24 10.71 23.81

Table 2: The accuracy of the model’s CoT performance
in Justification tasks under different task formats and
evaluation methods.

models fail to identify emotional protection moti-555

vations in most free-form responses, highlighting556

significant limitations in their unprompted emo-557

tional reasoning.558

5 Related Work559

ToM in Psychology Second-order ToM is typi-560

cally assessed through false-belief tasks and nested561

belief attribution (Wimmer and Perner, 1983;562

Quesque and Rossetti, 2020). Beyond belief track-563

ing, having second-order ToM ability enables the564

interpretation of non-literal language, such as irony,565

sarcasm, and white lies, where the intended mean-566

ing diverges from the literal. Beaudoin et al. (2020)567

reviewed findings showing that accurate interpreta-568

tion of such expressions depends on the listener’s569

capacity to infer communicative intent and con-570

sider the speaker’s emotional motivations. These571

forms of pragmatic inference are especially rele-572

vant in white lies, where the goal may be to avoid573

harm or maintain relationships (Erat and Gneezy,574

2012). This reflects a broader understanding of575

ToM as a key mechanism for navigating complex576

social communication, supported by evidence from577

developmental, clinical, and neurocognitive studies578

(Baron-Cohen et al., 1985; Langley et al., 2022).579

ToM in LLMs Most existing ToM evaluations580

focus on false-belief tests, such as the benchmarks581

ToMi (Nematzadeh et al., 2018), ToM-QA (Le582

et al., 2019), and FANToM (Kim et al., 2023),583

primarily testing whether models can track be- 584

lief states when objects are moved or information 585

changes. Other ToM-related benchmarks address 586

narrative emotions and mental states (Rashkin et al., 587

2018; Sap et al., 2019), and some work has ex- 588

plored ToM in applied contexts (Chan et al., 2024; 589

Bara et al., 2021). Within the framework of non- 590

literal communication understanding, faux pas de- 591

tection has been studied (Shapira et al., 2023b), 592

but white lies remain largely understudied. While 593

ToMBench (Chen et al., 2024) included white lie 594

tests, it offers only 20 non-conversational samples, 595

too limited for comprehensive evaluation. This lim- 596

ited understanding of white lie capabilities poses 597

risks as LLMs are increasingly deployed in emo- 598

tional support and caregiving applications where 599

such skills are essential. 600

6 Conclusion 601

We present TactfulToM, an English ToM bench- 602

mark designed to evaluate LLMs’ understanding of 603

white lies through complex social scenarios. Our 604

comprehensive evaluation reveals that even state-of- 605

the-art LLMs underperform compared to humans in 606

white lie understanding and reasoning, particularly 607

in understanding the emotional motivation behind 608

it. This performance gap raises ethical questions 609

about LLMs’ development: should LLMs under- 610

stand white lies merely to interpret human behavior, 611

or also to potentially generate them? The dilemma 612

lies in choosing between strict truthfulness and 613

social grace that might involve benign deception. 614

TactfulToM provides a foundation for improving 615

LLMs’ social reasoning of white lie understanding, 616

but we must carefully consider whether aligning 617

LLMs completely with human social behaviors, in- 618

cluding prosocially-motivated deception, is truly 619

desirable for human-AI interaction. 620

Limitations 621

The main limitations of this paper are: 622
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Limited to White Lies This dataset is primarily623

focused on white lie scenarios in order to analyze624

LLMs’ ToM capabilities in such contexts. We do625

not extensively explore LLMs’ other second-order626

ToM abilities; however, we hope that the method-627

ology proposed in this paper can provide insights628

for future researchers seeking to construct related629

datasets.630

Lack of Prior Impression In real-life situations,631

people typically possess prior knowledge and im-632

pressions of others. In our dataset, we deliberately633

constrained the scenarios such that the white lie634

triplets are not previously known to any of the in-635

volved roles, with the exception of the liar who636

initiates the deception. While this design choice637

helps isolate the ToM reasoning process, it does not638

fully capture the complexity of real-world social639

interactions. We consider incorporating this aspect640

of human cognition in our future work.641

Limited Culture and Language Our benchmark642

includes only English-language data. However, in643

some other languages and cultures, communica-644

tion tends to be more indirect, which may lead to645

different patterns of ToM reasoning in white lie646

scenarios.647

Societal and Ethical Considerations648

We acknowledge that our focus on white lies and649

Theory of Mind may raise concerns about anthro-650

pomorphizing AI systems. However, our research651

does not advocate for developing AI systems capa-652

ble of telling white lies. Rather, we aim to systemat-653

ically evaluate LLMs’ social reasoning capabilities654

within specific informational contexts. Our results655

demonstrate that current models fall significantly656

short of human-like understanding in these scenar-657

ios, primarily relying on pattern matching rather658

than genuine understanding of mental states or in-659

tentions. We recognize the ethical complexities660

surrounding deception, even when prosocially mo-661

tivated, and the particular sensitivity of developing662

AI systems with capabilities that could involve any663

form of misrepresentation.664

All annotators participating in our data collection665

and validation were recruited through Prolific. We666

established fair compensation standards based on667

estimated task duration, ensuring payment rates668

above minimum wage requirements. We main-669

tained transparent communication channels with670

annotators, promptly addressing questions and in-671

corporating feedback to improve task instructions. 672

All annotator data was anonymized, with only min- 673

imal identifiers stored securely and not included in 674

the released dataset. We were careful to design our 675

task instructions clearly, providing sufficient con- 676

text without biasing responses. Annotators were 677

informed about the academic research nature of the 678

task and how their contributions would be used. 679

When selecting annotators, we sought diversity 680

across demographic factors to minimize potential 681

biases in our data collection process, though we ac- 682

knowledge that online recruitment platforms have 683

inherent demographic limitations. 684

Our dataset is intended for research purposes 685

only. While we have taken measures to ensure 686

the conversations do not contain offensive content, 687

research using generative models always carries 688

a risk of unexpected outputs, particularly in free- 689

form reasoning contexts. We encourage responsi- 690

ble use of our benchmark and dataset for advancing 691

understanding of social reasoning in AI systems 692

while remaining mindful of potential misapplica- 693

tions. 694
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A Prompt Templates843

A.1 Prompt Templates for Conversation844

Generation845

Prompt templates for generating the conversation846

are listed below as Step_1, Step_2, Step_3, and847

Step_4.848

Step_1

In this conversation, four characters are participat-
ing: A: the liar name, B: the target name, C: the
accomplice name and D: the observer name.
Start the conversation with all participants discussing
Topic for the scenario.
They are relationship descriptor, A: the liar name and
C: the accomplice name are parents, B: the target
name is kid, and D: the observer name is aunt/uncle.

849

Step_2

Now, B: the target name leaves the conversation be-
cause of the reason: leave reason B, while D: the
observer name leaves the conversation because of the
reason: leave reason D_1.
With B: the target name and D: the observer name
absent, A: the liar name and C: the accomplice name
continue their conversation, shifting the topic to
’real_reason_c’. Ensure the dialogue flows naturally
without directly repeating these exact words.
Remember to indicate that B: the target name and D:
the observer name are leaving the conversation.

850

Step_3

Now, only D: the observer name returns and rejoins
the conversation after previously leaving. Note that B:
the target name has not returned to the conversation
yet.
Then the conversation continues and naturally shifts
to situation_topic. Do NOT catch up or recap details
from the previous conversation.
And then ’truth_c’ is naturally revealed in the conver-
sation.
After engaging briefly, D: the observer name leaves
the conversation again because of the reason: leave
reason D_2.
IMPORTANT:

• Clearly indicate through dialogue only (e.g.,
"I’m back," or "I have to leave again now.")
that D: the observer name first returns and later
departs again.

• Do NOT use third-person narrative or stage
directions.

• Avoid mentioning details from previous con-
versations.

851

Step_4

Now B: the target name returns to the conversation
after leaving the conversation.
First have B: the target name explicitly indicate the
return through dialogue. Do NOT catch up or recap
details from the previous conversation.
And then situation naturally unfolds. Make sure the
dialogue flows naturally without directly repeating
these exact words.
In response, A: the liar name and C: the accomplice
name tells B: the target name that ’the lie’.
IMPORTANT:

• Do NOT use third-person narrative or stage
directions.

• Avoid mentioning details from previous con-
versations.

852

A.2 Question Generation Templates 853

The question generation templates we used are pro- 854

vided below as examples in Table (?). 855

A.3 Prompt Templates for Model Evaluation 856

Prompt templates used for model evaluation are 857

listed in Table 4. 858

A.4 Leaving Reason List 859

1. have to return a borrowed item 860

2. have unexpected visitor 861

3. need to quickly tidy the room before another 862

meeting 863

4. have to refill my water bottle 864

5. remembered to submit some papers 865
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6. must respond to a phone call866

7. forgot to run errands867

8. coffee break868

9. remembered to take care of something urgent869

10. need to grab a quick snack870

B Model Performance on All Tasks871

Detailed scores of the model performance on all872

tasks are provided in Table 5.873

C Wrong Option Design Details874

C.1 Belief Statement Options875

For second-order belief statements, we formalized876

four logically distinct cases using belief operators:877

• BelZpφq: Person Z believes proposition φ878

• ␣BelZpφq: Person Z is unaware of (or does879

not believe) φ880

A second-order belief statement takes the form881

BelXp¨q, where the inner argument concerns Y’s882

epistemic state about proposition p:883

BelXpBelY ppqq (X thinks Y thinks p)
BelXp␣BelY ppqq (X thinks Y is unaware of p)
␣BelXpBelY ppqq (X is unaware that Y thinks p)
␣BelXp␣BelY ppqq (X is unaware that Y is unaware of p)

884

When "X thinks Y thinks p" is supported by the885

dialogue, we use BelXpBelY ppqq as the correct886

answer. The remaining expressions serve as dis-887

tractors representing three error types:888

• Wrong attribution of Y’s first-order belief889

• Wrong attribution of X’s meta-belief890

• Simultaneous error in both belief layers891

C.2 Justification Options892

For justification questions, we employed few-shot893

prompting with the following criteria:894

• Correct answer must reflect the genuine proso-895

cial motivation (e.g., sparing feelings, main-896

taining harmony)897

• Wrong options:898

– Mutually exclusive899

– Plausible alternative explanations900

– Consistent with the dialogue context901

Example: 902

Correct: "Because Jamey wants to po- 903

litely decline without making Pearl feel 904

bad about choosing an expensive restau- 905

rant." 906

Wrong options: 907

• "Because Jamey actually has to 908

work this weekend." 909

• "Because Jamey dislikes Pearl and 910

doesn’t want to spend time with 911

him." 912

• "Because Jamey already has dinner 913

plans with someone else." 914

D More Analysis 915

We conducted detailed error analyses by track- 916

ing the specific wrong options selected by mod- 917

els across different question types. These analyses 918

provide deeper insights into the reasoning patterns 919

and failure modes of various LLMs when handling 920

white lie scenarios. The distribution of error types 921

for Lie Ability questions (Figure 6), Belief Un- 922

derstanding (Figure 7), and Role-Specific Perfor- 923

mance in Lie Detection (Figure 9) reveal system- 924

atic patterns in how models misunderstand white 925

lie contexts. These visualizations complement our 926

main findings by illustrating specific misconcep- 927

tions about mental state attribution and prosocial 928

motivations. 929

D.1 Across Class Performance with All 930

Models 931

E Dataset Details 932

E.1 Dataset Distribution 933

The proportion distribution of different classes 934

within the TacfulToM dataset is shown in Figure 935

11. 936

E.2 An Example from TactfulToM 937

We provided a full conversation sample from Tact- 938

fulToM below for reference: 939

Pearl: So, I was thinking about food and I’m 940

curious, what’s everyone’s favorite cuisine? I abso- 941

lutely love Italian, especially a good risotto. It just 942

feels like a warm hug in a bowl! 943

Jamey: Oh, Italian is great! But for me, it’s 944

definitely Thai food. I love the bold flavors and the 945

perfect balance of sweet, sour, and spicy. Pad Thai 946

is my absolute favorite. 947
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Figure 6: The proportion of model performance types in Lie Ability questions.
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in BeliefQA questions.
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Figure 8: The proportion of model performance types
in Lie Detectability questions of list format.

Marithza: Thai is amazing, Jamey! For me,948

it’s all about Japanese cuisine. I can’t get enough949

of sushi and sashimi. It’s so fresh and delicate,950
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Figure 9: The proportion of model performance types
in Lie Detectability questions of list format.

plus there’s something exciting about eating with 951

chopsticks. 952

Donyae: Oh, all great choices! I’m all in for 953

Mexican food. Tacos, enchiladas, and don’t even 954

get me started on the guacamole. It’s just so satis- 955

fying. 956

Pearl: Yum, I could eat some good guac every 957

day. Has anyone tried making it from scratch? It’s 958

surprisingly easy and so much better than store- 959

bought. 960

Jamey: I have! I actually make a mean gua- 961

camole—and you’re right, Pearl, fresh ingredients 962

make all the difference. It’s a hit whenever I have 963

friends over. 964

Marithza: I bet! Guacamole’s a crowd pleaser 965

for sure. On another note, I tried making home- 966

made sushi once. Let’s say, rolling those little 967

vinegared rice gems isn’t as easy as it looks! 968

Donyae: I can imagine! But doing it yourself 969

must be fun. Maybe we should have a cooking 970
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Figure 10: The performance of models across different classes.
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class 2: Common Sense (Emotional Soothing)
class 3: Confidence Enhancement
class 4: Mistake Hiding

Figure 11: Proportion of different classes in TacfulToM.

night sometime, where everyone brings a dish from971

their favorite cuisine.972

Pearl: That’s a fantastic idea, Donyae! We could973

even make it like a friendly mini competition. Each974

dish gets a few points for taste and presentation.975

What do you guys think?976

Jamey: I’m totally in! It’ll be a fun way to try977

different cuisines and maybe even learn a few new978

recipes from each other.979

Donyae: Awesome! I just remembered, I need to980

submit some papers before the end of the day. I’ll981

catch you guys later, though. This cooking night982

sounds like such a blast—keep me posted! 983

Pearl: Oh, I need to make a quick phone call. 984

Let’s definitely plan this out soon! Bye for now, 985

everyone. 986

Marithza: Bye, Donyae and Pearl! We’ll keep 987

you in the loop. So, Jamey, what kind of place 988

were you thinking about for our cooking night? We 989

could do it at someone’s house or rent out a small 990

venue. 991

Jamey: Honestly, I love the idea of just doing 992

it at someone’s house. It keeps things cozy and 993

informal. Kind of like why I prefer casual dining 994
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places over the upscale spots. There’s something995

special about a laid-back atmosphere.996

Marithza: I know what you mean. Sometimes997

those upscale places can feel a bit too. . . stiff,998

maybe? I guess it’s nice to just unwind and not999

worry about which fork to use—chat over some1000

good food without all the fancy stuff.1001

Jamey: Exactly! Plus, it can be pretty expensive1002

going out to those places too often. I’d much rather1003

hit up a cozy little diner or a local joint where you1004

can really taste the love put into the cooking.1005

Marithza: For sure! And there’s something so1006

genuine about finding that hole-in-the-wall spot1007

with the best food. It kind of feels like discovering1008

a secret everyone should know about.1009

Donyae: Hey everyone, I’m back! I finally sub-1010

mitted all the papers. What did I miss?1011

Marithza: Welcome back, Donyae! We were1012

just talking about where to hold our cooking night.1013

Jamey and I thought doing it at someone’s house1014

might be fun and cozy.1015

Donyae: That sounds perfect! I think the home1016

setting adds a nice personal touch. Plus, it’s easier1017

to relax and enjoy each other’s company.1018

Jamey: Absolutely, home-cooked vibes really1019

can’t be beat. Do you have a dish in mind for when1020

we do this?1021

Donyae: I’m thinking something classic like1022

enchiladas. They are always a hit and not too com-1023

plicated. By the way, I have to leave again now—I1024

have a meeting starting soon that I need to prepare1025

for.1026

Marithza: No worries, Donyae. Thanks for1027

popping back in! Let us know how the meeting1028

goes.1029

Jamey: Yeah, hope all goes well, Donyae! We’ll1030

continue planning and keep you updated.1031

Pearl: Hey everyone, I’m back from my call!1032

What did I miss in the world of culinary planning?1033

Jamey: Welcome back, Pearl! We were chatting1034

about turning our houses into five-star restaurants1035

for our cooking night.1036

Pearl: Sounds exciting! But speaking of five-1037

star, there’s this new Italian restaurant that just1038

opened downtown. Would you all be interested in1039

checking it out this weekend?1040

Jamey: That sounds amazing, Pearl, but unfor-1041

tunately, I have to work this weekend, so I can’t1042

make it. Maybe next time?1043

Pearl: Oh no, that’s a bummer! We’ll definitely1044

catch up soon then. Maybe for that cooking night1045

we talked about—we can even bring some Italian- 1046

inspired dishes to you instead. 1047

Marithza: I’m up for the restaurant visit if it’s 1048

still on. I’ve been dying to try their truffle pasta 1049

from what I’ve heard. 1050

Pearl: Awesome, Marithza! Let’s make it a date 1051

then. We’ll let Donyae know and hopefully, she 1052

can join us too. 1053

Jamey: You guys enjoy it! Be sure to save me a 1054

slice of that truffle pasta, at least in spirit. 1055

Marithza: We will! And we’ll definitely share 1056

all the delicious details with you. Catch up soon, 1057

Jamey! 1058

Pearl: For sure, Jamey. Good luck with work, 1059

hope the weekend goes smoothly! 1060

F Instructions Given To Participants 1061

Our participants were recruited on the Prolific plat- 1062

form. They met the following criteria: English as 1063

their first and primary language, fluency in English, 1064

and completion of an undergraduate degree (BA/B- 1065

Sc/other). Additionally, participants had an ap- 1066

proval rate between 95–100%. We paid participants 1067

9 pounds per hour, which is considered appropriate 1068

according to Prolific’s standards. This payment 1069

level ensures fair compensation given the demo- 1070

graphic of participants, predominantly located in 1071

English-speaking regions. 1072

G AI usage 1073

In this project, we used LLMs for assistance. Dur- 1074

ing paper writing, we used models from GPT and 1075

Claude families to help us refine and enhance our 1076

expressions. For programming, we also relied on 1077

models from GPT family to generate reference 1078

code, which we subsequently modified to complete 1079

our tasks. We also used recraft and GPT for icons 1080

generation used in Figure 1 and Figure 2 1081
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Figure 12: The Instruction Provided for annotators.
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Question Type Template

Comprehension f“Was what {liar} told {target}, {lie}’,
true?”

Justification fWhy did {liar} and {accomplice} tell
{target} {lie}’?”

Lie Ability f“Please choose the correct answer from
the options below:”
Correct: f“{liar} tell {target} that {lie}’
because {liar} believes that {target} is
unaware that {real reason}.”
Wrong 1: f{liar} tell {target} that {lie}’
because {liar} believes that {target} be-
lieves {real reason}.”
Wrong 2: f“{liar} tell {target} that {lie}’
because {liar} is unaware that {target}
is unaware that {real reason}.”
Wrong 3: f{liar} tell {target} that {lie}’
because {liar} is unaware that {target}
believes {real reason}.”

Lie Detectabil-
ity

f“Was what {liar} told {target}, {lie}’,
true?”
fList all the characters who know the
precise correct answer to this question.”

Fact fWho discussed {real reason}’?”
f“Who discussed {truth}’?”

Belief fWhat does {character} believe about
{real reason}’?”
f“What does {character} believe about
{truth question}’?”
fWhat does {liar} believe about {tar-
get}’s belief regarding{real reason}’?”

Info Accessi-
bility (List)

f“List all the characters who know this
information: {real reason}”

Info Accessi-
bility (Binary)

f“Does {character} know this informa-
tion: {real reason}?”

Answerability
(List)

f“Who discussed {real reason}’?”
fList all the characters who know the
precise correct answer to this question.”

Answerability
(Binary)

fWho discussed {real reason}’?”
f“Does {character} know the precise cor-
rect answer to this question?”

Table 3: Question generation templates Examples for
different question types in TactfulToM.

Answer Type Prompt Template

Binary You are an expert in social reasoning.
Answer the following question with
’Yes’ or ’No’. Remember: Your answer
should ONLY include ’Yes’ or ’No’ with
nothing else.
# Context: {}
# Question: {}
(Let’s think step by step:)

MCQs You are an expert in social reasoning.
Answer the following question with the
option number of the most appropriate
answer. Remember: Your answer should
ONLY include the option number with
nothing else.
# Context: {}
# Question: {}
# Options: {}
(Let’s think step by step:)

List You are an expert in social reasoning.
List the required items and split them
with commas. Remember: Your answer
should ONLY include the required items
splited by commas with nothing else.
# Context: {}
# Question: {}
(Let’s think step by step:)

Freeform You are an expert in social reasoning.
Answer the following question with a
single sentence.
# Context: {}
# Question: {}
(Let’s think step by step:)

Table 4: The prompt templates for model evaluation.
The CoT prompt template additionally includes the in-
struction “Let’s think step by step: ”.
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Model Class Comp Justification LieAb. Lie Detectability Belief Info Accessibility Answerablity FactReason FactTruth
MCQs Free MCQs Free MCQs List Binary MCQs Free List Binary List Binary MCQs Free MCQs Free

Human 92.85 - 93.54 - - - - - 90.48 - 85.42 - 86.36 - 92.1 91.43 -

GPT-4o

0

41.67 19.44 11.11 22.22 60.26 36.11 51.85 62.36 41.95 34.48 75.97 62.07 62.07 100.0 63.89 86.36 63.64
+CoT 72.22 25.0 25.0 16.67 61.54 13.89 62.04 74.86 49.71 20.69 88.96 15.52 15.52 100.0 58.33 63.64 68.18
o1 30.56 75.0 5.56 33.33 34.62 8.33 36.11 31.18 32.76 36.21 48.7 39.66 39.66 50.0 41.67 31.82 27.27
o3-mini 16.67 11.11 2.78 5.56 38.46 30.56 71.3 51.87 36.49 27.59 68.83 51.72 51.72 97.22 55.56 59.09 50.0
DeepSeek-V3 36.11 13.89 25.0 19.44 51.28 27.78 57.41 57.9 40.23 41.38 65.58 82.76 82.76 100.0 63.89 68.18 54.55
+CoT 44.44 38.89 50.0 27.78 66.67 36.11 65.74 67.53 54.17 60.34 88.31 75.86 75.86 94.44 69.44 50.0 72.73
DeepSeek-R1 52.78 25.0 44.44 19.44 73.08 27.78 70.37 66.95 49.43 36.21 87.66 56.9 56.9 100.0 58.33 77.27 50.0
Qwen2.5 8.33 27.78 8.33 25.0 55.13 5.56 73.15 47.7 36.35 24.14 64.29 44.83 44.83 100.0 58.33 54.55 54.55
+CoT 16.67 33.33 11.11 11.11 62.82 5.56 65.74 63.36 39.37 18.97 61.69 24.14 24.14 97.22 83.33 50.0 45.45
QwQ 2.78 61.11 8.33 33.33 14.1 5.56 27.78 35.92 28.74 12.07 44.16 20.69 20.69 47.22 25.0 27.27 13.64
Llama-3.3 19.44 19.44 8.33 5.56 60.26 11.11 75.0 45.55 48.28 18.97 74.03 39.66 39.66 100.0 55.56 59.09 63.64
+CoT 41.67 38.89 16.67 16.67 48.72 0.0 63.89 59.63 44.97 0.0 76.62 0.0 0.0 100.0 58.33 77.27 59.09

GPT-4o

1

100.0 55.56 100.0 11.11 82.14 66.67 55.56 67.86 36.31 50.0 75.0 78.57 78.57 100.0 77.78 80.0 60.0
+CoT 100.0 77.78 100.0 0.0 64.29 11.11 62.96 75.0 40.48 7.14 78.57 28.57 28.57 88.89 77.78 60.0 60.0
o1 100.0 77.78 100.0 33.33 92.86 0.0 100.0 67.26 39.29 42.86 71.43 50.0 50.0 100.0 66.67 80.0 60.0
o3-mini 88.89 77.78 100.0 44.44 75.0 44.44 55.56 58.93 30.95 35.71 64.29 64.29 64.29 100.0 77.78 40.0 40.0
DeepSeek-V3 88.89 77.78 100.0 44.44 75.0 55.56 59.26 64.88 33.93 50.0 67.86 50.0 50.0 100.0 33.33 60.0 20.0
+CoT 88.89 77.78 100.0 22.22 82.14 55.56 55.56 68.45 45.24 35.71 75.0 64.29 64.29 88.89 88.89 60.0 60.0
DeepSeek-R1 100.0 66.67 100.0 11.11 100.0 44.44 59.26 74.4 40.48 35.71 82.14 50.0 50.0 100.0 55.56 80.0 40.0
Qwen2.5 100.0 77.78 100.0 22.22 71.43 22.22 81.48 70.24 34.52 21.43 53.57 42.86 42.86 100.0 88.89 40.0 40.0
+CoT 88.89 77.78 100.0 0.0 75.0 22.22 62.96 72.62 42.26 0.0 75.0 35.71 35.71 100.0 88.89 20.0 60.0
QwQ 100.0 88.89 100.0 11.11 92.86 22.22 92.59 73.21 35.12 50.0 71.43 42.86 42.86 100.0 77.78 80.0 40.0
Llama-3.3 100.0 88.89 100.0 0.0 64.29 0.0 88.89 55.36 35.12 14.29 71.43 21.43 21.43 88.89 55.56 60.0 60.0
+CoT 100.0 77.78 100.0 0.0 67.86 0.0 77.78 61.31 37.5 0.0 42.86 0.0 0.0 100.0 77.78 80.0 60.0

GPT-4o

2

85.71 28.57 0.0 14.29 36.36 28.57 38.1 56.06 43.18 54.55 68.18 72.73 72.73 100.0 14.29 50.0 50.0
+CoT 85.71 57.14 0.0 14.29 36.36 0.0 38.1 59.09 46.97 18.18 68.18 9.09 9.09 85.71 0.0 50.0 50.0
o1 100.0 57.14 0.0 14.29 36.36 0.0 66.67 52.27 48.48 36.36 59.09 45.45 45.45 85.71 14.29 75.0 50.0
o3-mini 85.71 28.57 0.0 14.29 45.45 14.29 33.33 50.76 31.06 18.18 45.45 36.36 36.36 57.14 28.57 50.0 50.0
DeepSeek-V3 85.71 42.86 100.0 57.14 54.55 14.29 33.33 49.24 45.45 54.55 72.73 81.82 81.82 100.0 42.86 50.0 25.0
+CoT 71.43 71.43 100.0 14.29 40.91 28.57 47.62 59.85 41.67 45.45 68.18 54.55 54.55 85.71 28.57 50.0 50.0
DeepSeek-R1 71.43 85.71 100.0 28.57 68.18 28.57 61.9 59.09 50.0 63.64 81.82 72.73 72.73 85.71 28.57 75.0 50.0
Qwen2.5 57.14 14.29 100.0 28.57 40.91 0.0 71.43 56.06 41.67 18.18 59.09 54.55 54.55 100.0 14.29 75.0 50.0
+CoT 57.14 42.86 100.0 14.29 27.27 0.0 61.9 59.85 44.7 9.09 63.64 27.27 27.27 100.0 28.57 75.0 50.0
QwQ 14.29 100.0 100.0 42.86 4.55 0.0 4.76 1.52 22.73 0.0 9.09 0.0 0.0 0.0 14.29 0.0 0.0
Llama-3.3 100.0 42.86 100.0 14.29 63.64 14.29 47.62 41.67 40.15 18.18 77.27 45.45 45.45 85.71 28.57 75.0 50.0
+CoT 100.0 42.86 100.0 14.29 50.0 0.0 85.71 53.79 43.18 0.0 36.36 0.0 0.0 100.0 28.57 50.0 50.0

GPT-4o

3

43.75 12.5 87.5 31.25 31.58 25.0 33.33 57.03 38.28 65.62 73.33 65.62 65.62 100.0 18.75 68.75 0.0
+CoT 56.25 12.5 81.25 31.25 18.42 0.0 41.67 70.05 38.28 3.12 72.22 18.75 18.75 100.0 12.5 62.5 0.0
o1 25.0 62.5 81.25 50.0 7.89 0.0 16.67 23.96 34.9 12.5 34.44 15.62 15.62 50.0 12.5 37.5 0.0
o3-mini 6.25 6.25 93.75 43.75 34.21 12.5 33.33 53.65 29.69 43.75 70.0 53.12 53.12 100.0 12.5 56.25 6.25
DeepSeek-V3 43.75 12.5 93.75 43.75 21.05 12.5 33.33 56.51 36.46 78.12 68.89 68.75 68.75 100.0 12.5 56.25 0.0
+CoT 50.0 25.0 93.75 37.5 42.11 0.0 35.42 64.84 46.35 40.62 81.11 65.62 65.62 100.0 50.0 50.0 0.0
DeepSeek-R1 56.25 31.25 81.25 18.75 57.89 6.25 41.67 64.58 42.71 65.62 75.56 62.5 62.5 100.0 6.25 75.0 0.0
Qwen2.5 31.25 12.5 93.75 31.25 36.84 12.5 41.67 60.42 36.2 46.88 65.56 71.88 71.88 100.0 12.5 43.75 0.0
+CoT 37.5 31.25 93.75 37.5 55.26 0.0 39.58 65.1 37.24 21.88 71.11 43.75 43.75 100.0 87.5 43.75 6.25
QwQ 31.25 12.5 81.25 50.0 55.26 31.25 45.83 72.4 38.02 46.88 83.33 53.12 53.12 100.0 6.25 56.25 6.25
Llama-3.3 31.25 18.75 87.5 31.25 31.58 0.0 62.5 41.15 38.02 37.5 73.33 15.62 15.62 93.75 6.25 50.0 0.0
+CoT 18.75 37.5 100.0 25.0 36.84 0.0 45.83 50.78 33.59 0.0 62.22 3.12 3.12 100.0 6.25 68.75 0.0

GPT-4o

4

56.25 6.25 81.25 31.25 100.0 18.75 39.58 64.2 47.53 18.52 72.84 62.96 62.96 93.75 62.5 100.0 18.18
+CoT 62.5 12.5 87.5 43.75 88.89 0.0 52.08 75.93 54.01 14.81 82.72 25.93 25.93 93.75 68.75 81.82 36.36
o1 31.25 18.75 50.0 37.5 74.07 6.25 70.83 61.73 53.4 62.96 90.12 66.67 66.67 93.75 75.0 90.91 63.64
o3-mini 12.5 6.25 31.25 43.75 25.93 0.0 52.08 52.16 35.8 18.52 71.6 55.56 55.56 93.75 50.0 45.45 36.36
DeepSeek-V3 68.75 6.25 68.75 37.5 59.26 12.5 37.5 52.47 43.83 59.26 62.96 81.48 81.48 93.75 68.75 81.82 45.45
+CoT 75.0 18.75 87.5 37.5 88.89 18.75 50.0 61.42 48.46 51.85 79.01 62.96 62.96 93.75 68.75 81.82 36.36
DeepSeek-R1 68.75 6.25 75.0 37.5 81.48 18.75 62.5 65.43 48.15 18.52 79.01 44.44 44.44 93.75 68.75 100.0 54.55
Qwen2.5 43.75 6.25 75.0 31.25 70.37 6.25 52.08 52.78 44.44 3.7 76.54 37.04 37.04 93.75 68.75 63.64 36.36
+CoT 37.5 31.25 81.25 31.25 66.67 0.0 60.42 63.27 46.3 3.7 74.07 44.44 44.44 87.5 87.5 63.64 36.36
QwQ 12.5 0.0 31.25 31.25 66.67 6.25 64.58 73.46 46.6 25.93 85.19 37.04 37.04 87.5 68.75 81.82 54.55
Llama-3.3 37.5 18.75 87.5 31.25 62.96 0.0 58.33 47.22 51.85 14.81 76.54 14.81 14.81 93.75 62.5 72.73 54.55
+CoT 31.25 12.5 81.25 37.5 81.48 0.0 66.67 53.4 45.37 3.7 70.37 0.0 0.0 93.75 68.75 100.0 54.55

Table 5: The performance of different LLM families on our benchmark dataset.
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