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Abstract001

Legal Judgment Prediction (LJP) aims to pre-002
dict the outcomes of legal cases based on fac-003
tual descriptions, serving as a fundamental task004
to advance the development of legal systems.005
Traditional approaches to LJP often rely on006
statistical analyses of past legal judgments or007
propose an agent-based framework from a role-008
playing perspective. However, the existing009
framework struggles to handle multiple alle-010
gations and diverse forms of evidence. Addi-011
tionally, simplistic courtroom simulations of-012
ten lead to one-sided decisions and insufficient013
adaptability. In this paper, we introduce Juris-014
Agents, a novel framework for LJP that effec-015
tively decomposes trial tasks, standardizes pro-016
cesses, and organizes them into distinct stages.017
Furthermore, considering the dynamic nature018
and real-time updates of legal statutes, we pro-019
pose JurisMM. It comprises more than 50,000020
recent legal case records derived from Chi-021
nese judicial proceedings. It includes both uni-022
modal textual data and multimodal data that023
combine video and text, allowing for a compre-024
hensive examination of the capabilities of our025
framework. We validate the capability of our026
framework on both JurisMM and the widely027
used legal benchmark LawBench, innovatively028
explore the impact of multimodal data, and029
achieve state-of-the-art results in multiple de-030
signed experiments. These results indicate that031
our framework is effective not only for LJP but032
also for a broader range of legal applications,033
offering new perspectives for the development034
of future legal methods and datasets.035

1 Introduction036

The legal field has emerged as a particularly promis-037

ing area for the application of natural language038

processing (NLP) techniques, among which Legal039

Judgment Prediction (LJP) (Aletras et al., 2016; Xu040

et al., 2020; Malik et al., 2021; Feng et al., 2022;041

Zhao et al., 2022) stands out as a crucial and highly042

significant task. LJP refers to the task of forecasting043

court outcomes based on the facts of a legal case, in- 044

cluding elements such as the applicable law article, 045

charge, and term of penalty. LJP can not only en- 046

hance the efficiency of judicial processes, but also 047

offer valuable legal advice to the general public. 048

Various methods have been proposed and achieved 049

promising results with the application of state-of- 050

the-art Neural Networks (Zhong et al., 2018; Yang 051

et al., 2019; Yue et al., 2021; Zhang et al., 2023) 052

and Large Language Models (LLMs) (He et al., 053

2024; Wang et al., 2024; Sun et al., 2024; Jiang and 054

Yang, 2024; Chen et al., 2024a). 055

However, the unique characteristics of legal lan- 056

guage, including its high degree of specialization, 057

complexity, and reliance on precise terminology, 058

pose significant challenges for LJP systems. These 059

challenges are further compounded by the growing 060

global population, which has led to an increase in 061

the number of judicial cases, placing immense pres- 062

sure on the legal systems. Efforts to mitigate these 063

problems have focused on simplifying the simu- 064

lation of real courtrooms (Jiang and Yang, 2024; 065

Chen et al., 2024a), utilizing Retrieval-Augmented 066

Generation (RAG) techniques (He et al., 2024; 067

Wang et al., 2024), and refining prompt engineer- 068

ing (Sun et al., 2024). However, several challenges 069

persist in the Legal Judgment Prediction (LJP) task: 070

1) Reproduction of Real-World Scenarios. Each 071

legal case may involve one or more charges and 072

statutes. However, most existing legal frameworks 073

struggle to accurately predict multiple charges and 074

relevant laws, making it difficult to forecast the 075

final judicial outcomes. In addition, the existing 076

legal framework is largely centered on supporting 077

text-based input. However, information from other 078

modalities, such as case-related evidence presented 079

in court and trial recordings, also plays a vital role 080

in LJP tasks. 081

2) Multivariable Interactions. Current legal 082

frameworks often rely on straightforward court- 083

room simulations, where each agent is assigned a 084
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Figure 1: Overview of our framework JurisAgents.

role based on real-world scenarios. However, each085

role in the courtroom typically assumes multiple086

functions. If a simulated court is built solely based087

on existing roles while neglecting an analysis of088

their shared functions and failing to implement a089

well-structured and procedural design for the trial,090

most intelligent agents will struggle to grasp the091

key points of the case. As a result, their conclu-092

sions are often one-sided and superficial, making it093

difficult for them to make sound decisions across094

various stages. This, in turn, can lead to chaotic and095

illogical trial outcomes, ultimately undermining the096

goal of optimizing the entire trial process.097

To address the aforementioned challenges, we098

propose a novel multi-agent framework JurisAgents099

for LJP task. As illustrated in Figure 1, Juris-100

Agents leverages the advanced reasoning abilities101

of LLMs to emulate court proceedings and deliver102

high-quality outcomes.103

Specifically, JurisAgents consists of six intelli-104

gent agents. Among them, five agents form the105

courtroom debate module, which adheres to the106

conventional trial process while detailing the pro-107

ceedings based on specific tasks. We have estab-108

lished three Judges: Junior Judge, Senior Judge109

and Chief Judge. The Junior Judge and Senior110

Judge hold pivotal responsibilities in overseeing111

the case. Their duties include systematically struc-112

turing case information, distilling critical events,113

and guaranteeing a thorough review of all pertinent114

details. Ultimately, the Chief Judge is responsible115

for delivering the final verdict. If the Defendant116

is dissatisfied with the verdict, they can file an ap-117

peal, assisted by the Legal Counsel, for a secondary118

petition, after which the court conducts a second119

trial. We also developed a legal knowledge re-120

trieval module to support the Chief Judge in the121

decision-making process. This module features an122

intelligent Assistant that provides access to the lat-123

est case rulings, updated criminal law documents,124

charge files, and relevant legal provisions. 125

Moreover, we introduce a legal dataset JurisMM. 126

Given the dynamic and evolving nature of legal 127

systems, existing datasets utilized in previous tasks 128

often include outdated information that no longer 129

aligns with the latest legal standards. Our dataset 130

includes over 50,000 up-to-date real-world trial 131

cases, sourced from official repositories. Further- 132

more, to explore the multimodal capabilities of the 133

proposed framework, the dataset also contains 83 134

multimodal samples. 135

We summarize our contributions as follows: 136

• JurisAgents is a new multi-agent framework 137

capable of conducting comprehensive simu- 138

lations of court trials based on the provided 139

case information. 140

• We propose a novel data set comprising single- 141

text modality and multimodal video-text data, 142

consisting of more than 50,000 judicial cases 143

based on the latest criminal law judgments. 144

• We conducted extensive experiments and ab- 145

lation studies. The results demonstrate that 146

our framework outperforms existing state-of- 147

the-art methods in all aspects and achieves the 148

best performance across three tasks. 149

2 The JurisAgents Framework 150

2.1 Framework Overview 151

JurisAgents integrates six distinct roles: Junior 152

Judge (JJ), Senior Judge (SJ), Chief Judge (CJ), As- 153

sistant, Defendant, and Legal Counsel—-all driven 154

by agents powered by LLM. 155

Judges play a key role in court trials. In Juris- 156

Agents, there are three judges at different levels 157

who work collaboratively to perform the following 158

two key tasks: 1) making factual findings: that is, 159

the judge needs to extract, organize, and synthesize 160

the subject matter as well as the specific details of 161
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the case in order to identify the final legal facts;162

and 2) making a legal value judgement: based on163

the identification of the legal facts, they rely on the164

legal provisions, leverage their own legal reserves,165

and correctly apply the provisions of the law in166

order to make a final conviction and sentence.167

To clearly demonstrate the complete case adjudi-168

cation process, we assign each judge a specific role169

categorized into three types: Junior Judge, Senior170

Judge, and Chief Judge. Through differentiated171

prompt design schemes, each judge is allocated172

distinct task perspectives, which are integrated into173

our JurisAgents system as fixed functional compo-174

nents.175

1) Junior Judge is primarily responsible for pro-176

cessing the foundational case data submitted by177

litigants or prosecutorial authorities to the judicial178

system. This role’s core responsibility involves179

real-time extraction and structured processing of180

received judicial information to accurately iden-181

tify the principal elements and factual details of182

the case. Specifically for the LJP task, this role183

extracts and integrates information related to the184

defendant’s case, focusing on analyzing behavioral185

patterns of the defendant to provide critical textual186

input materials for subsequent legal reasoning.187

2) Senior judge undertakes in-depth analysis of188

the structured data output by the Junior Judge and189

performs multidimensional comprehensive mod-190

eling of the case’s legal facts based on existing191

records in the judicial database. Specifically, this192

role generates a global description of the case facts193

by integrating the original case text with the struc-194

tured case text summarized by the junior judge,195

and thus achieves the automated extraction of key196

judicial elements and knowledge refinement.197

3) Chief Judge performs multi-level evaluation of198

the information outputs from both the Junior Judge199

and Senior Judge, integrates supplementary knowl-200

edge bases provided by legal assistants, and applies201

rule-based legal reasoning engines to invoke rele-202

vant legal provisions for generating final judicial203

decisions. This role synthesizes multi-source input204

features to produce judicial decision texts contain-205

ing applicable legal articles, charge classifications,206

and sentencing predictions.207

In addition to the role of the judge, we have208

also established auxiliary role, Assistant, as well209

as adversarial roles such as Defendant and Legal210

Counsel. By analyzing, organizing, and reviewing211

cases from both auxiliary and adversarial perspec-212

tives, we aim to help the judge identify gaps and213

address any oversights. 214

Assistant is regarded as the "external brain" of 215

judges, responsible for retrieving external infor- 216

mation and knowledge relevant to the final case 217

judgment. In the process of adjudication, the assis- 218

tant undertakes to extract, sort out and summarize 219

the legal facts finally determined after extracting, 220

sorting out and summarizing the main body and 221

specific details of the case, and collects external 222

information (including legally the content of laws, 223

charges and referred precedence) on the basis of the 224

legal facts, so as to prepare for the final judgment 225

of the chief judge. 226

Defendant , as the core litigation entity, exhibits 227

behavioral characteristics, including judicial ele- 228

ments such as subjective intent and objective con- 229

duct, making basis for case adjudication. Upon ter- 230

mination of the first-instance litigation process, this 231

litigation entity may, in accordance with statutory 232

authority, initiate second-instance appeal proceed- 233

ings by generating and submitting standardized 234

appeal request documentation. It should be particu- 235

larly noted that the defendant’s procedural choices 236

will significantly impact the iterative evolutionary 237

path of the entire judicial case. 238

Legal Counsel , functioning as a professional sup- 239

port entity, provides critical decision support to 240

the defendant by leveraging domain knowledge 241

bases and judicial practice experience. Upon sys- 242

tem detection of first-instance judgment status up- 243

dates, this professional support entity initiates the 244

appeal assistance workflow: generating optimized 245

second-instance procedure recommendations, for- 246

mulating legal document generation strategies, and 247

ultimately producing appeal documentation pack- 248

ages that comply with judicial standards. 249

2.2 Process Design 250

JurisAgents comprehensively simulates the entire 251

process through a structured six-stage pipeline, as 252

shown in Figure 2. 253

Information Extraction, Stage I. This phase cor- 254

responds to the initiation of first-instance court pro- 255

ceedings. The initial input consists of a compre- 256

hensive description of the criminal case process. 257

Two judicial agents (the Junior Judge and Senior 258

Judge) each receive this identical input and collab- 259

oratively process the case materials. The Junior 260

Judge first extracts the defendant’s key factual ele- 261

ments from the input text, specifically "defendant 262

identification", "crime details", and "criminal mo- 263

tive". Building upon this extracted information, the 264
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Figure 2: Our JurisAgents consists of six phases.

Senior Judge then conducts further analysis of the265

complete input text to synthesize a concise Case266

Summary document that captures the essential as-267

pects of the full case.268

Retrieval Process, Stage II. The Case Summary269

generated by the Senior Judge is transferred to270

the Assistant Agent, which performs searches271

in three legal knowledge bases (The Content of272

Laws Database, Charges Database, and Referred273

Precedence Database). For the Content of Laws274

Database and Charges Database, a dense vector275

retrieval approach is employed, with the top 10276

ranked results from each serving as references. The277

Referred Precedence Database utilizes a hybrid re-278

trieval system combining sparse and dense meth-279

ods, where the top 5 most relevant precedents are280

selected. The Assistant then consolidates these281

retrieval results into a unified Case Information282

Document, incorporating legal provisions, similar283

cases, and relevant charges.284

Decisions, Stage III. The Chief Judge receives285

three critical documents: 1) the Case Summary286

from the Junior Judge, 2) the defendant’s key fac-287

tual elements from the Senior Judge, and 3) the288

Case Information Document from the Assistant.289

Through comprehensive evaluation of these materi-290

als, the Chief Judge conducts an integrated assess-291

ment of the case facts. By cross-referencing the292

retrieved external legal resources with the specific293

details of the current litigation, the Chief Judge294

formulates the first-instance judicial decision.The295

final judgment document is then issued, which for-296

mally declares: (i) the relevant articles of the cases,297

(ii) charges against the defendant, (iii) the term of298

penalty.299

Defendant Raises Objections, Stage IV. Upon300

receiving the final judgment issued by the Chief301

Judge, the defendant may either accept the verdict302

(concluding the case) or exercise the right to appeal303

if perceiving judicial errors or unfairness. As il-304

lustrated in the framework, the defendant formally 305

submits a Statement of Appeal, a legally binding 306

document outlining the grounds for appeal and in- 307

tention to challenge the verdict. This statement 308

is prepared through systematic analysis of both 309

the final judgment document and complete case 310

proceedings, serving as the legal foundation for 311

initiating appellate proceedings. 312

Submission Appeal, Stage V. In this stage, legal 313

counsel plays a critical role. Based on the three key 314

documents—the final judgment, the defendant’s 315

objection statement, and the original case sum- 316

mary—the legal counsel prepares an appeal brief. 317

This brief synthesizes legal arguments, cited laws 318

and procedural concerns, and references case de- 319

tails extracted in earlier phases, particularly from 320

the transcripts and case summaries handled by JJ 321

and SJ. 322

Second-instance, Stage VI. Once the appeal brief 323

is submitted, the case enters the second-instance 324

phase. Both the second-instance Senior Judge and 325

the Junior Judge revisit the original transcripts 326

and case summaries, the same documents used in 327

the initial trial. They re-assess the case by cross- 328

referencing the appeal materials with the original 329

evidence and judicial reasoning. This phase is cru- 330

cial, as it ensures fairness through a comprehensive 331

review. The outcome of this second-instance trial 332

is final, marking the end of the judicial process in 333

a two-instance trial system. 334

3 The JurisMM Dataset 335

3.1 Data Collection 336

Unimodal Text Data. Previous work, such as the 337

CAIL2018 dataset (Xiao et al., 2018), has collected 338

millions of LJP texts. However, due to the real-time 339

nature and frequent updates of criminal law, as well 340

as the rapid development of LLMs, relying on out- 341

dated data that references superseded legal statutes 342
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may negatively impact the progress of LJP tasks.343

To address this issue and ensure the relevance of our344

experiments, we follow the data collection methods345

established in prior work to gather the most recent346

legal documents. This updated dataset supports the347

experimental validation and further exploration of348

the framework proposed in this study. We collected349

criminal judgment documents publicly available350

on China Judgments Online from 2014 to 2025,351

amassing approximately 150,000 cases covering352

all crime types listed in the criminal offense cat-353

alog. Preliminary statistics revealed a significant354

imbalance in the number of cases across different355

offense categories. To this end, we established an356

upper limit for the number of cases per offense cat-357

egory: if any category exceeded 2,000 cases, we358

retained only the most recent 2,000 cases based359

on judgment date. Concurrently, we implemented360

a lower limit: if any offense category contained361

fewer than 100 cases, we removed all cases asso-362

ciated with that offense and excluded the offense363

from the criminal offense catalog.364

Building upon this filtered case repository, we365

conducted further refinement by eliminating judg-366

ments that were inconsistent with the latest provi-367

sions of the Criminal Law of the People’s Republic368

of China (2023 Amendment) to ensure legal time-369

liness of all retained cases. A total of 53,415 data370

entries were obtained, with 46,365 used as the train-371

ing set and 7,050 as the test set. For detailed data372

collection process, see the appendix A.1.373

Multimodal Data. Additionally, to address the374

gap in multimodal data for legal judgment tasks,375

we collected judicial documents along with their376

corresponding real legal case videos, ultimately377

constructing a suitable multimodal legal dataset378

consisting of both video and text.379

We propose a collaborative framework led by le-380

gal experts and supported by multimodal large lan-381

guage models. The process begins with extracting382

key frames from video footage, which are then con-383

verted into a more standardized image format. Con-384

sidering the current challenges in precisely aligning385

legal judgments with visual evidence, legal experts386

must semi-automatically select a small set of key387

frames from relevant videos for each specific case.388

As a result, we obtained 83 high-quality mul-389

timodal data samples. These multimodal crimi-390

nal law cases are specifically designed to support391

the training and evaluation of multimodal judicial392

decision-making tasks.393

3.2 Legal Knowledge Base. 394

To ensure judicial accuracy and consistency, judges 395

must rely on a comprehensive legal knowledge 396

foundation. Based on the Criminal Law of the 397

People’s Republic of China (2023 Amendment), 398

we have constructed a large-scale integrated legal 399

knowledge base comprising three core components: 400

1) The content of laws with Judicial Interpretations, 401

2) List of charges, and 3) Repository of referred 402

precedence. All knowledge elements in this legal 403

knowledge base are stored and indexed in a Milvus 404

vector database for efficient retrieval and process- 405

ing. More details can be found in Appendix B.1. 406

The Content of Laws with Judicial Interpreta- 407

tions. We obtained legal documents from the au- 408

thoritative legal information repository. From this 409

database, we filtered all currently effective crimi- 410

nal law provisions, removed repealed clauses, and 411

eliminated articles irrelevant to criminal judgments, 412

ultimately retaining a total of 438 provisions. Ad- 413

ditionally, to enhance the interpretability of legal 414

provisions and the precision of legal application, 415

we supplemented the dataset with supporting judi- 416

cial interpretations issued by the Supreme People’s 417

Court. 418

List of Charges. Based on the Criminal Law of 419

the People’s Republic of China, we systematically 420

organized major charges to form a structured in- 421

ventory. This inventory serves as an independent 422

reference standard that can support downstream 423

tasks including charge prediction, case screening, 424

and legal retrieval. 425

Repository of Referred Precedence. To facili- 426

tate legal reasoning based on case similarity, we 427

incorporated 46,365 cases from the test set into 428

the knowledge base, which serves as authoritative 429

references for judicial decision-making. All se- 430

lected precedents maintain legal representativeness, 431

thereby ensuring that the referenced cases in judi- 432

cial proceedings are both authoritative and timely. 433

4 Experiments 434

4.1 Experimental Settings 435

All baselines are categorized into two types: 436

Neural-Networks-based and LLM-based ap- 437

proaches. 438

1) For the traditional Neural-Network-based 439

methods, training is performed using the training 440

set from our JurisMM-Text dataset, while evalua- 441

tion is conducted on the test set. Additional experi- 442

mental details can be found in Appendix C. 443
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Model Law Articles Charges Terms of Penalty

Acc. MP MR MF Acc. MP MR MF Acc. MP MR MF N-Id

TextCNN 0.703 0.389 0.343 0.334 0.696 0.492 0.457 0.441 0.325 0.321 0.282 0.285 —
TOPJUDGE 0.768 0.455 0.411 0.400 0.751 0.516 0.519 0.491 0.373 0.358 0.364 0.342 —

MPBFN 0.755 0.467 0.391 0.391 0.707 0.427 0.416 0.387 0.324 0.343 0.267 0.263 —

GLM-4V-9B 0.095 0.019 0.027 0.015 0.476 0.169 0.120 0.119 0.199 0.320 0.197 0.163 0.668
mPLUG-7B 0.094 0.027 0.035 0.019 0.319 0.093 0.060 0.058 0.100 0.250 0.168 0.067 0.507

Qwen2.5-VL-3B 0.220 0.089 0.072 0.057 0.258 0.109 0.068 0.068 0.193 0.169 0.122 0.100 0.787
Qwen2.5-VL-7B 0.271 0.133 0.121 0.092 0.134 0.061 0.021 0.026 0.188 0.135 0.119 0.096 0.799

Qwen2.5-7B 0.523 0.133 0.170 0.123 0.500 0.161 0.144 0.134 0.237 0.227 0.145 0.124 0.826
GPT-4o 0.380 0.264 0.207 0.186 0.436 0.253 0.186 0.182 0.372 0.432 0.357 0.319 0.842

JurisAgents 0.872 0.604 0.645 0.602 0.882 0.600 0.642 0.603 0.409 0.520 0.393 0.361 0.848
w/o KB 0.653 0.323 0.323 0.281 0.801 0.203 0.190 0.187 0.378 0.454 0.371 0.335 0.848
w/o MA 0.767 0.592 0.607 0.569 0.773 0.581 0.599 0.566 0.303 0.475 0.304 0.272 0.803

Table 1: Overall performance on JurisMM-Text.

2) For the LLM-based approaches, experiments444

involving closed-source models are conducted with445

the temperature parameter set to 0 to ensure deter-446

ministic outputs. For open-source models, each447

experiment is repeated three times, and the aver-448

age performance is reported. All the multi-agent449

systems in our framework are powered by GPT-4o.450

To compare the performance of the baselines451

and our methods, we choose four metrics that are452

widely used for multi-classification tasks, includ-453

ing accuracy (Acc.), macro-precision (MP), macro-454

recall (MR), and macro-F1 (F1). It is worth noting455

that for the sentence length prediction task, which456

involves predicting continuous time durations, tra-457

ditional classification metrics may not fully capture458

the model’s performance. Therefore, in addition to459

the above metrics, we also refer to the Normalized460

Log-Distance (N-Ld) metric used in the LawBench461

(Fei et al., 2023) benchmark. This metric allows for462

a more nuanced evaluation by measuring the nor-463

malized logarithmic difference between predicted464

and true values, thus providing a complementary465

perspective on model accuracy in regression-like466

settings.467

4.2 Baselines468

To extensively validate the effectiveness of the469

proposed framework, we employed the follow-470

ing baselines based on traditional neural networks471

for comparison. These include TextCNN, TOP-472

JUDGE (Zhong et al., 2018), and MPBFN (Yang473

et al., 2019).474

We then compare several high-performing LLM475

models. Among the open-source models, we in-476

clude GLM-4V-9B (GLM et al., 2024), mPLUG-477

Owl-7B (Ye et al., 2024), Qwen2.5-VL-3B/7B (Bai478

et al., 2025), and Qwen2.5-7B-Instruct (Qwen et al.,479

2025). These models are notable for their acces- 480

sibility, allowing researchers and developers to in- 481

spect, modify, and fine-tune them according to 482

specific needs, which fosters innovation and trans- 483

parency in the field. For closed-source models, we 484

utilize GPT-4o (OpenAI, 2024). 485

4.3 Overall Performance 486

Table 1 shows the comprehensive performance of 487

each model on the three tasks of Law Articles, 488

Charges and Terms of Penalty. It can be seen that 489

our proposed framework JurisAgents has achieved 490

a significant lead in all tasks and indicators, fully 491

reflecting its advantages in legal text understanding 492

and reasoning. 493

The performance of JurisAgents on multiple eval- 494

uation is also very balanced and excellent, showing 495

that the model achieves a good balance between 496

accuracy and recall, avoiding the bias of a single 497

indicator. This balance performance is particularly 498

important for the legal judgment task, because the 499

diversity and complexity of legal texts require that 500

the model neither omits key provisions nor pro- 501

duces too many misjudgments. 502

In the sentence prediction task, although the 503

overall accuracy was relatively low, JurisAgents 504

still outperformed other models, indicating that the 505

task was more difficult, possibly due to the finer 506

grain of inference and quantitative judgment in- 507

volved in the sentence. 508

Comparison between NN and LLMs. The results 509

reveal a clear distinction in performance between 510

traditional Neural Network based (NN) models and 511

LLMs on the JurisMM-Text dataset. Classical neu- 512

ral network architectures consistently outperform 513

the LLMs across all three legal tasks. This result is 514

consistent with our expectations. The reason is that 515
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traditional neural network models are specifically516

designed for legal text classification, with both fea-517

ture extraction and architecture reflecting legal do-518

main rules and expert prior knowledge. In contrast,519

the large language models evaluated, despite hav-520

ing a vast number of parameters and strong gen-521

eral language understanding, may lack sufficient522

domain adaptation and detailed legal knowledge,523

which are essential for accurate LJP.524

Performance across Different Legal Tasks. Gen-525

erally, all models achieve their highest performance526

on law article prediction, followed by charge pre-527

diction, with terms of penalty being the most chal-528

lenging task. This pattern aligns with the inherent529

complexity of each task: law articles and charges530

are often more directly linked to textual cues and531

legal definitions, whereas penalty terms require532

nuanced understanding of sentencing guidelines,533

contextual factors, and legal discretion.534

Our framework stands out by achieving the best535

results across all tasks and metrics, indicating its536

superior capability in capturing the multifaceted537

nature of LJP. Notably, its advantage is most pro-538

nounced in charge prediction, where it surpasses539

other models by a significant margin. This suggests540

that JurisAgents effectively integrates legal knowl-541

edge and reasoning mechanisms that are crucial for542

accurately identifying charges, which often involve543

complex legal interpretations.544

In terms of penalty term prediction, although all545

models show relatively lower scores, JurisAgents546

still leads, demonstrating its ability to handle the547

most challenging aspect of legal judgment. The548

relatively lower performance across models in this549

task highlights the need for further research into550

modeling sentencing decisions, which may depend551

on subtle contextual and procedural factors beyond552

textual information.553

Ablation Studies. To thoroughly evaluate the con-554

tributions of individual components in JurisAgents,555

we conducted ablation experiments on the test set.556

Removing the knowledge base (w/o KB) results557

in a substantial drop in performance across all558

tasks, especially in law article and charge predic-559

tion. This underscores the critical role of external560

legal knowledge in enhancing the model’s reason-561

ing and decision-making capabilities. Without ac-562

cess to structured legal information, JurisAgents563

struggles to accurately map textual inputs to rele-564

vant legal concepts and outcomes.565

Similarly, excluding the multi-agent collabora-566

tion mechanism (w/o MA) leads to a noticeable567
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Figure 3: Overall performance on LawBench.

decline, particularly in the terms of penalty task. 568

This indicates that the collaborative interactions 569

among multiple agents within the framework en- 570

able the model to incorporate diverse perspectives 571

and legal elements, facilitating more comprehen- 572

sive and detailed analysis, thereby enhancing its 573

overall robustness. This is crucial for complex 574

decision-making tasks, such as sentencing. 575

Interestingly, even with the removal of any sin- 576

gle component, JurisAgents still outperforms many 577

baseline models. This phenomenon not only con- 578

firms the reliability of our design mechanisms but 579

also demonstrates the robustness of the JurisAgents 580

architecture. 581

4.4 Expand Experiments 582

Task Extension. To evaluate the effectiveness of 583

JurisAgents across varying data distributions and 584

assess its suitability for legal judgment tasks, we 585

conducted a comparative analysis against several 586

large language models using the LawBench bench- 587

mark. LawBench is a comprehensive evaluation 588

suite designed to measure the legal reasoning capa- 589

bilities of LLMs within the context of the Chinese 590

legal system. It encompasses a wide range of law- 591

related tasks. For our experiments, we selected five 592

representative tasks from the benchmark—three 593

that align directly with the task types JurisAgents 594

is designed to handle, and two additional tasks, 595

Case Analysis (CA.) and Crime Amount Calcula- 596

tion (CC.), which are also prevalent in legal prac- 597

tice. 598

The results, as shown in Table 3, demonstrate 599

that JurisAgents achieved the best performance 600

across all five legal knowledge application tasks 601

compared to five other general-purpose large lan- 602

guage models. Specifically, in the three fundamen- 603

tal legal judgment tasks, namely, the prediction of 604

law articles, the prediction of charges, and the pre- 605

diction of prison terms, JurisAgents achieved im- 606

provements of 7.0%, 12.5%, and 6.1%, respectively. 607

Furthermore, in the two extended tasks, case analy- 608

sis and crimal damages calculation, our framework 609

yielded improvements of 2.8% and 3.4%, respec- 610

7



Model Law Articles Charges Terms of Penalty

Acc. MF Acc. MF N-Id MF

GPT-4o 0.518 0.165 0.325 0.183 0.724 0.114
w picture 0.518 0.180 0.337 0.177 0.779 0.164

JurisAgents 0.614 0.334 0.518 0.309 0.744 0.105
w picture 0.639 0.336 0.554 0.353 0.816 0.184

Table 2: Overall performance on JurisMM-Video.

tively. These results indicate that a multi-agent611

legal system, refined through task specification612

and customization, exhibits stronger adaptability to613

downstream legal application tasks, enabling rapid614

adjustment of execution goals for various roles to615

meet diverse legal task requirements.616

Modal Extension. We conducted experiments617

on the collected set of 83 multimodal legal judg-618

ment cases, with the results presented in Table 2.619

Our framework JurisAgents demonstrates consis-620

tent improvements across all three prediction tasks621

when incorporating visual information, with ac-622

curacy and macro-F1 scores showing notable en-623

hancement. Particularly, the sentence prediction624

accuracy achieves an 8.5% absolute improvement625

over text-only conditions. The integration of mul-626

timodal data significantly enhances JurisAgents’627

performance in legal judgment prediction. These628

experimental results indicate that visual informa-629

tion enables the model to capture more compre-630

hensive contextual understanding of cases, thereby631

improving both the accuracy and robustness of le-632

gal provision, charge, and sentence prediction.633

5 Related Work634

Legal Judgment Prediction. The task of legal635

judgment prediction (LJP) has undergone several636

significant methodological transitions. In its early637

stages, LJP was primarily addressed using mathe-638

matical and statistical approaches, relying on exist-639

ing legal cases to predict the outcomes of specific640

scenarios (Ruger et al., 2004). These methods of-641

ten required extensive manual feature engineering.642

With the rapid advancement of neural networks,643

researchers have proposed a wide range of mod-644

els to support legal case analysis (Zhong et al.,645

2018; Yang et al., 2019).However, due to the rig-646

orousness and fairness required in legal formula-647

tion, it remains challenging in practice to distin-648

guish between charges and conviction boundaries649

described by similar statutes.Some studies leverage650

contrastive learning to capture subtle distinctions651

between similar law articles or charges (Gan et al.,652

2023; Zhang et al., 2023; Liu et al., 2023). With653

the rapid advancement of LLM-based autonomous 654

agents, their growing capability to make sophisti- 655

cated decisions in real-world scenarios offers novel 656

perspectives and opportunities for advancing legal 657

judgment prediction. Some recent studies have be- 658

gun to explore the application of novel LLM-based 659

methods to the LJP task. (He et al., 2024; Wang 660

et al., 2024; Sun et al., 2024; Jiang and Yang, 2024; 661

Chen et al., 2024a). 662

Multi-agent framework. As the reasoning and 663

planning capabilities of large language models con- 664

tinue to advance, LLM-based agents are also at- 665

tracting increasing attention. These agents are capa- 666

ble of perceiving environments, making decisions, 667

and taking actions (Guo et al., 2023; Liang et al., 668

2023; Xi et al., 2023). In complex scenarios, sin- 669

gle agents often struggle with intricate task logic, 670

whereas collaborative multi-agent systems can en- 671

hance task efficiency. Leveraging the collective 672

expertise of specialized agents has shown promise 673

in tackling challenging problems such as scientific 674

research (Zheng et al., 2023; Chen et al., 2024b), 675

scientific debate (Liang et al., 2024; Park et al., 676

2024; Du et al., 2024; Xiong et al., 2023), software 677

development (Li et al., 2023; Dong et al., 2024; 678

Qian et al., 2024; Hong et al., 2023; Huang et al., 679

2023), and so on. In the legal domain, while ini- 680

tial attempts have been made to apply agent-based 681

methods, performance improvements remain lim- 682

ited. 683

6 Conclusion 684

We propose JurisAgents, a novel multi-agent frame- 685

work designed to address the inherent complexities 686

of LJP by decomposing trial tasks into structured 687

stages and simulating realistic courtroom proce- 688

dures. By leveraging the reasoning capabilities of 689

LLMs within a carefully orchestrated multi-agent 690

system, our framework effectively captures the mul- 691

tivariable interactions and procedural nuances that 692

characterize real-world legal cases. To further sup- 693

port this endeavor, we introduced JurisMM, a large- 694

scale, up-to-date dataset comprising over 50,000 695

judicial cases, including both unimodal textual data 696

and multimodal video-text samples. 697

Overall, our work contributes a robust frame- 698

work and valuable resources that advance the state 699

of the art in LJP and offer promising directions for 700

future research in legal AI, including more realistic 701

courtroom simulations, multimodal reasoning, and 702

dynamic knowledge integration. 703
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Limitations704

First, our exploration of multimodal data in the le-705

gal domain remains preliminary. Due to the lack706

of effective automated methods for constructing707

large-scale multimodal datasets, the multimodal708

portion of our dataset—comprising video and text709

data—was manually curated by legal experts. This710

manual collection process inherently limits the711

scale and diversity of multimodal samples, restrict-712

ing the generalizability and robustness of multi-713

modal learning in legal judgment prediction. Fu-714

ture work should focus on developing scalable and715

automated approaches for multimodal data acqui-716

sition and annotation to better support comprehen-717

sive legal AI systems.718

Second, our current framework and dataset are719

primarily centered on criminal law cases derived720

from Chinese judicial proceedings. Legal systems721

vary significantly across countries in terms of proce-722

dural rules, legal codes, and trial practices. There-723

fore, extending our framework to accommodate724

multiple legal systems and constructing more uni-725

versal datasets will be essential to enhance the726

adaptability and global relevance of our methods.727
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A JurisMM Details986

A.1 Date Collection Process987

Building upon this filtered case repository, we con-988

ducted further refinement by eliminating judgments989

that were inconsistent with the latest provisions of990

the Criminal Law of the People’s Republic of China991

(2023 Amendment) to ensure legal timeliness of all992

retained cases.993

We implemented a phased data screening994

methodology with the following procedure: First,995

we performed a systematic comparison between996

the 2023 version (effective from March 1, 2024)997

and four previous editions of the Criminal Law im-998

plemented during 2014-2025. This comparative999

analysis identified all modified legal articles be-1000

tween the 2023 version and each preceding edition.1001

Subsequently, we examined cases published dur-1002

ing each version’s effective period and removed1003

those involving any modified legal provisions.For1004

concrete illustration, taking the 2020 edition as1005

an example: our comparison with the 2023 ver-1006

sion revealed seven modified articles. Since the1007

2020 edition was effective from March 1, 2021 to1008

March 1, 2024, we accordingly removed all cases1009

involving these seven modified articles that were1010

published during this period.1011

A.2 Statistics1012

We conducted a comprehensive statistical analysis1013

of the charge categories, including the overall quan-1014

titative distribution and frequency statistics in the1015

test set, with the detailed distribution characteris-1016

tics presented in Table 3 and Figure 4.1017

Category Total Kinds Average

The Content of Laws 132 921.70
Charges 115 907.18

Terms of Penalty - 23.05

Table 3: Summary of Relevant Articles, charges, and
Terms of Penalty.

B JurisAgents Details1018

B.1 The Details of Legal Knowledge Base1019

1020

For the retrieval process, we implemented a hy-1021

brid approach that combines:1022

• Dense retrieval: Captures semantic informa-1023

tion through vector embeddings using inner1024

product similarity metrics1025

• Sparse retrieval: Employs keyword match- 1026

ing based on BM25 scoring 1027

The final results primarily utilize dense retrieval 1028

outputs, with sparse retrieval results serving as 1029

supplementary information, followed by reranking 1030

through reciprocal rank fusion. 1031

C Experimental Setup 1032

All baselines are categorized into two types: 1033

Neural-Networks-based and LLM-based ap- 1034

proaches. 1035

1) For the Neural-Network-based methods, since 1036

our JurisMM dataset consists of continuous Chi- 1037

nese text without explicit word boundaries, we 1038

first apply THULAC (Sun et al., 2016) to perform 1039

word segmentation on the factual descriptions of 1040

the cases. After segmentation, we pretrain word 1041

embeddings using word2vec (Mikolov et al., 2013) 1042

with an embedding dimension of 200. 1043

We implement the NN-based methods using Py- 1044

Torch. In the CNN-based baseline models, the 1045

maximum document length is configured to 512 1046

tokens. For the LSTM-based baselines, we define 1047

the maximum sentence length as 128 tokens, with 1048

each document limited to 32 sentences. 1049

The hidden state dimension ds is set to 256. For 1050

the CNN encoder, the number of filters dc is set to 1051

256, and the window sizes h are set to 2,3,4,5 with 1052

64 filters for each window size. During the training 1053

part, we use the Adam optimizer with a learning 1054

rate of 10−3 and a dropout rate of 0.5. All models 1055

are trained for 16 epochs on an RTX 4090 GPU 1056

with a batch size of 512.Then we evaluate the final 1057

model on the testing set. 1058

2) For the LLM-based approaches, experiments 1059

involving closed-source models are conducted with 1060

the temperature parameter set to 0 to ensure deter- 1061

ministic outputs. For open-source models, each 1062

experiment is repeated three times, and the average 1063

performance is reported. 1064

Table 5 presents the detailed experimental results 1065

corresponding to Figure 3. 1066

D Prompts 1067

As shown in the following Tables, we present the 1068

specific prompts corresponding to each individual 1069

role. 1070
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Charge Count Charge Count Charge Count

Abandonment 12 Abuse 1 Abuse of Power 142
Accepting Bribes 65 Accident Involving Dangerous Substances 1 Arson 179
Assaulting Police 9 Assisting Criminals to Evade Punishment 25 Bid Rigging 10
Bigamy 15 Bill Fraud 6 Bribery 149
Bribery by Leveraging Influence 7 Bribery of Corporations 2 Bribery of Non-State Personnel 62
Bribery to Non-State Personnel 2 Child Abduction 15 Child Molestation 78
Contract Fraud 137 Copyright Infringement 20 Corporate Acceptance of Bribes 4
Corporate Bribery 21 Corruption 117 Counterfeiting Currency 1
Counterfeiting Registered Trademark 78 Credit Card Fraud 106 Damaging Computer Information Systems 10
Damaging Flammable or Explosive Equipment 53 Damaging Power Equipment 45 Damaging Traffic Facilities 5
Damaging Transportation Vehicles 1 Dangerous Driving 35 Defamation 3
Dereliction of Duty 115 Disrupting Production and Operation 23 Disrupting Regulatory Order 6
Distributing Obscene Materials 1 Embezzlement of Funds 189 Embezzlement of Public Funds 158
Endangering Public Safety with Dangerous Means 85 Environmental Pollution 11 Escape 1
Excessive Logging 37 Explosion 4 Extortion 109
Facilitating Bribery 19 False Accusation 15 False Reporting of Registered Capital 3
Forced Labor 1 Forced Transactions 25 Forcing Others to Use Drugs 2
Fraud 130 Fundraising Fraud 52 Gambling 20
Gathering to Disturb Social Order 9 Gathering to Fight 121 Gathering to Loot 3
Harboring Drug Users 23 Harming Rare or Endangered Wildlife 9 Illegal Absorption of Public Deposits 145
Illegal Business Operation 161 Illegal Cultivation of Narcotic Plants 104 Illegal Detention 104
Illegal Drug Possession 474 Illegal Entry into Residence 311 Illegal Fishing of Aquatic Products 35
Illegal Loan Issuance 16 Illegal Logging 64 Illegal Medical Practice 30
Illegal Mining 63 Illegal Occupation of Agricultural Land 43 Illegal Organization of Blood Selling 1
Illegal Sale of Invoices 8 Impersonating Military Personnel for Fraud 36 Impersonation Fraud 54
Insult 9 Insurance Fraud 31 Intentional Destruction of Property 145
Intentional Homicide 360 Intentional Injury 94 Interfering with Credit Card Management 72
Issuing False Invoices 1 Kidnapping 40 Loan Fraud 31
Major Liability Accident 65 Misappropriation 11 Misappropriation of Designated Funds 1
Money Laundering 3 Negligent Homicide 537 Negligent Serious Injury 247
Obstructing Public Duties 80 Obstructing Testimony 12 Occupational Embezzlement 172
Operating a Gambling House 37 Organizing Prostitution 1 Perjury 2
Perverting the Course of Justice 4 Picking Quarrels and Provoking Trouble 33 Possession of Forged Invoices 24
Private Division of State Assets 11 Rape 14 Refusal to Pay Labor Remuneration 77
Releasing Dangerous Substances 35 Retaliating Against Witnesses 2 Robbery 41
Selling Counterfeit Trademark Goods 410 Smuggling Waste 3 Snatching 225
Spreading Sexually Transmitted Diseases 2 Tax Evasion 9 Teaching Criminal Methods 4
Theft 69 Throwing Objects from Heights 4 Traffic Accident 45
Usurious Relending 2

Table 4: Distribution of Charges in test date of JurisMM-Text .
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Figure 4: Distribution of Charges of JurisMM-Text.

Model LA. MF Cg. MF TP. N-ld *CA. Acc. *CC. Acc.

Internlm-chat-7b 0.389 0.423 0.632 0.362 0.440
StableBeluga2 0.169 0.231 0.767 0.330 0.560
Qwen-7b-chat 0.529 0.399 0.761 0.268 0.446

GPT-3.5-turbo 0.308 0.346 0.788 0.316 0.664
GPT-4 0.532 0.413 0.826 0.496 0.770

JurisAgents 0.602 0.548 0.887 0.524 0.804

Table 5: Overall performance on LawBench.

E Cases1071
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On December 20, 2024, defendant Chen Mouwen illegally placed over 10 snares in Sanchazi Forest

Farm, Jilin, capturing one protected roe deer (valued at RMB 3,000). Police seized hunting tools (23

rabbit snares, 10 deer snares, 50 steel pellets, 1 slingshot) and the deer carcass. The accomplice Chen

received non-prosecution.

Chen Case of Illegal  Hunting

Cause of Action: Illegal Hunting Case Type: Criminal Case

Defendant: Chen                                                  Prosecution: Procuratorate

(1) Defendant Background:
Defendant Chen Mouwen illegally hunted a protected roe deer in Jilin using

snares on December 20, 2024. Seized items included hunting tools and the deer

carcass (valued at RMB 3,000). Charged under Criminal Law Article 341(2),

facing possible fines or imprisonment..

The defendant acted out of

necessity for subsistence,

without knowledge of the

protected status of either the

area or species. As a first-

time offender demonstrating

full cooperation...

(6) Judicial Decision – First Instance

- Defendant & Details of Crime:
The defendant Chen illegally hunted a protected roe deer using snares in Jilin's

Sanchazi Forest Farm (Dec 20, 2024). Seized items included hunting tools and the

carcass (valued at ¥3,000). Charged under Criminal Law Art.341(2).

The prosecution charges that

on December 20, 2024,

defendant Chen Mouwen

unlawfully entered...

Junior Judge

Senior Judge

Chief Judge

- Case summary:
The defendant illegally hunted protected roe deer in Jilin forest (Dec 2024). ¥3,000

wildlife damage. Charged under Criminal Law Art.341(2).

- Final Judgement:
Accusations:llegal hunting of a protected roe deer using prohibited snares in a

protected forest area.

Relevant Articles: Criminal Law Art.341(2).

Term of Imprisonment: Under 3 years.
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The appeal challenges the 10-year sentence as unlawful since hunting one "Three-Protected" deer

(§341(2)) caps at 3 years. Errors: (1) no proof snares were locally banned; (2) ignored appellant’s

confession/remorse; (3) overstated harm. Request reduction per statutory limits.

(8) Findings of the Appellate Court

The appellate court finds the original 10-year sentence excessive as the offense

involves hunting a common protected species under Article 341(2) rather than

endangered wildlife. Considering the appellant's clean record, prompt confession, and

minimal ecological impact, the sentence is reduced to [X] years in accordance with

statutory limits for such offenses.

(9) Final Judgment – Second Instance
The court reduces the sentence to [X] years, holding the offense constitutes illegal

hunting under Article 341(2) given the appellant's clean record and minimal ecological

impact. This judgment is final.
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The defendant maintains this

was for subsistence purposes

without knowledge of the

area's protected status or the

roe deer's classification as a

protected species...

(4) Defense Statement(3)Prosecution Claims (5) Defendant Statement

(7) Grounds for Appeal

Chief Judge

(2) Established Facts:
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(2) Established Facts:
On the night of July 29, 2015, after consuming alcohol, the defendant Sha was at Lujin Barbecue

Restaurant located at the intersection of Quannei Street in Quannei Township. At approximately 11:00

PM, he punched the victim Li in the face without provocation. The assault resulted in physical injuries,

which were later identified through forensic examination as constituting a Level-2 minor injury.

Sha Case of Intentional Injury

Cause of Action: Intentional Injury Case Type: Criminal Case

Defendant: Sha Prosecution: Procuratorate

(1) Defendant Background:
On July 29, 2015, the defendant Sha, after consuming alcohol, was present at Lujin Barbecue Restaurant

located at the intersection of Quannei Street in Quannei Township. At approximately 11:00 PM, he

punched the victim Li in the face, causing a Level-2 minor injury, as confirmed by forensic evaluation.

The defense acknowledges

that Sha struck Li, causing

injury. However, it contends

that the act was impulsive

and influenced by alcohol

consumption, lacking pre-

meditation...

(6) Judicial Decision – First Instance

- Defendant & Details of Crime:
The defendant Sha, assaulted Li Moumou by punching him in the face during a late-

night altercation at a barbecue restaurant in Quannei Township on July 29, 2015. The

attack, committed while Sha was intoxicated, resulted in a Level-2 minor injury as

confirmed by medical assessment.

Defendant Sha, under

the influence of alcohol,

punched victim Li in

the face at Lujin

Barbecue Restaurant...

Junior Judge

Senior Judge

Chief Judge

- Case summary:
The defendant Sha was found guilty of intentional injury after causing facial harm to

Li Moumou.

- Final Judgement:
Accusations:guilty of intentional injury

Relevant Articles: Article 234 of the Criminal Law.

Term of Imprisonment: 12 months of imprisonment
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Defendant Sha expresses deep

remorse for his actions on July

29, 2015. He admits to

punching Li while intoxicated

and acknowledges the harm

caused. Sha has apologized...

(4) Defense Statement(3)Prosecution Claims (5) Defendant Statement

16



Prompt for Junior Judge

Case Description and Facts
{ Fact }

Task
Based on the Criminal Law of the People’s Republic of China (amended on December 29, 2023), act as a senior judge to
analyze the case description and facts provided in the criminal legal document and complete the following tasks.

Task Requirements
1. The case may involve multiple defendants; analyze only the primary defendant explicitly specified in the document and
clearly state their name.
2. Summarize the defendant’s criminal acts, listing the specific actions, resulting consequences, and subjective intent
(negligence or intent).
3. Do not make a final conviction or sentencing decision; focus solely on analyzing the criminal acts and their nature.
4. Strictly adhere to the output format, listing criminal acts as separate items. If there is only one act, list only that item.
5. Base the analysis solely on the Criminal Law and the facts provided, without considering other laws or unmentioned
circumstances (e.g., voluntary surrender, recidivism).

Output Format

Defendant: [Name]
Defendant’s Criminal Acts:
1. [Action and consequence] [Negligence/Intent]
2. [Action and consequence] [Negligence/Intent]
*One act listed if applicable, no blanks.*

Table 6: Prompt for Junior Judge in JurisAgents.

Prompt for Senior Judge

Case Description and Facts
{ Fact }

Defendant Information
{ Response from Junior Judge }

Task
Based on the Criminal Law of the People’s Republic of China (amended on December 29, 2023), act as a senior judge
to analyze the case description, facts, and defendant information provided in the criminal legal document. Extract and
summarize key case information to serve as the basis for subsequent predictions of charges, applicable legal provisions, and
sentencing.

Task Requirements
1. The case may involve multiple defendants; analyze only the primary defendant explicitly specified in the document,
clearly stating their name.
2. Summarize key case information, including the defendant’s specific actions, consequences, subjective intent (negligence
or intent), time, location, and relevant evidence or statements.
3. Do not predict charges, cite legal provisions, or predict sentencing; focus solely on extracting and summarizing facts and
information.
4. Output as a single paragraph, concise yet detailed, emphasizing key information and avoiding verbatim reproduction of
the original text.
5. Base the analysis solely on the Criminal Law and the provided facts and defendant information, without considering other
laws or unmentioned circumstances (e.g., voluntary surrender, recidivism).
6. Do not include the thought process; strictly adhere to the output format.

Output Format

[A single paragraph summarizing the case facts and information in detail.]

Table 7: Prompt for Senior Judge in JurisAgents.
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Prompt for Chief Judge

Defendant Information
{ Response from Junior Judge }

Case Summary
{ Response from Senior Judge }

Candidate Charges
{ top10_rel_accu }

Candidate Legal Provisions
{ top10_rel_rules }

Similar Cases
{ top5_rel}

Task
As a senior presiding judge, based on the Criminal Law of the People’s Republic of China (amended on December 29,
2023), determine the defendant’s charges, relevant legal provisions, and penalty according to the defendant information, case
summary, candidate charges, and legal provisions. Prioritize selecting from the candidate charges and legal provisions; if the
case requires, other applicable charges or legal provisions may be chosen.

Task Requirements
1. Output a single line in JSON format for the judgment result, strictly adhering to the specified format.
2. Do not output the thought process or judgment analysis.
3. Charges (‘charge‘) should not include the word “crime,” e.g., “intentional homicide crime” should be output as “intentional
homicide.”
4. Legal provisions (‘relevant_articles‘) are represented by integer numbers, sourced from the Criminal Law of 2023,
amended on December 29.
5. The term of imprisonment (‘imprisonment‘) is expressed in months as an integer, e.g., 1 year is 12, 3.5 years is 42; for
death penalty or life imprisonment, ‘imprisonment‘ is 0.
6. In ‘term_of_imprisonment‘, ‘death_penalty‘ and ‘life_imprisonment‘ are boolean values; a suspended death sentence is
treated as a death penalty (‘death_penalty: true‘).
7. Do not use code blocks (e.g., “‘json) for output; directly output the JSON string.

Output Format

{"relevant_articles": [Number1, Number2, ...], "charge": ["Charge1", "Charge2", ...], "term_of_imprisonment":
{"death_penalty": true/false, "imprisonment": Integer, "life_imprisonment": true/false}}

Table 8: Prompt for Chief Judge in JurisAgents.
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Prompt for Defendant

Case Description and Facts
{ Fact }

First-Instance Verdict
{ Response from Junior Judge }

Task
You are a defendant in a criminal case. Based on the provided case description, facts, and first instance judgment (charges
and penalty), decide whether to accept the first instance judgment. If you accept, it indicates no objections to both the charges
and penalty; if you do not accept, you must clearly state your objection to the charges or penalty and provide reasons.

Task Requirements
1. Strictly adhere to Output Format 1 (accept) or Output Format 2 (do not accept) for your response.
2. When not accepting, clearly specify whether the objection is to the charges or penalty, and provide reasonable reasons
based on the case facts.
3. When accepting, output only “accept” without any additional text, spaces, or newlines.
4. Do not output the thought process.

Output Format 1 (Accepting the First Instance Judgment)

accept

Output Format 2 (Not Accepting the First Instance Judgment)

not accept, because [clearly state the objection to the charges or penalty, and provide reasons based on the case facts]

Table 9: Prompt for Defendant in JurisAgents.

Prompt for Legal Counsel

Case Description and Facts
{ Fact }

First-Instance Verdict
{ Result From Chief Judge }

Defendant’s Grounds for Appeal
{ Response from Defendant }

Task
As a professional criminal defense lawyer, based on the Criminal Law of the People’s Republic of China (amended on
December 29, 2023), draft an appeal petition on behalf of the defendant using the provided case description, first-instance
verdict, and defendant’s grounds for appeal. Present the appeal request, combining facts, evidence, and legal arguments to
challenge the impropriety of the first-instance verdict and advocate for a revised judgment or reduced penalty.

Task Requirements
1. The case may involve multiple defendants; draft the appeal petition only for the primary defendant explicitly specified,
clearly stating their name.
2. The appeal petition must include the following elements: appellant information, appeal request, facts and reasons
(integrating case details, defendant’s grounds, evidence, and legal analysis), legal basis, and concluding request.
3. If the defendant’s grounds are insufficient or absent, supplement with reasonable legal arguments based on the case and
verdict (e.g., errors in fact-finding, insufficient evidence, or excessive sentencing).
4. Output only the complete appeal petition text, excluding any other text or reasoning process.
5. Legal arguments should primarily rely on the Criminal Law of the People’s Republic of China (amended on December 29,
2023).
6. Do not consider unmentioned circumstances (e.g., voluntary surrender, recidivism); base the petition solely on the
provided facts, verdict, and grounds.

Output Format

[Complete appeal petition text, including appellant information, appeal request, facts and reasons, legal basis, and concluding
request, with no additional text.]

Table 10: Prompt for Junior Judge in JurisAgents.
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Prompt for Junior Judge (Second Instance)

Case Description and Facts
{ Fact }

Appeal Petition
* A legal sentencing task is now underway, based on the Criminal Law of the People’s Republic of China (amended on
December 29, 2023). A first-instance verdict has been issued, but the defendant has chosen to appeal. The appeal petition is
as follows: *
{ Appeal }

Task
Based on the Criminal Law of the People’s Republic of China (amended on December 29, 2023), act as a senior judge to
analyze the case description and facts provided in the criminal legal document and complete the following tasks.

Task Requirements
1. The case may involve multiple defendants; analyze only the primary defendant explicitly specified in the document and
clearly state their name.
2. Summarize the defendant’s criminal acts, listing the specific actions, resulting consequences, and subjective intent
(negligence or intent).
3. Do not make a final conviction or sentencing decision; focus solely on analyzing the criminal acts and their nature.
4. Strictly adhere to the output format, listing criminal acts as separate items. If there is only one act, list only that item.
5. Base the analysis solely on the Criminal Law and the facts provided, without considering other laws or unmentioned
circumstances (e.g., voluntary surrender, recidivism).
6. You may assess the reasonableness of the appeal based on the case description. If the appeal is deemed unreasonable, you
can disregard the appeal petition and uphold your original judgment.

Output Format

Defendant: [Name]
Defendant’s Criminal Acts:
1. [Action and consequence] [Negligence/Intent]
2. [Action and consequence] [Negligence/Intent]
*One act listed if applicable, no blanks.*

Table 11: Prompt for Junior Judge (Second Instance) in JurisAgents.
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Prompt for Senior Judge (Second Instance)

Case Description and Facts
{ Fact }

Defendant Information
{ Response from Junior Judge }

Appeal Petition
* A legal sentencing task is now underway, based on the Criminal Law of the People’s Republic of China (amended on
December 29, 2023). A first-instance verdict has been issued, but the defendant has chosen to appeal. The appeal petition is
as follows: *
{ Appeal }
Task
Based on the Criminal Law of the People’s Republic of China (amended on December 29, 2023), act as a senior judge
to analyze the case description, facts, and defendant information provided in the criminal legal document. Extract and
summarize key case information to serve as the basis for subsequent predictions of charges, applicable legal provisions, and
sentencing.

Task Requirements
1. The case may involve multiple defendants; analyze only the primary defendant explicitly specified in the document,
clearly stating their name.
2. Summarize key case information, including the defendant’s specific actions, consequences, subjective intent (negligence
or intent), time, location, and relevant evidence or statements.
3. Do not predict charges, cite legal provisions, or predict sentencing; focus solely on extracting and summarizing facts and
information.
4. Output as a single paragraph, concise yet detailed, emphasizing key information and avoiding verbatim reproduction of
the original text.
5. Base the analysis solely on the Criminal Law and the provided facts and defendant information, without considering other
laws or unmentioned circumstances (e.g., voluntary surrender, recidivism).
6. Do not include the thought process; strictly adhere to the output format.
7. You may assess the reasonableness of the appeal based on the case description. If the appeal is deemed unreasonable, you
can disregard the appeal petition and uphold your original judgment.

Output Format

[A single paragraph summarizing the case facts and information in detail.]

Table 12: Prompt for Senior Judge (Second Instance) in JurisAgents.
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Prompt for Chief Judge (Second Instance)

Defendant Information
{ Response from Junior Judge }

Case Summary
{ Response from Senior Judge }

Appeal Petition
{ Appeal }
Candidate Charges
{ top10_rel_accu }

Candidate Legal Provisions
{ top10_rel_rules }

Similar Cases
{ top5_rel}

Task
As a senior presiding judge, based on the Criminal Law of the People’s Republic of China (amended on December 29,
2023), determine the defendant’s charges, relevant legal provisions, and penalty according to the defendant information, case
summary, candidate charges, and legal provisions. Prioritize selecting from the candidate charges and legal provisions; if the
case requires, other applicable charges or legal provisions may be chosen.

Task Requirements
1. Output a single line in JSON format for the judgment result, strictly adhering to the specified format.
2. Do not output the thought process or judgment analysis.
3. Charges (‘charge‘) should not include the word “crime,” e.g., “intentional homicide crime” should be output as “intentional
homicide.”
4. Legal provisions (‘relevant_articles‘) are represented by integer numbers, sourced from the Criminal Law of 2023,
amended on December 29.
5. The term of imprisonment (‘imprisonment‘) is expressed in months as an integer, e.g., 1 year is 12, 3.5 years is 42; for
death penalty or life imprisonment, ‘imprisonment‘ is 0.
6. In ‘term_of_imprisonment‘, ‘death_penalty‘ and ‘life_imprisonment‘ are boolean values; a suspended death sentence is
treated as a death penalty (‘death_penalty: true‘).
7. Do not use code blocks (e.g., “‘json) for output; directly output the JSON string.

Output Format

{"relevant_articles": [Number1, Number2, ...], "charge": ["Charge1", "Charge2", ...], "term_of_imprisonment":
{"death_penalty": true/false, "imprisonment": Integer, "life_imprisonment": true/false}}

Table 13: Prompt for Chief Judge (Second Instance) in JurisAgents.
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