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Abstract

Reinforcement learning (RL) agent relies on experiential data obtained through
environmental interactions to achieve task objectives, but the efficacy of such learn-
ing paradigms remains fundamentally bounded by the high cost of the interactions.
Current researches advocate for the integration of large language models (LLMs)
to enhance decision making. However, previous methods predominantly require
domain-specific fine-tuning of foundation models, incurring extra computational
costs with limited generalization capabilities. Some others rely on control primi-
tives and often produce rigid plans that fail to adapt to environmental dynamics. To
this end, we introduce LWM-DPO: LLM-Based World Model with Distilled Policy
Optimization in Task Planning, a few-shot framework that uses LLMs’ autoregres-
sive reasoning with lightweight policy distillation. Our method decouples state and
action representations through the separation of planning and execution. LLM is
only used to plan the trajectory of the state, enabling LLMs to generate consistent
trajectories via programmatic feedback. Experiments conducted with challenging
robotics tasks demonstrate superior sample efficiency (11.3x improvement over
baseline RL after 10k steps) and task success rates (91.2% vs. 8.1% in dynamic
environments).

1 Introduction

Deep Reinforcement Learning (DRL) has demonstrated exceptional performance in fields ranging
from robotic manipulation to complex game environments [1} 2]. Apart from these achievements,
this paradigm is well-known to be sample inefficient, with limited real-world applications [3H35]].
Recent advances in world models establish a promising framework for addressing this challenge
[618]), achieving disentanglement of policy learning from environment interactions through internal
simulator construction.

Meanwhile, the integration of large language models (LLMs) into RL algorithms has shown re-
markable potential 9] [10] by leveraging their linguistic priors and semantic reasoning capabilities
[L1]. To better increase sampling efficiency, there come works focusing on using LLMs as learned
environment dynamics [[12H14]. However, domain-specific finetuning on foundation models (FMs) is
necessitated in most cases [15H17]], incurring substantial computational overhead while constraining
generalizability.

Although zero-shot and few-shot algorithms have been explored as alternatives [[18-20]], predefined
action primitives required by previous approaches severely constrain adaptability to dynamic environ-
ments. This limitation stems primarily from the underdeveloped physics and geometric reasoning
abilities in previous-generation LLMs [13} 21]]. As shown in Fig. [[(a), experiments are made in
a maze environment with obstacles positioned at coordinates (1,2), (2,2), etc. An agent initially
located at the starting position (1,1) is required to navigate to the target coordinate (1,8) through
single-cell orthogonal movements per time step. Results show that modern LL.Ms with enhanced
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Figure 1: Comparative analysis of navigation planning and algorithm performance: (a) Trajectory
visualization generated by different LLMs in maze environments, demonstrating policy evolution.
(b) Success rate comparison on mobile manipulation tasks between LWM-DPO (ours), LLM-based
agent without distilled policy optimization (LWM), and baseline RL approach. (c) Computational
efficiency metrics showing average iteration runtime for the three algorithms in (b).

world knowledge manage to complete the task through optimized prompting strategies, indicating
that they already contain information necessary to accomplish goals without any additional training.
This emergent capability reveals the growing capacity of updated LLMs to generate trajectories that
satisfy both task requirements and physical constraints [22} 23].

Another critical limitation in LLM-based agent systems lies in the inherent rigidity of generating
single static plan from linguistic instructions, which often fails to accommodate diverse environments
[24-H26]. While dynamic adjustment mechanisms have been proposed to enhance grounding [27, [28]],
this approach remains vulnerable to output inconsistency in multi-turn interactions, significantly
compromising policy reliability [29,|30]. This challenge presents an opportunity to exploit LLMs’
code-writing capabilities for creating stable outputs through executable computational structures and
interactions [31H33]].

Moreover, as illustrated in Fig.[T(b), LLMs help to highlight meaningful regions in the state space for
exploration, thereby alleviating the slow convergence issue inherent to RL with large observation
and action spaces. This mechanism enables significant advancement over baseline RL paradigms.
However, policies exclusively derived from LLMs may yield suboptimal solutions [34]], as evidenced
by comparison in Fig. [T[(b)-(c), necessitating subsequent optimization stages.

Given this, here we propose LWM-DPO: Distilled Policy Optimization for LLM-Based World
Model in Task Planning. This novel framework decouples state and action representations through
code-space encoding and action planning, leveraging LLLMs’ inherent code-generation strengths to
maintain consistent environmental modeling while enabling adaptive planning. Besides, our distilled
policy optimization (DPO) introduces additional refinement on LLM-guided exploration. We evaluate
our method on various challenging visual RL domains, including Kitchen [35]], Meta-World [36]
and Robosuite [37]. Experimental results demonstrate LWM-DPOQO’s superiority in sample efficiency
and task success rates compared to existing methods. The main contribution of this paper can be
summarized as follows:

* Our approach leverages LLM as predictive world model, generating physics-compliant
trajectories through autoregressive reasoning. LWM-DPO bypasses the high computational
costs of direct fine-tuning on FMs via lightweight policy distillation.

* By modeling the environmental state independently from action generation, our decoupled
planner avoids the tight coupling seen in end-to-end approaches with task-specific action
outputs. Instead, our design effectively handles variations in action dimensions across
different tasks and promotes robustness in dynamic environments.

* By compiling LLM outputs into low-level code space, we construct consistent trajectory
representations through programmatic feedback. This leverages LLMs’ native proficiency
in textual processing while compensating for their inability to directly generate executable
control strategies, addressing the instability in human-LLM interaction loops.



2 Related work

Language Model as World Model: The integration of LLMs into RL frameworks has achieved
significant advances in direct policy prediction [9, [10} [15]. KALM introduces a novel approach
via environment-grounded imaginary rollouts, allowing agents to efficiently acquire new skills
through offline learning [17]. By integrating a pretrained multimodal foundation model with an
action tokenizer, GEA achieves cross-domain generalization and enables unified agent operation
across various task environments [[14]. However, most methods require finetuning on FMs, which
imposes extra computational costs. LWM-DPO, on the other hand, uses few-shot LLMs as a
world model to generate state trajectories, which are subsequently distilled into lightweight policies
through SAC-based optimization. This dual-stage framework bypasses direct foundation model
fine-tuning while maintaining generalization ability across diverse domains. Besides, there exist
works using the zero/few-shot capabilities of LLMs for policy prediction [[18, 38| 34]. While
CaP [31] also benefits from code-writing LLMs, our framework incorporates policy distillation
by generating trajectories instead of policies, thus ensuring enhanced stability without prompt
oversaturation. ExploRLLM enhances FM capabilities through off-policy RL compensation while
accelerating training via observation space reduction [34]], whereas LWM-DPO implements online
policy optimization through real-time trajectory generation and distillation.

Another paradigm that has been particularly effective is leveraging FMs as a skill planner [24,
39, 25]. Song et al. propose a framework for few-shot embodied instruction following, enabling
dynamic adaptation to visual environments through physically-grounded plan generation and iterative
refinement [27]. PCBC introduces Language-World, a natural language extension of the Meta-
World robotic benchmark [36] enabling LLM-driven task planning and achieves few-shot task
generalization by fine-tuning high-level plans with demonstration data [40]. PSL bridges abstract
language planning in LLMs with RL to solve long-horizon robotic tasks from scratch, bypassing
pre-defined skills by integrating motion planning and low-level control adaptation [12]]. Yet previous
methods require RL training from scratch for sub-goal decomposition, resulting in inefficiency.
Instead, our method directly converts LLM-generated task semantics into executable code space with
fine-grained trajectories and upsampled sub-states. This approach effectively bridges the planning-
execution gap [13] while enhancing operational performance.

Table 1: Comparison between LWM-DPO and recent approaches.

Free of  Policy- . . Few/Zero- . LLM
Method LLM-FT  Indep. Iterative ~ Optimal Shot Online-RL Feedback

GEA [14] X X v v X 4 X
KALM [17] X X 4 v X X v
RL-SaLLM-F [41] 4 X 4 v X 4 v
PCBC [40] v 4 X X v v X
Cap [31] 4 X X X 4 X X

PSL [12] v 4 4 v X 4 X
LWM-DPO (Ours) v v v v v v v

LLM-Guided Reward Design: Recent researches have also explored using large pretrained models
instead of human supervision for reward design [? 42, 43]]. RL-SaLLM-F replaces privileged "scripted
teachers" in online preference-based RL by leveraging LLMs to generate trajectory preferences and
refine feedback through ambiguity-aware discrimination and double-check mechanisms [41]]. In order
to improve sampling efficiency, Q-shaping introduces a RL framework that replaces reward shaping
with direct LLM-guided Q-value initialization and adjustment, ensuring theoretical optimality while
accelerating training across tasks [44]]. EUREKA translates LLMs’ high-level reasoning into robotic
control via evolutionary reward code optimization, achieving human-exceeding performance across
diverse embodiments [45]. However, existing reward design requires completing entire training
episodes to assess reward efficacy. By contrast, LWM-DPO enables dynamic adjustment during
policy rollouts, achieving higher training efficiency over prior approaches.

We highlight the distinctions between LWM-DPO and recent approaches in the way of leveraging
LLM:s in Table
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Figure 2: LWM-DPO overview. Starting with the inputs {task, state space, initial state},
the LLM-based world model generates candidate state trajectories toward the goal state in code
space. These trajectories are refined into fine-grained action sequences through upsampling, action
planning and further optimized to enhance physical feasibility. Upon task collapse at step N, the
system dynamically incorporates feedback, triggers replanning, and generates alternative trajectories

to bypass the obstacle.

3 Method

3.1 Framework

In this section, we present LWM-DPO for
robotic task solving (outlined in Fig. 2] and
Alg.[I). The method operates through two se-
quential phases: 1) Language-guided trajectory
generation where an LLM translates textual task
descriptions into state-space trajectories, fol-
lowed by 2) Policy distillation that transforms
these trajectories into executable control policies
through reinforcement learning.

The core challenge lies in developing an ef-
fective interface between high-level language-
based planning and low-level continuous control.
Building upon the initial trajectory generated by
the LLM-guided world model, we implement
online policy optimization using a reward and
termination model. This configuration enables
TD (temporal difference) learning for training
an actor-critic RL agent.

3.2 LLM-Guided World Model

Given task, state space, initial state and the LLM-
based world model is prompted to initiate tra-
jectory prediction (e.g. [[[x1, y1, z1],[x01, yol,
zol],[xgl, ygl, zgl], gl], [[x2, y2, z2], ...]) to
reach the goal state. The proposed trajectory
is then encoded in the code space to establish

Algorithm 1 LWM-DPO

Require: LLM, task description g;, state space
description space, action planner AP, replay buffer
D, planned trajectory buffer D,,
Initialize actor 7 and expert actor 7
// LWM construction
1: LWM = LLM( g;,space )
// Generate condensed trajectory
2: CTK = LWM.code
3: foralle=1,--- ,E do
4:  get initial state s;,,;¢ and final state s ;4
// state trajectory
5 S =CTK (Sim't,sfinal)
// Upsample the state trajectory
6:  Syp =upsample(S)
// Action planning
7. traj = ActionPlan(AP, S,,;)
// Exception handling
8: if s! fails to achive s; after n steps then

E

9: CTK RePlan(sz,st)
10: go back to step 3
11:  endif

12:  save trajectory (s7,af) in D,
13:  update 7, ¥
14: end for




consistent state representations {.9; }, which are subsequently upsampled to get sub-states {s;} with
linear interpolation. This hierarchical state representation enables multi-granularity reasoning while
preserving geometric consistency. When policy execution fails at N step, an automated recovery
protocol is triggered sending feedback to the world model after the implementation of optimized
policy and require the foundation model to regenerate trajectories through replanning procedures.
The world model will debug in the code space based on the feedback, iteratively refining trajectory
until the agent form a collision-free path that connects a given start and goal configuration. This
closed-loop refinement process demonstrates superior sample efficiency compared to traditional RL
methods.

Prompt: Generate trajectory function for {task_description} with state space: positions of
{objl_name} (initial: {objl_position}), {goal_name} (target: {goal_position}), end-effector
(current: {endeff_position}, range: {position_range}), and gripper state (current: {grip-
per_state}, range: (0,1]).

Output format: A list where each element is of the form [[<end-effector position>], [<objl
position>], [<goal position>], <gripper opening>].

Implement as: def generate_trajectory(init_first_obj: list, goal_position: list, init_endeff: list,
init_gripper: float) -> list

Action Planning. Building upon the dense sub-state representations {s;} generated by the up-
sampling module, the action planner formulates precise control sequences {a;} through inverse
kinematics. For each consecutive state pair (s;, $;+1), we solve the optimal action a; by computing
the kinematic residual. We use Newton-Raphson method [46,47] to calculate the action:

a; = —J 1 AT, (D

where AT = T, — T represents the difference between the current pose of the end-effector and the
desired target pose. The current pose of the end-effector is 1" and the desired target pose is T}; , the
action variables are updated by computing the error of the pose, where 71" and Ty; are components of
s; and s;41. J is the Jacobian matrix of the end-effector with respect to the controller variables (i.e.,
joint angles or end-effector velocities).

Overall, our framework employs a hierarchical refinement process for LLM-generated state trajec-
tories. It begins with semantic-aware trajectory synthesis, followed by upsampling and kinematic
constraint resolution. This layered architecture inherently unifies high-level task intentions with
dynamic feasibility, thereby bypassing the dimensional complexity challenges of conventional motion
planning methods.

3.3 Translate trajectory to policy

In the second stage, the agent interacts with the real environment to learn to refine the control of
the robotic arm, performing tasks such as object transportation and manipulation. We propose
DPO, which distills trajectory knowledge into a smaller network, allowing the neural network to be
efficiently fine-tuned, achieving higher success rates and more optimal trajectories.

Policy optimization. We modeled the environment as a Markov decision process defined by
(SA,P,r, ), with states s € S, actions a € A, transition probabilities P(s’|s, a), reward function
r(s), distribution over initial states pg, and discount factor 4 € [0,1). At each time step ¢, the
agent observes the state s; € S as described in the “Environment” section. Actions are continuous
and applied to the robot arm controller. The reward varies depending on the test environment
used. A trajectory is defined as £ = {(s¢, at,7141)}i2o. A policy m(als), along with the system
dynamics P and initial state distribution p, gives rise to a distribution over trajectories: p,(§) =
po(so) ITie o m(ae|se)P(se41]s¢, ar). The aim is to obtain a policy 7 that maximizes the expected
discounted cumulative reward or return
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Figure 3: Comparative success rates of LWM-DPO and baseline methods after 10k steps across three
robotic manipulation environments: Meta-World, Robosuite, and Kitchen.
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Behavioral Cloning. An suggested dataset D := {(s,a)} is constructed through LLM-based trajec-
tories by planing and translation. Afterward, a imitation learning (IL) RL policy 7% is constructed as
the expert policy, which is trained to mimic the behavior of the LLM planner. In this work, the 7%
is trained by minimizing the following loss function on the expert dataset D via behavioral cloning.
The objective is to maximize the likelihood of the demonstrations

TCLT%(EETN'D Z In(7¥(als))| . 3)

(s,a)eT

Although BC has a strong theoretical foundation, it ignores environmental dynamics and its confine-
ment to offline learning can lead to unstable performance [48]].

Policy Distillation To better integrate the two learning processes, behavior cloning and reinforcement
learning, we propose policy distillation. Specifically, let p™ (a, s) be the occupancy measure of visiting
state s and taking action a, under policy 7. Let p”E the state action distribution given by expert policy
7¥ . The distribution matching approach proposes to learn 7 to minimize the discrepancy between p™
and p’TE with KL-divergence:

7,rE

ml > (s, a)] .

E
Lpp=KL(p™|[p" )= E
| (s, a)

(s.a)~p™

“

Policy objective. The policy prior 7 is a stochastic maximum entropy [49,50] policy that learns to
maximize the objective

H

Te0)= E D M [aQ(se m(se)) + 57'1(7T(‘|5t))]] —YLpp;st41 = Plsi,ar),  (5)

(s,a)o.a~B =0

where H is the entropy of 7, which can be computed in closed form. Gradients of 7, () are taken
wrt. 7 only. As magnitude of the value estimate Q)(st, 7(s¢)) and entropy H can vary greatly between
datasets and different stages of training, it is necessary to balance the two losses to prevent premature
entropy collapse [51]. A common choice for tuning «, 3, 7y is to keep one of them constant, and
adjusting the other based on an entropy target [50]] or moving statistics [52]].
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Figure 5: LWM achieves high success rate by state planning and execution in a zero-shot setting.
DPO further optimizes trajectories, improving execution speed and smoothness, and achieving higher
rewards.

4 Experiments

4.1 Environments

We evaluate our method on three robotic simulation frameworks: Meta-World, Robosuite and Kitchen.
We perform three repeated experiments using different random seeds.

Meta-World [36]: Being a widely used RL benchmark, this platform provides procedurally-
generated tasks with varying dynamics and reward structures. We select several tasks for evaluation:
MW-Assembly (attaching nut to peg), MW-Basketball (shooting ball into hoop), MW-Bin-Picking
(picking and placing a cube), MW-Box-Close (closing container lid), MW-Hammer (hammering a nail),
MW-Button-Press (pressing vertical switches), MW-Button-Down (pressing horizontal switches),
MW-Down-Wall (navigating under barrier), MW-Hand-Insert (inserting object into slot), MW-Push
(pushing object to target).

Robosuite [37]: This physics-accurate simu-
lator enables rigorous testing of robotic manipu- MW-Box-Close MW-Baskethall
lators in instrumented environments. Our selec-
tion covers: RS-Lift: cube lifting, RS-Door:
door opening and RS-Bread/Cereal/Can: z z
pick-place object(s) into appropriate bin(s).

—
Kitchen [35]: Designed for household au- X X
. . . Basket — LWM w/o Detail S
tomation research, this environment tests se- Slver e Bl IWMwoF> —LWMDPO.  Cap

quential task execution in f:onnected appliance Figure 4: Two examples of 2D projections (onto
systems. The tasks used in our work include  (he x-7 plane) of trajectories generated by the dif-
K-Slide (opening slide cabinet), K-Kettle ferent methods. Fb represents feedback. LWM
(pushing kettle forward), K-Burner (turning complete this task successfully. RL-finetuned tra-

burner), K-Light (flicking light switch), and jectories achieve the task goals more quickly and
K-Microwave (opening microwave). smoothly.

4.2 Results and Analyses

Fig. 3] shows LWM-DPQO’s success rate superiority over baselines across 20 Robosuite/Kitchen/Meta-
World tasks. Fig. ] comparatively demonstrates its trajectory advantages: our method achieves
goal-directed navigation without deadlock, whereas baseline approaches exhibit failure modes
including premature termination. The observed trajectories further validate its geometric efficiency in
path planning.

Fig.[5|demonstrates the efficiency gains from DPO in MW-Hand-Insert. The DPO-enhanced planner
(blue trajectory) achieves successful insertion in 20 frames through a direct, near-minimal path, whi-

le the baseline without DPO (orange trajectory) requires 50 frames with visible detours. The
quantitative benefits of DPO are further validated in Fig.|6| Across both Meta-World and Robosuite
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Figure 7: In cases where the planned trajectory encounters obstacles, the world model incorporating
feedback mechanisms performs real-time adjustments and replanning to maintain optimal navigation.

benchmarks, LWM-DPO shows significant performance improvements over the non-DPO baseline,
achieving higher task rewards while executing more efficient trajectories (Fig.[6[a)). Moreover, as
depicted in Figure [6{b), DPO notably accelerates policy convergence, demonstrating significantly
enhanced sample efficiency.

Ablation study on RL method. To evaluate the effective-
ness of DPO, we experimented with directly combining an |
expert policy with SAC. The results indicate that while the o8 l

DPO does not play a decisive role in performance improve-

ment, it still outperforms pure BC. This may be attributed
to distillation better transferring expert knowledge when
optimizing multiple objectives (RL and BC) [53].
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Effectiveness of feedback loop. The critical role of feed-
back loop in dynamic manipulation tasks is demonstrated
through MW-Door-Lock (shown in Fig.[7). The feedback- |
enabled LWM-DPO detects handle resistance through joint o

torque signatures and adjusts the gripper’s trajectory to " MW-Basketball MW-Door-Lock
prevent jamming, enabling successful door unlocking. In LWM-DPO = LWM w/o Detail
contrast, methods without feedback rigidly follow the pre- Figure 8: Success rates on both
planned trajectory, forcing the robotic arm into an in- MW-Basketball and MW-Door-Lock
escapable mechanical lock with the handle. demonstrate the significance of de-
tailed prompts.

Effectiveness of detailed information. In addition, as
shown in Fig. 9] the performance of LLM-guided world
model can be improved when provided with detailed environmental prompts. For instance, in
MW-Basketball, incorporating precise state information such as the hoop diameter (approximately
0.1) enables the robotic arm to avoid potential jamming during execution, thereby enhancing opera-
tional reliability. A quantitative comparison presented in Fig. [§| further demonstrates this advantage,
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Figure 9: With additional prompts, the LLM-guided world model acquires richer state information,
enabling it to generate more rational and optimized trajectories.

where the detailed state description prompt achieves significantly higher success rates than its
non-detailed counterpart across both MW-Door-Lock and MW-Basketball.

Effectiveness of code space integration. The empirical advantages of code space integration are
quantitatively validated in Table 2] When equipped with code space knowledge, all tested LLMs
demonstrate improvement in task success rates while reducing planning trajectory length (measured in
steps). These results confirm that code space serves as an effective abstraction layer for compressing
environmental state trajectory representations while preserving critical task semantics.

Table 2: Impact of Code Space Knowledge on Planning Performance. Gray-shaded rows highlight
configurations utilizing code space.

LLM | Task | Code Space | Length | | Success rate 1
Reach w/o 52 20/20
Deepseek-R1 [54] w/ 42 20/20
w/o 78 12/20
Hand-Insert W/ 76 15/20
w/o 47 19/20
GPT-do 53] Reach wi 45 20/20
w/o 87 12/20
Hand-Insert W/ 85 16/20
Reach w/o 64 20/20
Deepseek-V3 [56] w/ 54 20/20
w/o 92 11/20
Hand-Insert W/ 87 13/20
Reach w/o 51 18/20
GPT-40-mini ﬂzﬂ w/ 43 20/20
w/o 89 10/20
Hand-Insert W/ 7 11/20

5 Conclusions and limitations

We proposed LWM-DPO, a framework that integrates LLMs with distilled policy optimization to
enhance decision-making efficiency in reinforcement learning. By decoupling state and action repre-
sentations through code-space encoding, our method enables LLMs to generate adaptive trajectories
while avoiding costly fine-tuning. Experiments on robotics tasks demonstrate improved sample
efficiency and policy reliability compared to conventional RL and zero-shot LLM-based approaches.
The limitation lies in restricting inputs to structured state representations, which precludes direct appli-
cation to visual RL scenarios requiring raw pixel processing. Future work will extend the framework
by incorporating visual encoders to bridge textual reasoning with pixel-based observations.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We introduce the contribution in the abstract and the last paragraph of Sec.
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of this work in detail in Sec.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

14



Justification: This paper does not include theoretical proofs.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
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* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We report important details about the experiments in Sec. (3| We also provide
the necessary hyper-parameters for reproducibility: the choice of the pre-trained LLM
(Deepseek-R1-671B [154]).
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We have released the code and data based on the submission guidelines.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We selected those hyperparameters for their good performances.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results reported are averaged over three random runs. We use error bars or
shaded area to present the statistical significance, e.g., Fig.[3]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We illustrate the details about experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conforms with the NeurIPS Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have discussed the broader impacts in conclusion.
Guidelines:
» The answer NA means that there is no societal impact of the work performed.
* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations

(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks, as it does not release new pre-trained models
or datasets.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The assets/environments used in this paper are properly credited: Deepseek-R1
[54], SAC [50], Meta-World [36]], Robosuite [37]], Kitchen [35]].

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets

has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We utilize a LLM as a language-based world model for state planning. The
specific methodology is detailed in the main text.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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