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Figure 1: Training process of GRPO+length penalty and our GRPO-\.
Abstract

Recently, reinforcement learning (RL) methods like GRPO have drawn the LLM
community’s attention. However, such rule-based 0/1 outcome reward methods
lack the capability to regulate the intermediate reasoning processes during chain-of-
thought (CoT) generation, leading to severe overthinking phenomena. In response,
recent studies have designed reward functions to reinforce models’ behaviors in
producing shorter yet correct completions. Nevertheless, we observe that these
length-penalty reward functions exacerbate RL training instability: as the comple-
tion length decreases, model accuracy abruptly collapses, often occurring early in
training. To address this issue, we propose a simple yet effective solution GRPO-),
an efficient and stabilized variant of GRPO, which dynamically adjusts the reward
strategy by monitoring the correctness ratio among completions within each query-
sampled group. A low correctness ratio indicates the need to avoid length penalty
that compromises CoT quality, triggering a switch to length-agnostic 0/1 rewards
that prioritize reasoning capability. A high ratio maintains length penalties to boost
efficiency. Experimental results show that our approach avoids training instability
caused by length penalty while maintaining the optimal accuracy-efficiency trade-
off. On five popular reasoning benchmarks, it improves average accuracy by 0.36%
~ 3.76% while reducing CoT sequence length by 44.2% ~ 62.3%.

1 Introduction

With the development of test-time scaling [[1]], reasoning models [2]] such as DeepSeek-R1 [3]] and
Qwen3 [4] achieve stroning reasoning capability by generating extended chain-of-thought (CoT) [3]
sequences. However, recent studies [0, [7]] have revealed that reasoning models often suffer from
severe overthinking [6} 8] issues, characterized by excessive shallow reasoning steps and frequent
thought-switching in prolonged CoTs [9, 18, [10]. This occurs because the rule-based outcome rewards
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Figure 2: Framework of GRPO-\.

in GRPO [[11] cannot effectively regulate intermediate reasoning processes. While longer reasoning
chains statistically increase the probability of containing correct reasoning steps (thus improving
answer accuracy and rewards during RL training), this GRPO mechanism continuously reinforces the
lengthy CoT generation, and results in overthinking problems.

To address this issue, representative reasoning models like Kimi-1.5 [[12-14]] incorporate length
penalty into RL training, constraining the model to generate higher-quality reasoning within shorter
sequences, thereby mitigating overthinking while improving inference efficiency. For example, [13]
assigns the highest reward to the shortest correct completion within the group. However, as shown in
Figure 1 (left), we reveal that introducing length-aware reward or penalty functions leads to premature
RL training collapse: although CoT sequence length decreases as intended, model accuracy abruptly
plummets, preventing stable RL training for sufficient iterations.

Intuitively, reasoning models require distinct training priorities at different competency stages:
when reasoning capability is underdeveloped, reinforcement should prioritize accuracy, whereas
efficiency optimization (via length penalty) should only be introduced once the model demonstrates
sufficient reasoning capability. Current methods [14}[13] overlook this progression, indiscriminately
shortening CoT sequences for all samples during RL training, ultimately degrading the model’s
inherent reasoning capacity and causing RL training to collapse. Motivated by these insights, we
propose a simple yet effective modification to GRPO, namely GRPO-), that sustainably improves
reasoning efficiency without compromising reasoning accuracy, thereby preventing RL training
collapse and ensuring sufficient training iterations, as shown in Figure 1(right). Specifically, we
sample a set of completions per query following standard GRPO method, then evaluate the group-wise
correctness rate, and dynamically switches between optimization modes: applying length penalties
once correctness is adequately high (indicating mature reasoning capability to prioritize efficiency)
or defaulting to standard GRPO’s 0/1 outcome rewards (to reinforce accuracy fundamentals when
below threshold). In this way, our method enables the joint optimization of reasoning efficiency and
accuracy while ensuring training stability.

Experimental results on GSM8k [15], GPQA [16], MATH-500 [17], AMC 2023 [18], and AIME 2024
[19]] demonstrate that GRPO-\ achieves the dual benefit: (1) enhanced training stability (enabling at
least 2.5x more viable iterations) and (2) optimal performance-length tradeoffs, with a remarkable
44.2% ~ 62.3% reduction in sequence length while improving accuracy by 0.36% ~ 3.76%.

2 Related Work

Rule-based outcome reward methods like GRPO often suffer from overthinking issues [6, 3l]. To
address this, recent work introduced length penalties [14, [13]]. Kimi 1.5 [6] penalizes responses
exceeding a length threshold, while S-GRPO [14]] applies early-exit rollouts with decaying rewards.
However, most of these methods often lead to training collapse by overemphasizing punishment. Our
GRPO-\ balances length and reasoning, yielding more stable and efficient RL training.



3 Methods

We introduce GRPO-), a stabilized and efficient variant of GRPO designed to address training
instability caused by length-penalty reward. GRPO-) uses batch-wise dynamic adjustment of reward
strategies, which selectively applies efficiency-prioritized or accuracy-prioritized optimization for
different subsets of groups within a batch. This design ensures a controlled reduction in reasoning
sequence length while maintaining accuracy, thereby preventing abrupt training collapse. Below, we
detail the components and workflow of GRPO-\.

Query-Sampled Group Generation. For each training query @y, in the batch, the model generates
m candidate completions {Of, 0%, ..., O7}. Each completion O% is associated with: (1) Length
L%, indicating the number of tokens in the completion, and (2) Outcome Reward r}, a binary 0/1
reward indicating whether O}, is correct (r, = 1) or incorrect (ri = 0).

Batch-Wise Top-)\ Selection. For each batch of queries, we evaluate the correctness of each
query-completion group and compute its correctness ratio. GRPO-\ selects the top-\ fraction of
query-completion groups in terms of correctness ratio within the batch for efficiency-prioritized
optimization. Specifically, the groups are ranked based on their correctness ratio within the batch.
The top-) fraction (e.g., the top 20%) is selected for efficiency-prioritized optimization, as shown
in Figure 2 (Upper), as these groups demonstrate sufficient reasoning capability to focus on length
reduction. The remaining groups in the batch are assigned to accuracy-prioritized optimization to
ensure that the model continues to improve its reasoning capability.

Dynamic Reward Strategy Adjustment. Based on the batch-wise top-A selection, GRPO-A
applies two distinct reward strategies:

* Efficiency Priority Optimization: For the top-A fraction of query-completion groups (with a higher
correctness ratio), a length-penalty reward is applied to encourage shorter reasoning sequences:

i = l1—a- J(%m) if O} is correct )
0 if O} is wrong

where « is the length penalty coefficient. This strategy prioritizes reasoning efficiency for groups
that already demonstrate sufficient accuracy.

* Accuracy Priority Optimization: For the remaining groups in the batch (those not in the top-A
subset), the reward defaults to the standard GRPO 0/1 outcome reward. This strategy ensures that
the model focuses on improving reasoning accuracy for completions with lower correctness scores.

This reward strategy prevents the imbalanced emphasis on efficiency over accuracy that can arise
from directly using length penalty for all groups [12}[20]]. This ensures a controlled transition between
accuracy and efficiency priorities, effectively curbing the risk of a sharp decline in accuracy.

4 Experiments

4.1 Experiments Settings.

We conducted comprehensive evaluations of our method on several mainstream reasoning benchmarks,
including mathematical tasks (GSMS8K [15], MATH-500 [17], AMC 2023 [18]], and AIME 2024 [19]))
and the scientific benchmark GPQA [[16]. We choose Qwen3-8B, and Qwen3-14B [4], DeepSeek-
R1-Distill-Qwen-7B, and DeepSeek-R1-Distill-Qwen-14B [3] as four base models for experiments.

For training data, we select queries from DeepMath-103K [21]]. Specifically, we sample 8 times for
each query using Qwen3-8B, and select queries that can be answered correctly 2-6 times. During
training, we use a learning rate of 1 x 10~% and randomly sample 16 times for each query. The
generation batch size and training batch size are both set to 128 x 16. For the length penalty, we
set the scalar parameter « to 0.2. For GRPO-\, we set A equal to 20%. Across all experiments, we
employ Adam [22] as the standard optimizer.



Table 1: Experimental results on four reasoning models. "LP" indicates length penalty. * indicates
results trained with identical step counts to GRPO-\, having undergone training collapse. "Acc"
denotes accuracy, "Tok" denotes token count, and "CR" denotes compression rate.

Method GSMSK GPQA MATH-500 AMC 2023 AIME 2024 |  Overall
AccT Tok] CR| Acct Tok] CR] Acct Tok] CR| Acct Tok] CRJ] Acct Tok] CR| AccT CRJ
Owen3-8B
Vanilla 954 2,370 100% 55.6 8,741 100% 934 5577 100% 91.3 9452 100% 74.1 15326 100% |81.96 100%
+GRPO 95.8 2,355 99.4% 558 8819 100.9% 944 5440 97.5% 92.8 8983 95.0% 72.7 15,154 98.9% |82.30 98.3%
+LP 954 1,323 55.8% 554 4930 564% 942 2,874 51.5% 92.8 4933 522% 719 9266 60.5% |81.94 553%
+LP* 94.6 250 10.5% 538 732 84% 86.0 507 9.1% 759 874 92% 32.1 2,037 13.3% |68.48 10.1%
+GRPO-\ 955 1,114 47.0% 568 4872 557% 96.0 2,990 53.6% 944 4,751 50.3% 744 8714 56.9% |83.42 52.7%
Owen3-14B
Vanilla 955 1,909 100% 588 7,576 100% 952 5,078 100% 969 7,576 100% 754 14,116 100% |84.36 100%
+GRPO 96.1 1,956 102.5% 59.3 7,966 105.1% 95.8 5,140 101.2% 98.4 8,000 105.6% 77.7 14,544 103.0% |85.46 103.5%
+LP 958 1,090 57.1% 59.4 4949 653% 958 2866 564% 96.6 5059 66.8% 74.8 9,056 642% |84.48 62.0%
+LP* 949 280 14.7% 535 626 83% 894 653 129% 79.7 1,047 13.8% 427 2260 16.0% |72.04 13.1%
+GRPO-\ 965 833 43.6% 602 4394 58.0% 958 2,744 540% 98.1 4,605 60.8% 77.7 8861 62.8% |85.66 55.8%
DeepSeek-R1-Distill-Qwen-7B
Vanilla 924 1,833 100% 50.1 15385 100% 85.8 5,590 100% 77.2 9,693 100% 554 13,232 100% |72.18 100%
+GRPO 932 1,767 96.4% 50.7 15,817 102.8% 93.6 5317 95.1% 87.5 9,887 102.0% 55.0 13,451 101.7%|76.00 99.6%
+LP 924 1,062 57.9% 49.1 3984 259% 922 2451 438% 869 3,540 36.5% 519 7464 56.4% |74.50 44.1%
+LP* 91.1 405 22.1% 470 1895 123% 858 784 14.0% 722 1,345 13.9% 342 2971 22.5% [66.06 17.0%
+GRPO-A 93.0 859 469% 51.5 2310 15.0% 92.8 2,058 36.8% 872 3407 351% 552 7,256 54.8% |75.94 37.7%
DeepSeek-RI-Distill-Qwen-14B
Vanilla 942 2,129 100% 59.2 6,034 100% 93.5 3,844 100% 90.5 5,527 100% 644 11,099 100% |80.36 100%
+GRPO 953 2,120 99.6% 589 7,354 121.9% 94.0 4471 1163% 919 6,595 1193% 65.8 13,504 121.7% |81.18 115.8%
+LP 947 775 364% 56.0 4380 72.6% 924 1993 51.8% 88.1 3,396 61.4% 550 7,950 71.6% |77.24 58.8%
+LP* 945 465 21.8% 525 1252 20.7% 884 1210 315% 80.6 942 17.0% 36.5 3,329 30.0% |70.50 24.2%
+GRPO-\ 954 746 35.0% 592 3,570 59.2% 93.6 1910 49.7% 90.6 3,345 60.5% 64.8 7513 67.7% |80.72 54.4%

4.2 Experimental Results

Our method consistently achieves the best trade-off between accuracy and efficiency across Qwen3-
8B/14B and DeepSeek-R1-Distill-Qwen-7B/14B models (Table[I). Compared with the conventional
GRPO+length penalty baseline, GRPO- delivers notable gains: for Qwen3-8B and Qwen3-14B,
average accuracy improves by 1.46% and 1.30% respectively, accompanied by significant sequence
length compression (52.7% and 55.8%). For DeepSeek-R1-Distill-Qwen-7B and 14B, similar benefits
are observed, with average accuracy improved (3.76% and 0.36%) while compression ratios reach
37.7% and 54.4%. Notably, for more challenging mathematical reasoning tasks such as AIME 2024
and AMC 2023, the advantages of GRPO-\ become even more pronounced, whereas relatively
simpler benchmarks like GSM8K and GPQA exhibit less sensitivity to sequence length reduction.

In contrast, the results of GRPO+length penalty* demonstrate aggressively pushing length penalty into
the reward function causes severe training collapse. Specifically, when trained with the same number
of steps as GRPO- ), accuracy drops sharply across four models (13.48% for Qwen3-8B, 12.32% for
Qwen3-14B, 6.12% for DeepSeek-R1-Distill-Qwen-7B, and 9.86% for DeepSeek-R1-Distill-Qwen-
14B). Such a collapse highlights that length reduction without accuracy preservation is meaningless.
Furthermore, as shown in Figure[I] the accuracy of GRPO+length penalty begins to decline early
(= 40 steps), while GRPO- sustains stable performance until 100 steps, effectively extending the
training horizon by at least 2.5x. This confirms our method provides stable reinforcement learning
dynamics for efficient reasoning across both Qwen and DeepSeek model families.

4.3 Case study.

Figure [3| presents case samples that reveal three distinct behaviors: Qwen3-8b, while generating the
longest response, provides incorrect answers due to its overthinking issue; GRPO+length penalty
successfully reduces sequence length but at the cost of impairing the model’s reasoning capability,
resulting in erroneous responses; in contrast, our method achieves correct answers while operating at
the shortest sequence length.

4.4 Discussion.

Figure [] presents the relationship between CoT length and accuracy for GRPO+length penalty and
GRPO-\, where our method’s curve consistently occupies the Pareto-superior region to the left and



Q: If Sam and Harry have 100 feet of fence between them, and they agree to split it with Harry getting 60 feet more than Sam, how much is left over for
Sam?\nPlease reason step by step, and put your final answer within \\ooxed(}.

Qwen3-8b

Okay, let's see. So the problem is about Sam and
Harry having 100 feet of fence between them.
They decide to split it, but Harry gets 60 feet more
than Sam. The question is asking how much is left
<omitted>
| think the problem is either misworded or there is
a translation error. Given the strict interpretation,
the answer is 0. So | will go with \\boxed{0}.\n\n**
Final Answer**\n\\boxed{O}\n</think>\n\nTo solve
the problem, we need to determine how much
fence is left over for Sam after splitting a total of
100 feet of fence between Sam and Harry, with
the condition that **Harry gets 60 feet more than
Sam**.\n\n---\n\n### Step 1: Define Variables\n\n
<omitted>
split between them.\n\nHowever, since the total
amount of fence is exactly **100 feet**, and the
entire amount is distributed between Sam and
Harry (20 feet to Sam, 80 feet to Harry), **there is
no fence left over**.\n\nTherefore, the amount of
fence left over for Sam is:\n\n\n\\boxed{0}\n

£3 Wrong

Whole token number: 6091

GRPO + Length penalty

Okay, let's see. Sam and Harry have 100 feet of
fence together, and they want to split it so that
Harry gets 60 feet more than Sam. The question
is asking how much is left over for Sam. Hmm,
<omitted>
the answer is zero. So Sam gets 20 feet, and
there's nothing left. So the leftover is zero.\n\n**
Final Answer*\nThe amount left over for Sam is
\\boxed{0}.\n</think>\n\nTo determine how much is
left over for Sam, we begin by analyzing the given
information:\n\n- Sam and Harry have a total of
100 feet of fence.\n- They agree to **split the
fence**, with Harry getting 60 feet more than Sam.
\n- The question asks: **How much is left over for
<omitted>
of fence.\n\n---\n\n### Step 3: Determine What's
Left Over\n\nSince the total fence is 100 feet and
Sam and Harry split it completely (no mention
of unused or leftover fence), the amount left
over is:\n\n$$\n100 - (20 + 80) = 0\N$S\n\n---\n\n
### Final Answer\n\n$$\n\\boxed{0}\n$$"

£3 Wrong

Whole token number: 1690

GRPO-A

Okay, so Sam and Harry have 100 feet of fence
together, and they want to split it. But there's a
catch: Harry is supposed to get 60 feet more than
Sam. The question is asking how much fence is
<omitted>
gets, and \"left over\" is a mistranslation. Given
that, | think the answer is 20 feet. So | will go with
that.\n\n**Final Answer**\nThe amount left over
for Sam is \\boxed{20}.\n</think>\n\nTo solve the
problem, we start by defining the quantities
involved.\n\nLet the amount of fence Sam gets be
denoted as $$ S $$ feet. According to the
problem, Harry gets 60 feet more than Sam, so
Harry's share is $$ S + 60 $$ feet.\n\nThe total
<omitted>
Since the total fence is fully divided between them
, there is no leftover fence. However, the only
logical interpretation that fits the problem structure
is that the question is asking for Sam's share,
which is:\n\n$$\n\\boxed{20}\n$$

Right

Whole token numbei: 1638

Figure 3: Comparison of a generated content sample on GSM8K.

above GRPO+length penalty’s curve. Specifically, when GRPO+length penalty attains similar to
our approach, we observe a significant accuracy gap in our favor; conversely, when matching our
accuracy levels, GRPO+length penalty requires substantially longer reasoning chains (e.g., ~ 7000

vs. ~ 5000 tokens at accuracy = 0.94). As the whole

sequence length progressively decreases, the accuracy 096 -
of GRPO+length penalty exhibits a consistent decline, _ g.o ]
whereas GRPO-\ maintains robust stability in perfor- % %9 1
mance. Crucially, recent studies [I} 23] reveal that exces- & 9881 GRPO + length penalty
sive length reduction inevitably compromises the model’s 0.82 1 GRPOA
8000 6000 4000 2000

reasoning capability. GRPO-\ adaptively optimizes se-
quence length within an appropriate range without sacrific-
ing accuracy. Notably, the dense clustering of data points
around the length of 5000 suggests this represents the min-
imal length preserving model accuracy, which serves as a
critical threshold that GRPO-\ automatically converges to.

Response length

Figure 4: Relationship between perfor-
mance and response length of GRPO +
length penalty and GRPO-A on AMC
2023 benchmark as training progresses.

5 Conclusion

This paper systematically studies how length-penalty reward design affects RL stability and proposes
GRPO-), a simple yet effective solution. Through extensive experiments, we reveal critical insights
for balancing efficiency and accuracy. Specifically, the CoT length reduction rate must be carefully
controlled, as excessively rapid shortening inevitably degrades accuracy. Evaluations on the GSMS8K,
GPQA, MATH-500, AMC 2023, and AIME 2024 benchmarks demonstrate that our method achieves
a superior accuracy-efficiency trade-off (+0.36% ~ +3.76% accuracy with 37.7% ~ 55.8% shorter
CoT) and enhances training stability for RL of efficient reasoning.

During our experimental exploration, we made several critical observations: (1) Overly aggressive
length reduction during training causes premature reduction of reasoning paths before the model
properly adjusts them, thereby impairing the exploration of reasoning processes and ultimately hurting
accuracy. (2) The difficulty level of training data proves crucial, as oversimplified data lead to rapid
collapse of chain-of-thought length. (3) The proportion of length-penalty groups in each batch (A
value) significantly impacts performance, where too large proportion makes accuracy difficult to
maintain. These insights will guide our empirical study in the future.
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A Computation Resource

In our experiments, 16 x 80g memory was used to train the models.

B Limitations and Future works

The current training set is mainly focused on mathematical problems, and the benchmarks are also
primarily focused on mathematical and scientific tasks. In the future, we can extend training data or
benchmarks to other tasks such as coding.
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paper’s contributions and scope?

Answer: [Yes]

Justification: The experimental results in Section 4 can reflect the claims in the abstract and
introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
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much the results can be expected to generalize to other settings.
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are not attained by the paper.
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Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: There is a limitation section in the appendix.
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* The answer NA means that the paper has no limitation while the answer No means that
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Justification: The paper does not propose theoretical type methods.
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The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
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Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 4 details the base model, data, and parameters used for training.
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The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
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nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:
Justification: We will release code once accepted.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section 4 details the base model, data, and parameters used for training.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We performed multiple samplings during evaluation and took the average as
the result.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We wrote the details in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have followed the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cited the paper of the assets we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

14


paperswithcode.com/datasets

13.

14.

15.

16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: Section 4 details the base model used for training.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
L.LM) for what should or should not be described.
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