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Abstract001

In this work, we introduce a novel approach002
that equips LLM agents with introspection, en-003
hancing consistency and adaptability in solv-004
ing complex tasks. Our approach prompts005
LLM agents to decompose a given task into006
manageable subtasks (i.e., to make a plan), and007
to continuously introspect upon the suitability008
and results of their actions. We implement009
a three-fold introspective intervention: 1) an-010
ticipatory reflection on potential failures and011
alternative remedy before action execution, 2)012
post-action alignment with subtask objectives013
and backtracking with remedy to ensure ut-014
most effort in plan execution, and 3) com-015
prehensive review upon plan completion for016
future strategy refinement. By deploying017
and experimenting with this methodology—018
a zero-shot approach—within WebArena for019
practical tasks in web environments, our agent020
demonstrates superior performance with a suc-021
cess rate of 23.5% over existing zero-shot022
methods by 3.5%. The experimental results023
suggest that our introspection-driven approach024
not only enhances the agent’s ability to nav-025
igate unanticipated challenges through a ro-026
bust mechanism of plan execution, but also027
improves efficiency by reducing the number028
of trials and plan revisions by 45% needed to029
achieve a task.030

1 Introduction031

Two roads diverged in a yellow wood,
And sorry I could not travel both
· · ·
Then took the other, as just as fair,
And having perhaps the better claim

Robert Frost

032

The enduring appeal of Frost’s emblematic033

poem, “The Road Not Taken,” resides not just in its034

poetic elegance, but also in the profound lesson it035

imparts about decision-making. As we stand at the036

crossroads of a choice, it is a daunting challenge037

to assess probable outcomes and choose a course038

that best aligns with our objectives. This task039

Figure 1: Conceptual difference between our anticipa-
tory reflection and regular ones. Circles denote states
and arrows actions. At the branching level, our method
does not only yield the next action, but also anticipates
a potential error associated with it and plans for back-
ups. In contrast, regular reflection performs trials se-
quentially, correcting one error for each pass.

becomes even more formidable when Large Lan- 040

guage Model (LLM) agents (Huang et al., 2022b; 041

Yao et al., 2023b; Song et al., 2023) have to navi- 042

gate complex scenarios unfolding in real time, e.g., 043

solving tasks in web environments (Liu et al., 2018; 044

Yao et al., preprint; Deng et al., 2023; Zhou et al., 045

2024b), conducting simulated science experiments 046

(Wang et al., 2022), and solving embodied house- 047

hold tasks (Shridhar et al., 2021). 048

Indeed, LLM agent decision-making has wit- 049

nessed enhancement by post-hoc reflection and 050

correction (Shinn et al., 2023; Song et al., 2024), 051

coupled with adaptive planning (Sun et al., 2023; 052

Prasad et al., 2023), where the agents learn from 053

past successes and failures while concurrently map- 054

ping out flexible strategies. However, reflection 055

usually works sequentially where only one hypo- 056

thetical error can be corrected for each head-to-toe 057

execution trajectory. Considering that such reflec- 058

tion is a test-time strategy, it poses a great efficiency 059

issue. For instance, the agent could retry 10 times 060

before concluding it still can not solve the task. Fur- 061
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thermore, self-reflection involves frequent shifts in062

plans which, albeit a mere inconvenience for hu-063

mans, can lead to disorientation for AI agents. This064

may produce confusion, a standstill, or even an065

infinite loop of failure, which substantiates the im-066

portance of thoroughly executing a set plan with067

utmost effort before resorting to a plan revision.068

Therefore, this paper puts forward a methodology069

aimed at achieving an optimal balance between070

consistency and adaptability. This critical equi-071

librium mirrors the resilience and agility that is072

anticipated of a capable system that is prepared for073

curveballs but unwavering in the execution of its074

plan. Fig. 1 highlight our design in comparison to075

existing reflection strategy.076

In this paper, we introduce a novel approach077

that integrates introspection into the fabric of LLM078

agents. This approach enables agents to continu-079

ously reflect on their actions, thereby stimulating a080

learning process that dynamically optimizes explo-081

ration paths and enhances robust decision-making082

under uncertainty. Our introspective intervention083

focuses on three principal dimensions:084

1. Anticipatory reflection before action execu-085

tion (similar to a devil’s advocate);086

2. Post-action evaluation and backtracking with087

remedy when necessary, to ensure the out-088

come aligns with subtask objectives;089

3. An extensive review upon plan completion to090

generate finer plans for subsequent trials.091

We implement this introspective methodology092

within WebArena (Zhou et al., 2024b), a compre-093

hensive web environment featuring 812 tasks in094

five scenarios: online shopping, e-commerce man-095

agement, social discussion forums, maps, and soft-096

ware development platforms. Experimental results097

demonstrate that our approach, which is zero-shot,098

substantially outperforms state-of-the-art zero-shot099

methods while improving efficiency, paving the100

way for a new paradigm of intelligent systems that101

are more consistent, adaptable, and effective1.102

2 Related Works103

In this paper, we develop and expand upon several104

key themes within the realm of natural language105

processing, with a specific focus on the integration106

of action generation, planning, and reflection in the107

construction of LLM agents.108

Action Generation LLMs have been employed109

in tasks requiring decision-making or action gener-110

1Code to reproduce our results will be released.

ation and have proven useful as agent-controlling 111

policies in embodied environments (Huang et al., 112

2022b,a; Driess et al., 2023; Wang et al., 2023a; 113

Zhu et al., 2023). They have also demonstrated 114

effectiveness in text-based environments (Liu et al., 115

2018; Shridhar et al., 2021; Liu et al., 2023), where 116

techniques like ReAct (Yao et al., 2023b) have 117

shown notable benefits. Despite its success, Re- 118

Act’s limitation lies in its inability to adjust to 119

changes in the environment. Several improvements 120

(Madaan et al., 2023; Shinn et al., 2023) have been 121

proposed to counter these limitations, advocating 122

for self-reflection to enhance decision-making and 123

reasoning. However, these techniques primarily 124

aim to improve single plans or trajectories with- 125

out considering alternative actions, which could 126

modify the plan in a wrong direction. 127

Position Bias Mitigation While comparing an- 128

swer choices is generally effective, large language 129

models used for action generation are not without 130

flaws. They can exhibit bias, especially towards 131

the first (or sometimes second) answer they see, 132

regardless of its quality. This is known as posi- 133

tion bias (Zheng et al., 2023; Wang et al., 2023b). 134

Our method mitigates this bias by asking follow-up 135

questions that challenge its own answer. 136

Planning Extensive research has explored the po- 137

tential of LLMs in task planning (Dror et al., 2023; 138

Prasad et al., 2023; Sun et al., 2023; Wu et al., 139

2023; Guan et al., 2023; Gur et al., 2024). The con- 140

cept of decoupling planning and execution in for- 141

mulating LLM agents has been validated through 142

numerous paradigms such as ReWOO (Xu et al., 143

2023), ADaPT (Prasad et al., 2023), Structured 144

Self-Reflection (Li et al., 2023), and DEFS (Wang 145

et al., 2023c). Nonetheless, these methods exhibit a 146

deficiency in establishing a resilient mechanism for 147

plan execution, with agents frequently revisiting 148

and revising their plans following each instance 149

of adverse environmental feedback, often due to 150

inaccurately executed actions. Our approach, con- 151

versely, emphasizes executing a previously defined 152

plan with unwavering effort before considering any 153

modifications. This guarantees a more stable and 154

consistent problem-solving process. To implement 155

this, the factor of tree search becomes crucial for 156

exploring the best solutions. Past approaches, in- 157

cluding ToT (Yao et al., 2023a), RAP (Hao et al., 158

2023), LATS (Zhou et al., 2024a), AdaPlanner (Sun 159

et al., 2023), and ToolChain* (Zhuang et al., 2024), 160

have incorporated tree search techniques in iden- 161
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tifying the optimal route to the desired solution.162

However, our approach distinguishes itself by en-163

gaging the LLM in preparing alternate solutions in164

anticipation of impending failures, ensuring more165

comprehensive consideration in action generation.166

Reflection and Self-refinement Reflection and167

refinement techniques have advanced significantly168

through works such as Reflexion (Shinn et al.,169

2023), AdaPlanner (Sun et al., 2023), and Auto-170

Eval (Pan et al., 2024). Our methodology further171

enhances this by incorporating an anticipatory re-172

flection mechanism that operates before each ac-173

tion rather than performing post-hoc reflection after174

each complete trial. This approach simplifies explo-175

ration by expediting remedial action and reducing176

extensive backtracking and serial plan revisions,177

thereby improving the overall efficiency.178

3 Method179

Given a task T and an environment E with which180

the LLM agent G interacts, our objective is to en-181

able the agent to systematically and adaptively com-182

plete the task through introspective methods. We183

first present how we decompose the task and gener-184

ate action regarding each state in the environment185

in §3.1 and §3.2. Then we introduce the introspec-186

tion mechanism in §3.3.187

3.1 Task Decomposition and Planning188

The first step involves decomposing the task T into189

subtasks in a sequential manner, forming a plan.190

This decomposition is achieved through an LLM191

generation process. Let Gplan denote the agent’s192

plan generation function, prompted by the task T ,193

description of the initial state S0, and any experi-194

ence from past trials, i.e., historyH:195

P ∼ Gplan(T , S0,H). (1)196

Here, the plan P is parsed into a sequence of or-197

dered subtasks:198

P = (τ1, τ2, . . . , τN ), (2)199

where τi represents the i-th subtask in the plan, and200

N is the number of subtasks. For instance, Fig.201

2 shows a plan with 5 subtasks for solving a task202

in WebArena. The distribution of WebArena tasks203

based on the number of subtasks within each task is204

illustrated in Fig. 3. This also reflects the difficulty205

of the tasks in WebArena, where most tasks take206

4-9 steps to complete.207

Plan for task: What is the color configuration
of the picture frame I bought in Nov 2022:
1. Click on the ‘My Account’ link to access your
account details.
2. Click on the ‘Order History’ link to view your
past orders.
3. Scroll down the page until you find the order
from November 2022.
4. Click on the order details link for the order
from November 2022.
5. Scroll down to the product details section to
find the color configuration of the picture frame.

Figure 2: An example plan with 5 subtasks, generated
by GPT-4. Subtasks are generated based on the first ob-
servation S0 and prior knowledge about web operation.

Figure 3: Distribution of WebArena tasks based on the
number of subtasks within each task. The number of
subtasks has a majority within 4-9 with a long tail dis-
tribution.

3.2 State and Action Representation 208

Let St ∈ S denote the current state of the environ- 209

ment at time t, where S is the set of all possible 210

states. From state St, let at ∈ A denote the next 211

action taken by the agent, where A is the set of 212

all possible actions. The next action is generated 213

based on the the specific subtask τi being addressed, 214

current state St, and action historyHt−1: 215

at ∼ Gaction(τi, St,Ht−1), (3) 216

where Gaction denotes the agent’s action generation 217

function. LetHt denote the history of actions taken 218

up to time t: 219

Ht = {â1, â2, . . . , ât}, (4) 220

where ât is a textual description of action at, along 221

with useful information learned from this action 222

execution, generated with function Gdescribe. The 223

history would later be used to answer questions 224

in the task or to revise the agent’s plan. Gdescribe 225

accepts as input the state before the action, the 226

action itself, the state after the action: 227

ât ∼ Gdescribe(St, at, St+1). (5) 228
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Algorithm 1 Introspective Agent
Input: task T ; initial observation Sinitial; environment E ;
Initialization: time t = 0; state St = Sinitial; action at = ∅; plan P = ∅; subtask τ = ∅; historyH = ∅;
1: while ¬Gcompleted(T , ·) do
2: P ∼ Gplan(T , St,H); . Plan Revision
3: Stack = [(St, at, τ)];
4: while Stack do
5: (S′

t, at, τ) = Stack.pop()
6: if St 6= S′

t then go_back(S′
t);St = S′

t; . Backtracking
7: if τ is ∅ then Cτ = 1; τ = P.next();
8: else St+1 = E(at);H.add(Gdescribe(St, at, St+1)); . Grounding
9: Cτ ∼ Galign(St, at, St+1, τ); . Alignment with Subtask Objective

10: if Cτ then
11: if Gcompleted(T , St+1) then Finished; . Early Stop
12: if Gcompleted(τ, St+1) then τ = P.next(); . Next Subtask
13: t++;
14: if Cτ then at ∼ Gaction(τ, St);
15: for r = 1 to R do
16: a

(r)
t ∼ Gremedy(τ, St, at); . Anticipatory Reflection

17: Stack.push((St, a
(r)
t , τ));

18: Stack.push((St, at, τ)); . Placing at at the top of Stack

When the state observation is too long to fit in the229

context window of an LLM, the state is first summa-230

rized by the LLM into a shorter description before231

being fed to Gdescribe (e.g., this operation is com-232

monly needed for solving web navigation tasks on233

content management platforms). Note that a sub-234

task can involve several actions, and thus i does not235

necessarily equal to t. Given the possibility that the236

task can be finished at some time t before the com-237

pletion of all subtasks, whenever the agent arrives238

at a new state, we ask the agent to check two things:239

whether the subtask is finished Cτi ∈ (0, 1)2, and240

whether the task is finished CT ∈ (0, 1):241

Cτi ∼ Gcompleted(τi, St+1,Ht), (6)242

CT ∼ Gcompleted(T , St+1,Ht), (7)243

where Gcompleted denotes the function for check-244

ing whether an objective is fulfilled. If Cτi = 1,245

the agent moves on to solve the next subtask τi+1;246

whereas when the agent determines CT = 1, it fin-247

ishes the current trial regardless of whether the plan248

P is finished.249

3.3 Introspective Mechanisms250

The sequential action generation above can po-251

tentially execute the plan and solve the task al-252

ready. Nevertheless, without proper introspection253

and adaptation, the agent might be stuck at a cer-254

tain unsolvable subtask or go into a loop of failure255

when unexpected problems emerge. Thus, we in-256

2When the agent determines that a subtask is non-essential
to solving the task, we also set Cτi = 1.

troduce three introspective mechanisms to enhance 257

our LLM agent’s problem-solving ability below. 258

3.3.1 Anticipatory Reflection (DEVIL’S 259

ADVOCATE) 260

The first layer of introspection occurs before each 261

action execution. The agent anticipates potential 262

failures and comes up with R alternative remedies 263

[a1t , a
2
t , · · · , aRt ]. Each remedy action is generated 264

by prompting the LLM with a follow-up question: 265

• "If your answer above is not correct, instead, 266

the next action should be:" 267

We use Gremedy to denote the generation of remedy 268

actions, which accepts as input the subtask τi, the 269

current state St, the action history Ht−1, and the 270

LLM predicted next action at at first attempt: 271

art ∼ Gremedy(τi, St,Ht−1, at). (8) 272

If later found necessary, the agent can go back to 273

state St to modify the original action at to try the 274

remedy action art to ensure a smooth plan execution. 275

For example, in Fig. 4, we show a state observa- 276

tion where all three clicking actions align with the 277

objective of the current subtask. The execution of 278

any of these actions would complete the subtask; 279

yet the agent might need to return to this state if 280

it later determines that the action predicted at first 281

attempt was incorrect3. 282

3The action generated at first attempt still gets the highest
priority, i.e., at is the last one to be pushed to the stack so it
can be popped and executed first (see line 18 in Alg. 1).
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Figure 4: Screen observation at one step in solving the
subtask: Click on the order details link for the order
from November 2022. The agent might decide to click
(at) on the “View Order” button of any one of the
three Nov 2022 orders to see if a picture frame was
purchased in that order, and it is highly probable that
backtracking is needed to view the details of the other
two orders (if the first chosen is not a picture frame). In
our proposed approach, the other two alternative click-
ing actions [a1t , a

2
t ] would be pushed to stack before the

agent executes action at.

3.3.2 Post-action Evaluation and283

Backtracking284

The second introspective mechanism kicks in after285

the execution of each action. Here, the agent evalu-286

ates whether the action and the resulting state align287

with the subtask objective. This introspective func-288

tion, denoted as Galign, is motivated by the state289

before the action St, the action at, the resulting290

state St+1, the current subtask τi:291

θt ∼ Galign(St, at, St+1, τi). (9)292

Here θt ∈ (0, 1) denotes the evaluation score re-293

flecting how well the state St+1 aligns with the294

subtask objective τi. It is a binary signal indicating295

whether the agent needs to stop and backtrack to296

some previous state and take an alternative action297

ark, k ≤ t, if the execution of at does not meet the298

objective of the current subtask. In our experiments299

with web environments, the URL of the webpage is300

a useful information recorded as part of St. When301

backtracking, we can easily navigate back to the302

URL. However, the element information on the303

URL might differ from the state we first encoun-304

tered upon arriving at that page. To address this,305

we prompt the LLM to map the recorded element306

in the action to the new element with which we307

want to interact, if necessary.308

3.3.3 Plan Revision309

The third introspective mechanism occurs upon310

plan failure, i.e., when the stack is empty and CT =311

0. Now the agent performs a thorough review of the312

actions executed and the notes taken, and refines313

its future plan based on identified problems: 314

Pnew ∼ Gplan(T , S0,Ht). (10) 315

Here, Pnew is the new plan after reflecting on the 316

past failed trials. The agent then re-enters the plan 317

execution phase and starts a new episode. 318

Through these three layers of introspection, our 319

agent is more capable of navigating the complexi- 320

ties of unforeseen circumstances and addressing 321

tasks, bringing us a significant stride closer to 322

achieving truly autonomous, adaptable, and in- 323

telligent systems. By structuring the problem in 324

this manner, we have established a clear frame- 325

work for enabling LLM agents to perform tasks 326

autonomously and adaptively through introspec- 327

tion. Alg. 1 shows a pseudo code of our approach. 328

4 Experiments 329

In this section, we demonstrate how introspection 330

enhances consistency and adaptability of LLM 331

agents in solving complex tasks in web environ- 332

ments. We first introduce the experimental setup 333

for evaluation (§4.1), followed by evaluation results 334

(§4.2). Detailed error analysis is provided in §5, 335

which highlights the directions for future endeavor. 336

4.1 Experimental Setup 337

Live Environments We evaluate our proposed 338

method in the simulated web environments of We- 339

bArena (Zhou et al., 2024b), a dataset of human- 340

annotated web browsing tasks designed to evalu- 341

ate the ability of LLMs to perform complex, real- 342

world actions on the internet4. The 812 tasks in 343

WebArena involve five websites: an online shop- 344

ping website, a software development website, a 345

social forum platform, a map, and an e-commerce 346

management platform; and these tasks can be cat- 347

egorized into three classes: information seeking 348

tasks, site navigation and content & config tasks, 349

and unachievable tasks. Though WebArena pro- 350

vides visual observation (screenshots), in this work 351

we use the text observation only. The observation 352

at each step is the accessibility tree of the webpage, 353

and the elements in the accessibility tree are all 354

within the current viewport of a 1280×720 screen. 355

The action space of our LLM agent includes actions 356

that interact with environment: click, type, scroll, 357

goto, go_back, go_forward, and also a note_down 358

4Webarena (https://webarena.dev) is licensed un-
der a Creative Commons Attribution-ShareAlike 4.0 Interna-
tional License.
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view order #175view order #179

scroll [down]

Devil’s advocate: What if the 
picture frame is not in order #179?

First choice: click the 
latest Sep 2022 order

scroll [down] 

Confirmed: no picture frame 
in this order ❌

Found it! ✅

Figure 5: Decision making process of our agent in solving the task: What is the color configuration of the picture
frame that I bought in Sep 2022? Before execution of the predicted action, the agent asks a follow-up question to
itself regarding its decision: what if the picture frame is not in order #179? what should be the alternative remedy?
And after finding out that order #179 contains no picture frame at all, the agent backtracks to the previous state to
view order #175 and continue.

action that takes down useful snippet/summary for359

answering information-seeking questions.360

Baselines We employ gpt-4-06135 (Achiam361

et al., 2023) with a context window of 8k tokens362

to build the agents and compare our method with363

three other agent construction strategies: planning364

and sequential decision making (Plan + Act w/o365

reflexion), similar to ReWOO (Xu et al., 2023);366

planning and sequential decision making with re-367

flection (Plan + Act), similar to AdaPlanner (Sun368

et al., 2023); and tree search based planning, simi-369

lar to LATS (Zhou et al., 2024a), but with reflection.370

In all methods, we set the upper limit on the num-371

ber of actions to 30, i.e., after the agent executes 30372

actions for a given task, it has to stop. In all three373

methods, we adopt the same prompts for action gen-374

erationGaction, plan generationGplan, and evaluator375

Galign and Gcompleted to ensure a fair comparison6.376

In our experiments, we set the LLM temperature377

to 1.0 and max_tokens to 512, and keep all other378

parameters as default.379

5https://platform.openai.com/docs/
models/gpt-4-turbo-and-gpt-4

6Detailed prompts are shown in the Appendix.

Metrics We follow the evaluation metric “Suc- 380

cess Rate” in (Zhou et al., 2024b), and count the 381

number of actions per trial and the number of plan 382

revisions per task. To determine whether a task is 383

successfully completed, the exact_match met- 384

ric is used for some site navigation and information 385

seeking tasks. However, this can sometimes be 386

overly stringent. For instance, consider the URLs 387

below that display the same content (under ‘elec- 388

tronics’, the category id of ‘headphones’ is 60). In 389

fact, both of them point to exactly the same web- 390

page. However, when evaluating for task comple- 391

tion, only the one that exactly matches a predefined 392

finish URL is considered correct7. To address this 393

issue, we manually review the evaluation process 394

and correct such misjudgements in our results8. 395

• http://localhost:7770/electronics/ 396
headphones.html 397

• http://localhost:7770/electronics. 398
html?cat=60 399

7In WebArena, only the first URL link is used as the ground
truth thus agent that reaches the second URL is judged as task
incomplete.

8Our manual correction will also be released together with
our code.
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Figure 6: Results of different agent construction strate-
gies on WebArena. AR is short for our method, an-
ticipatory reflection; LATS represents our in-house im-
plementation of the approach proposed by Zhou et al.
(2024a); Plan + Act is a method of decomposition of
task and execution of each subtask, similar to ReWOO
(Xu et al., 2023). All three methods are equipped with
plan revision (post-failure reflection).

4.2 Results400

The experimental results, depicted in Fig. 6,401

demonstrate the efficacy of our introspection-402

driven approach in enhancing the consistency and403

adaptability of LLM agents in web environments.404

We compare the success rates of various agent con-405

struction strategies across multiple episodes. Our406

method, anticipatory reflection (AR), consistently407

outperforms the others, achieving a success rate408

of 23.5% after seven episodes, closely followed409

by LATS with 22.7%. In contrast, the Plan +410

Act method shows gradual improvement, reach-411

ing 19.8%, but remains significantly lower than the412

tree-search-based AR and LATS methods. Taking413

a closer look at the performance curve of LATS,414

there is an inconsistent pattern as success rate even415

drops at round 5. This is likely due to the homoge-416

neous generated actions through direct sampling.417

In comparison, AR benefits from the “devil’s advo-418

cate” approach, enabling more thorough planning419

and execution due to introspective follow-up ques-420

tions. This trend underscores the importance of421

incorporating introspection mechanisms for both422

plan execution and revision, highlighting their crit-423

ical role in enhancing consistency and efficiency.424

Further insights can be gleaned from Tab. 1,425

which compares the average number of actions in426

the first and last trials across different methods. Our427

AR method shows an increase in the average num-428

# of Actions # of Plan Revisions
First Trial Last Trial

Plan+Act 4.01 4.47 2.03
LATS 6.08 6.45 1.16

AR 6.39 7.07 0.64

Table 1: Statistics of the trajectory of different agents
solving tasks on WebArena. We report the number of
actions in the first and last trial, and also the number of
plan revisions, i.e., trials.

ber of actions from 6.39 in the first trial to 7.07 in 429

the last trial, indicating a robust learning and adap- 430

tation process. In comparison, the average number 431

of actions in the first trial of the Plan+Act method 432

is only 4.01, suggesting that it stops at an early 433

stage without completing full plan execution. Thus, 434

our method effectively leverages a greater number 435

of actions to achieve better outcomes, thereby re- 436

ducing the number of plan revisions by 45% and 437

improving overall efficiency. 438

5 Error Analyses 439

The subsequent sections shed light on an analysis 440

of errors we observed from the agent’s behavior 441

when executing tasks. Two key areas have been 442

identified for detailed discussion: an agent’s occa- 443

sional inability to fully learn from past failures, and 444

inefficiencies in solving specific kinds of tasks due 445

to a sequential planning scheme. 446

5.1 Agent Only Takes Partial Lesson from 447

Past Failures 448

One category of common errors we notice is that 449

the agent is not taking full lesson from past failure 450

when generating a new plan. As illustrated in Fig. 451

7, the agent is at the final step of drafting a refund 452

message for a Bluetooth speaker, after a series of 453

steps taken to seek information for the order. From 454

the screen, we know that the agent should consol- 455

idate all the information gathered from previous 456

steps and type one piece of text into the (only) box 457

titled “What’s on your mind?”. However, as can 458

be seen from the plans at the lower right corner in 459

Fig. 7, while some improvements were made by 460

adding the date of purchase and a more detailed 461

explanation in the revised plan, the agent still failed 462

to optimize the input process, repeating the typing 463

actions separately for fields that do not exist. This 464

inefficiency in the agent’s behavior showcases the 465

need for either an LLM with stronger reasoning 466

7



Figure 7: Screen observation at the last step to solve
the task: Draft a refund message via their "contact us"
form for the bluetooth speaker I bought Feb 2023. It
broke after three days of use. The shop requires the
order id, the reason and the amount to refund in the
message. Don’t submit yet.

ability or a better mechanism to solicit more com-467

prehensive and accurate reflection.468

5.2 Sequential Planning is Not Enough469

In our analysis, we observed a recurrent error470

pertaining to the design of the agent’s planning471

process. The proposed methodology structures a472

plan as a sequence of tasks that are executed in a473

specific order. Though it is effective in a decent474

amount of use cases, it seems to falter when faced475

with tasks necessitating more sophisticated logic.476

Specifically, tasks that mandate implementing a477

reusable function encapsulating several actions478

and employing a loop construct tend to challenge479

the model’s current configuration. For example:480

481
• List out reviewers, if exist, who mention about average482

print quality.483
• Give me the SKU of the products that have 1-3 units484

left.485
• Like all submissions created by CameronKelsey in486

subreddit earthporn.487
488

Performing such tasks is analogous to executing489

SQL commands without a direct query API, but in-490

stead, in a realistic environment. The ability to pro-491

cess these tasks effectively would necessitate the in-492

corporation of additional cognitive constructs into493

the planning model—e.g., memory, loops, repeti-494

tive actions, or encapsulation of a group of actions495

into callable functions. Though taking notes can 496

help the agent eliminate wrong choices, these sys- 497

temic extensions would add crucial capabilities to 498

the web agent, significantly enhancing its naviga- 499

tion and problem-solving competence in realistic 500

web environments. Moreover, while the current 501

agent can succeed in the limited search space of 502

simple tasks, it often struggles to review and in- 503

trospect upon more descriptive tasks that require 504

dynamic problem-solving. By addressing these lim- 505

itations in future work, i.e., effectively converting 506

textual description of a plan into robust execution 507

of callable functions and loops, we believe that 508

the reasoning capability of our agent can be sub- 509

stantially improved, leading to better outcomes in 510

understanding and solving tasks that involve dy- 511

namic cognition in web environments. 512

6 Conclusions 513

In this work, we introduce a novel introspec- 514

tive methodology that significantly enhances the 515

problem-solving capabilities of LLMs in complex 516

environments, as demonstrated through compre- 517

hensive evaluations in the WebArena setting. Our 518

approach strategically decomposes tasks into ac- 519

tionable subtasks and incorporates a three-tiered in- 520

trospection process, which includes anticipatory re- 521

flection, robust post-action evaluation, and episode- 522

level plan revision. This setup not only allows 523

LLM agents to adapt their strategies in real time 524

but also fosters long-term learning, reducing the 525

need for frequent interventions as experience ac- 526

cumulates. The application of our introspective 527

agent design in the WebArena benchmark demon- 528

strates substantial performance gain (3.5%) over 529

state-of-the-art zero-shot approach, along with sta- 530

ble performance curve with increasing number of 531

rounds. Such benefits are accompanied by almost 532

halving the number of plan revisions (45%) dur- 533

ing error handling. In summary, by enabling LLM 534

agents to proactively contemplate potential failures, 535

evaluate actions post-execution, and continuously 536

refine their strategy based on experiential insights, 537

our approach equips AI systems with a human-like 538

strategic thinking capability. 539

Broader Impact 540

Looking forward, the integration of multi-modal 541

data inputs could further enhance the contextual 542

understanding and decision-making accuracy of 543

these agents. The principles and findings from our 544
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approach provide a robust foundation for future re-545

search in AI, particularly in aspects of autonomous546

decision-making, learning efficiency, and adapt-547

ability. As AI continues to integrate into diverse548

aspects of decision-making, embedding introspec-549

tive capabilities will be essential to ensure these550

systems operate not only with precision but with an551

understanding akin to strategic human cognition.552

Ethics Statement553

As the capabilities of LLM agents enhance and554

their deployment in real-world applications in-555

creases, it is crucial to address potential ethical556

concerns, particularly regarding data privacy, bias,557

and transparency. Our work focuses on improving558

agent introspection to enhance task performance559

and decision-making explanations, aiming to de-560

velop more transparent and trustworthy AI systems.561

We emphasize the importance of human oversight562

to monitor and mitigate unforeseen consequences563

and encourage the responsible use of this technol-564

ogy for societal benefit. By promoting continu-565

ous evaluation and fair practices, we seek to min-566

imize biases and ensure that the deployment of567

these agents does not exacerbate social inequalities.568

Furthermore, we are committed to optimizing com-569

putational resources to reduce the environmental570

impact, advocating for sustainable AI practices.571

Limitations572

Despite substantial progress made with our cur-573

rent design, limitations persist that inhibit optimal574

performance. Notably, the agent lacks a full learn-575

ing mechanism to capitalize on past failures when576

generating a new plan, resulting in inefficient exe-577

cution and recurring mistakes. Furthermore, while578

the sequential planning approach is effective for579

simpler tasks, it falls short for more sophisticated580

operations, such as those requiring encapsulated581

actions or loop constructs. Additionally, the agent582

struggles with tasks that expand beyond a simple583

search space, suggesting obstacles in handling dy-584

namic problem-solving. Last but not least, our585

agent needs significant amounts of LLM genera-586

tion (i.e., API calling), consequently requiring sub-587

stantial time and computational resources, which588

dents its efficiency. Therefore, future work needs589

to concentrate on improving the agent’s ability to590

fully learn from prior shortcomings, adapt to handle591

complex tasks, enhance dynamic problem-solving592

capabilities, and optimize time and resource utiliza-593

tion with more efficient LLM calling. 594
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Appendix783

Prompt for Plan Generation (Gplan)784

Imagine that you are imitating humans doing a task785

on a website step by step. You can click an ele-786

ment with the mouse, scroll up or down, go to a787

certain URL or go back to previous page, or type788

some text with the keyboard (e.g., click(), scroll(),789

goto(), go_back(), and type() functions in play-790

wright). One step means one operation within any791

of the mentioned actions.792

You are within a sandbox and only have access793

to the following websites to work with:794

• An online shopping website (OneStopShop):795

{webarena_root}:7770796

• An e-commerce management website (Ma-797

gento): {webarena_root}:7780/admin798

• A Reddit website (Postmill): {we-799

barena_root}:9999800

• A GitLab website: {webarena_root}:8023801

• A map website (OpenStreetMap): http:802

//ec2-3-131-244-37.us-east-2.803

compute.amazonaws.com:3000804

• A Wikipedia website: http:805

//ec2-3-131-244-37.us-east-2.806

compute.amazonaws.com:8888/ 807

wikipedia_en_all_maxi_2022-05/ 808

A/User:The_other_Kiwix_guy/ 809

Landing 810

Notes: 811

1. If you want to use the search function, 812

you don’t need to click on the search bar. 813

You can directly use “type [element_id] 814

[things_to_type]”, and generally afterwards, 815

you don’t need to click the search button (by 816

default, the command contains an ENTER at 817

the end). 818

2. You can assume that you have signed in to 819

your account (we have set up the cookies, so 820

login is not needed). 821

The website that you will be working with is: 822

{WEBSITE INTRO} 823

Please follow these specific instructions to solve 824

tasks: 825

{INSTRUCTION} 826

Here is a more detailed description of the starting 827

screen: 828

{STARTING SCREEN DESCRIPTION} 829

Now, based on the information above, what 830

should be the steps to achieve the following goal 831

(please give me a list of textual description of play- 832

wright actions, starting with ‘List’): 833

{TASK} 834

For your reference, here are some experiences 835

from previous failed trials (please consider the fol- 836

lowing information to generate a better plan): 837

{FAILED PLAN} 838

Past experience: 839

{HISTORY} 840

To be successful in generating a new plan, you 841

need to provide a list (1, 2, 3, ...), in which each 842

item is a natural language description of one play- 843

wright action that is necessary to complete the task 844

(e.g., click on the ‘Account’ button; scroll down; 845

use the search bar to search for iPhone 13). You 846

should use the information from the past experi- 847

ences to save unnecessary steps! 848

Prompt for Action Generation (Gaction) 849

I am in a sandbox and only have access to the fol- 850

lowing websites (i.e., no access to external website 851

like www.reddit.com): 852

• An online shopping website (OneStopShop): 853

{webarena_root}:7770 854
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• An e-commerce management website (Ma-855

gento): {webarena_root}:7780/admin856

• A Reddit website (Postmill): {we-857

barena_root}:9999858

• A GitLab website: {webarena_root}:8023859

• A map website (OpenStreetMap): http:860

//ec2-3-131-244-37.us-east-2.861

compute.amazonaws.com:3000862

• A Wikipedia website: http:863

//ec2-3-131-244-37.us-east-2.864

compute.amazonaws.com:8888/865

wikipedia_en_all_maxi_2022-05/866

A/User:The_other_Kiwix_guy/867

Landing868

Now I’m trying to complete a task on a website.869

The task is:870

{TASK}871

The plan to complete this task is:872

{PLAN}873

I have executed the following actions:874

{HISTORY}875

And now I’m at this step: {STEP}876

Here is the screen I am looking at:877

{OBS}878

I have taken down the following notes:879

{NOTES}880

What should be the next action to complete this881

step in my plan (only give one action)?882

Note:883

• If the next action is to click, please indicate the884

element id in [] (format: click [element_id]).885

• If the next action is to scroll, please indi-886

cate the direction in [] (format: scroll [up or887

down]).888

• If you need to navigate to a URL, please indi-889

cate the URL in [] (format: goto [url]).890

• If you need to go back to the previous page,891

please use go_back.892

• If the next action is to type, please indicate893

both element id and the things to type in []894

(format: type [element_id] [things to type]).895

• If you want to note down something, use this896

format: note_down [things to note down].897

The next action is:898

Prompt for Objective Alignment (Galign) 899

Imagine that you are imitating humans doing a task 900

on a website step by step. 901

You are currently working on this step: 902

{STEP}. 903

The step above is one of the steps in the follow- 904

ing plan: 905

{PLAN}. 906

From Screen 1, you executed an action and then 907

arrived at Screen 2. 908

The action you executed was: 909

{ACTION}. 910

Screen 1: 911

{OBS1}. 912

Screen 2: 913

{OBS2}. 914

Now describe what this action is about in one 915

sentence, starting with ‘The action is to’. 916

Does this action align with the goal of the fol- 917

lowing step (i.e., are we moving towards the right 918

direction; Answer YES or NO)? 919

{STEP} 920

Prompt for Task / Subtask Completion 921

Evaluation (Gcompleted) 922

Imagine that you are imitating humans doing a task 923

on a website step by step. 924

You are asked to solve the following task: 925

{TASK} 926

You made the following plan to solve it: 927

{PLAN} 928

To reach the current screen, you have previously 929

executed the following actions: 930

{HISTORY} 931

You have taken down a few notes after each 932

action as follows: 933

{NOTES} 934

And here is the accessibility tree of the current 935

screen you are looking at: 936

{OBS} 937

Look at the screen, the task, and the actions 938

you executed, and think thoroughly, is the task 939

completed now? 940

If the task is completed, answer YES. 941

If the task is not yet completed (meaning further 942

actions are yet to be executed), answer NO. 943

Prompt for Answer Delivery (Ganswer) 944

Imagine that you are imitating humans doing a task 945

on a website step by step. 946

You are asked to solve the following task: 947
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{TASK}948

To reach the current screen, you have previously949

executed the following actions:950

{HISTORY}951

You have taken down the following notes (to952

help you answer the question eventually) after each953

action:954

{NOTES}955

And here is the accessibility tree of the current956

screen you are looking at:957

{OBS}958

Based on the above information, answer the959

question in the task (starting with ###Answer).960

Prompt for Element Mapping (Gmap)961

I want to interact with an element with element id:962

{element_id} in the following screen:963

{OBS1}964

Now if I want to click on the same element in965

the following screen, what should be the element966

id now?967

{OBS2}968

New element id is:969
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