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Abstract

Despite the remarkable advancements and001
widespread applications of deep neural net-002
works, their ability to perform reasoning tasks003
remains limited, particularly in domains re-004
quiring structured, abstract thought. In this005
paper, we investigate the linguistic reasoning006
capabilities of state-of-the-art large language007
models (LLMs) by introducing IOLBENCH, a008
novel benchmark derived from International009
Linguistics Olympiad (IOL) problems. This010
dataset encompasses diverse problems testing011
syntax, morphology, phonology, and seman-012
tics, all carefully designed to be self-contained013
and independent of external knowledge. These014
tasks challenge models to engage in metacog-015
nitive linguistic reasoning, requiring the deduc-016
tion of linguistic rules and patterns from mini-017
mal examples.018

Through extensive benchmarking of leading019
LLMs, we find that even the most advanced020
models struggle to handle the intricacies of021
linguistic complexity, particularly in areas de-022
manding compositional generalization and rule023
abstraction. Our analysis highlights both the024
strengths and persistent limitations of current025
models in linguistic problem-solving, offering026
valuable insights into their reasoning capabil-027
ities. By introducing IOLBENCH, we aim to028
foster further research into developing models029
capable of human-like reasoning, with broader030
implications for the fields of computational lin-031
guistics and artificial intelligence.032

1 Introduction033

The emergence of Large Language Models (LLMs)034

has led to growing interest in their capacity to per-035

form reasoning tasks that extend beyond statistical036

pattern matching, particularly in domains requiring037

compositional generalization. Compositional rea-038

soning involves deducing abstract rules and struc-039

tures from a limited set of examples and applying040

these deductions to novel inputs—a process akin041

Figure 1: An example problem from IOL 2012 involv-
ing the Austronesian language Rotuman, spoken by
roughly 9000 people in Fiji. The problem involves lexi-
cal matching and translations, and the solution explains
how these can be deduced from the provided dictionary
and common-sense linguistic reasoning.
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to human problem-solving. Linguistic problem-042

solving, especially in areas such as syntax, mor-043

phology, and phonology, offers a unique and rigor-044

ous benchmark for evaluating this capability. These045

tasks often involve complex linguistic phenomena,046

typologically diverse languages, and minimal data,047

requiring models to generalize effectively without048

relying on prior knowledge or memorized patterns.049

In this work, we introduce IOLBENCH, a novel050

dataset derived from the International Linguistics051

Olympiad (IOL), a competition designed to test052

advanced linguistic reasoning. Spanning over two053

decades of IOL problems, IOLBENCH covers a wide054

range of linguistic phenomena, including phono-055

logical rule inference, morphological paradigm dis-056

covery, syntactic structure analysis, and semantic057

reasoning. These tasks are intentionally crafted058

to challenge models to hypothesize, test, and gen-059

eralize abstract linguistic rules from limited data.060

By leveraging under-documented and typologically061

diverse languages (eg: Rotuman in Figure 1), IOL-062

BENCH minimizes reliance on pre-trained linguistic063

biases, providing a stringent evaluation of reason-064

ing capabilities.065

To evaluate state-of-the-art performance, we066

benchmark several leading LLMs, including Ope-067

nAI’s GPT-4 model family, Anthropic’s Claude068

models, and Google’s Gemini model, focusing on069

two key research questions: (1) To what extent can070

LLMs handle complex linguistic reasoning tasks071

requiring abstraction and generalization? (2) What072

specific strengths and weaknesses do these mod-073

els exhibit in tackling linguistic problem-solving074

challenges? Our experiments analyze model perfor-075

mance across task types, identifying gaps in areas076

such as phonology and morphology, where sys-077

tematic reasoning and hierarchical pattern recogni-078

tion are critical. We further show performance on079

the text-only and multimodal splits of IOLBENCH,080

demonstrating models are far less performant on081

visuo-linguistic problems.082

By introducing IOLBENCH and conducting a de-083

tailed evaluation of LLM performance, this work084

bridges the fields of computational linguistics and085

artificial intelligence, providing a foundation for de-086

veloping models that better emulate the structured087

reasoning processes underlying human linguistic088

problem-solving.089

2 Related Work 090

There have been several recent efforts to evaluate 091

the reasoning capabilities of LLMs through the de- 092

velopment of domain-specific benchmarks, includ- 093

ing MathBench (Liu et al., 2024) for mathematical 094

problem-solving, SciBench (Wang et al.) for scien- 095

tific reasoning, and datasets based on competitive 096

programming tasks that test logical and algorithmic 097

thinking (Veličković et al., 2022; Shi et al., 2024). 098

These benchmarks provide valuable insights into 099

the ability of LLMs to generalize abstract patterns 100

and solve problems in structured domains. How- 101

ever, the domain of linguistic reasoning remains 102

underexplored, despite its centrality to the applica- 103

tions and theoretical foundations of LLMs. 104

Language presents a uniquely challenging 105

testbed for reasoning due to its compositional, hi- 106

erarchical, and rule-governed nature. While mod- 107

els like GPT-4 have demonstrated proficiency in 108

tasks requiring common-sense reasoning, textual 109

coherence, and natural language generation, their 110

capacity to navigate the intricacies of linguistic 111

structure—particularly in typologically diverse or 112

low-resource languages—remains insufficiently un- 113

derstood (Dziri et al., 2024). This gap is particu- 114

larly pronounced in areas such as morphology (e.g., 115

rule-based inflectional systems) and syntax (e.g., 116

hierarchical phrase structure), where solutions re- 117

quire reasoning over structured data rather than 118

retrieving patterns from pre-trained distributions. 119

Existing benchmarks, such as BIG-Bench (Suz- 120

gun et al., 2023), include a handful of linguistics- 121

inspired tasks but lack the depth and diversity re- 122

quired to evaluate models on truly complex linguis- 123

tic reasoning. For instance, these tasks often focus 124

on well-documented languages or simplified sce- 125

narios, which fail to capture the linguistic diversity 126

and data sparsity challenges posed by real-world 127

language problems. Other datasets, such as NLP- 128

Bench (Song et al.), focus on syntactic parsing or 129

semantic role labeling but do not test a model’s abil- 130

ity to deduce and generalize linguistic rules from 131

minimal examples—a hallmark of human linguistic 132

reasoning. 133

The International Linguistics Olympiad (IOL) 134

provides an ideal framework for addressing this 135

gap. As one of the foremost competitions in lin- 136

guistics, the IOL challenges participants to solve 137

problems in a wide range of typologically diverse 138

languages, often focusing on under-documented or 139

low-resource languages. These problems require 140
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contestants to deduce complex grammatical rules,141

analyze morphophonemic patterns, and identify142

syntactic or semantic structures based on minimal143

data. The tasks are explicitly designed to test meta-144

linguistic reasoning and require abstract problem-145

solving skills rather than prior knowledge of the146

languages involved. As such, the IOL represents a147

uniquely challenging and unbiased benchmark for148

evaluating LLMs on tasks that align closely with149

human linguistic reasoning.150

This work seeks to bridge the gap by introducing151

IOLBENCH, a dataset derived from over 20 years of152

IOL problems. Unlike existing linguistics datasets,153

IOLBENCH focuses on reasoning over typologically154

diverse languages, such as the endangered Aymara155

language. It also tests models’ ability to generalize156

rules across unseen data and to engage with tasks157

that combine multiple levels of linguistic analysis.158

By leveraging the rich, diverse, and challenging159

linguistic tasks provided by the IOL, we aim to160

address this gap and advance our understanding161

of LLMs’ ability to emulate the abstract reasoning162

processes characteristic of human linguistic cogni-163

tion.164

3 Methodology165

IOLBENCH is a high-quality curated dataset of166

linguistic reasoning problems drawn from the In-167

ternational Linguistics Olympiad (IOL), a global168

competition that has convened annually since169

2003. The IOL is distinguished by its focus on170

problem-solving abilities that are grounded in lin-171

guistic pattern recognition and hypothesis forma-172

tion, rather than on encyclopedic knowledge of173

particular languages. Each problem requires par-174

ticipants to deduce underlying grammatical princi-175

ples—pertaining to phonology, morphology, syn-176

tax, semantics, or orthography—from a minimal177

set of annotated examples. The reasoning process178

involves extracting abstract generalizations and ap-179

plying inferred rules to novel test items.180

The tasks are purposefully designed to be181

language-agnostic and frequently focus on low-182

resource languages where participants cannot rely183

on preexisting lexical or grammatical familiarity.184

Problems thus serve as a stringent evaluation frame-185

work for linguistic inference, and shallow statisti-186

cal associations or memorized world knowledge187

are insufficient for successful performance. In-188

stead, effective problem-solving requires model-189

ing complex morphosyntactic systems, deducing190

phonological processes, and unraveling semantic 191

and pragmatic relations with no pretraining bias 192

toward these particular languages families. 193

Across this dataset, one observes a diverse typol- 194

ogy of linguistic phenomena. For instance, phono- 195

logical problems might involve identifying under- 196

lying phonemes, morphological tasks frequently 197

center on discerning affixation patterns (e.g. verbal 198

agreement paradigms), syntactic challenges may 199

focus on constituent structure, semantic and lex- 200

icographical subtasks often demand recognizing 201

compositional meanings within the provided lan- 202

guage samples. All IOL problems are designed 203

to allow inference of the solution from first princi- 204

ples, encouraging a reasoning-oriented approach to 205

language analysis. 206

3.1 Dataset Construction 207

To construct IOLBENCH, we conducted a compre- 208

hensive review of the IOL archive, encompassing 209

all main contests and supplementary sample materi- 210

als from 2003 to 2024. This yielded 25 distinct sets 211

of problems, each containing six core problems 212

with multiple subparts, ultimately resulting in a to- 213

tal of approximately 1,500 problem instances. The 214

digitization process involved transcription from 215

PDFs into machine-readable text, standardized for- 216

matting of example sets, and normalization of non- 217

Latin scripts via transliteration tables. Data con- 218

sistency checks ensured that all problems retained 219

their original logical structure and that associated 220

materials—such as morphological paradigms, or- 221

thographic charts, and glossaries—were preserved. 222

When problems included visual or tabular compo- 223

nents, these were reformatted as structured textual 224

representations, ensuring that the dataset remains 225

fully accessible to text-based computational mod- 226

els. 227

Each problem instance in IOLBENCH is paired 228

with its official solution, which was originally au- 229

thored by expert linguists. These expert solutions 230

are integral to the dataset’s utility: they not only 231

verify the correctness of inferred linguistic patterns, 232

but also outline a sequence of deductive steps and 233

intermediate hypotheses. This alignment of prob- 234

lems and solutions thus supports fine-grained eval- 235

uation of a model’s reasoning process, enabling 236

analyses of whether models can recapitulate the 237

reasoning chains that human solvers employ. 238

We partition IOLBENCH into the text-only prob- 239

lems (1198) which are expressed entirely in text 240

(or text-convertible forms such as simply struc- 241
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Model Type 1 Type 2 Type 3
Acc. LLM Bleu Manual

Claude 3.5s 38.11 59.91 22.86 25.21
Claude 3h 19.84 43.01 17.18 26.17
Claude 3o 36.62 48.73 10.91 28.88
GPT-4 24.48 37.70 10.91 20.25
GPT-4o 26.87 39.25 7.30 27.29
GPT-4om 20.62 31.17 6.20 19.83
GPT-4o1 28.46 46.88 10.41 22.08
Gemini 1.5p 19.76 40.47 7.75 29.79

Table 1: Performances (in %) of different LLMs for
each problem category for text-problems in IOLBENCH.
The best results for each category are bolded.

Model Type 1 Type 2
Claude 3.5s 16.67 30.00
Claude 3o 16.67 10.00
GPT-4 16.67 0.00
GPT-4o 33.33 20.00
GPT-4om 16.67 10.00
Gemini 1.5p 33.33 20.00

Table 2: Performances (in %) of different LLMs for
each problem category for multimodal-problems in IOL-
BENCH. The best results for each category are bolded.

tured tables), and the multimodal split (52 prob-242

lems), which requires consuming or generating vi-243

sual information to solve the problem. For the text244

split, we evaluate all the listed models, whereas for245

the multimodal split we evaluate only the models246

which support visuals inputs/outputs.247

3.2 Models Evaluated248

We employed IOLBENCH to benchmark state-of-249

the-art LLM. The goal was to systematically inves-250

tigate their capacity for abstract linguistic reason-251

ing, as opposed to tasks dependent on rote mem-252

orization or external knowledge retrieval. The253

models evaluated are: OpenAI Models ( GPT-4-254

O1, GPT-4, GPT-4o, GPT-4o-mini(m)), Anthropic255

Models (Claude 3.5 sonnet(s), haiku (h), opus (o))256

and Gemini 1.5p.257

3.3 Evaluation Metrics258

Each problem in IOLBENCH is categorized into one259

of three evaluation types, each with corresponding260

scoring metrics.261

1. Type 1: 666 problems. For tasks requiring262

the production of a single word or a short263

phrase as the solution, correctness is assessed264

via string matching against the gold-standard265

answer, with relaxations for minor spelling266

differences.267

2. Type 2: 501 problems. For tasks involving 268

longer textual outputs such as translations, 269

evaluation employs both a lexical similarity 270

metric (BLEU) and a LLM-based scoring 271

mechanism. The LLM-based judge assigns a 272

three-tiered score: 273

• 0 points: The response is entirely incor- 274

rect compared to the provided solution. 275

• 1 point: The response partially aligns 276

with the reference solution but exhibits 277

notable omissions or errors. 278

• 2 points: The response fully matches the 279

expected solution in both semantic and 280

structural terms. 281

3. Type 3: 31 problems. For more complex tasks 282

requiring explanatory reasoning, we manually 283

grade the solution using an expert human eval- 284

uator and the above tiered system. 285

This multi-faceted scoring framework allows for 286

granular assessment of not only the correctness 287

and completeness of final answers, but also the 288

quality of the reasoning process that leads to those 289

answers, thereby enabling a thorough evaluation of 290

the model’s linguistic inference capabilities. 291

3.4 Results 292

Table 1 summarizes model performance on IOL- 293

BENCH by linguistic domain. Claude 3.5 Sonnet 294

significantly outperforms other models on the text 295

split of IOLBENCH for Categories 1 and 2, while 296

Gemini-1.5 performs the best for Category 3. 297

Table 2 shows that the multimodal problems are 298

significantly more challenging, especially those of 299

Type 2 where several models get zero accuracy. 300

4 Conclusion 301

Our benchmarking of LLMs on IOLBENCH, de- 302

rived from the International Linguistics Olympiad, 303

highlights both their strengths and limitations in 304

linguistic reasoning. While GPT-4 outperformed 305

other models overall, challenges persist in tasks 306

involving morphology and phonology, where ab- 307

stract rule induction and generalization are critical. 308

These findings underscore the need for improved 309

datasets that capture greater linguistic diversity and 310

for advanced prompting strategies to enhance rea- 311

soning capabilities. Future work will focus on ex- 312

panding IOLBENCH and exploring tailored train- 313

ing approaches to address these gaps in linguistic 314

problem-solving. 315
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5 Limitations316

In future work, we plan to look at a larger num-317

ber of models, including small language models318

and open language models. We also plan to ex-319

plore fine-tuning of LLMs to improve their perfor-320

mance on IOLBENCH. This work is meant to be a321

comprehensive novel exploration in benchmarking322

LLMs on problems from the International Linguis-323

tics Olympiad.324
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