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Abstract

In response to everyday queries, humans explic-
itly signal uncertainty and offer alternative an-
swers when they are unsure. Machine learn-
ing models that output calibrated prediction sets
through conformal prediction mimic this human
behaviour; larger sets signal greater uncertainty
while providing alternatives. In this work, we
study the usefulness of conformal prediction sets
as an aid for human decision making by conduct-
ing a pre-registered randomized controlled trial
with conformal prediction sets provided to human
subjects. With statistical significance, we find
that when humans are given conformal prediction
sets their accuracy on tasks improves compared
to fixed-size prediction sets with the same cover-
age guarantee. The results show that quantifying
model uncertainty with conformal prediction is
helpful for human-in-the-loop decision making
and human-AlI teams.

1. Introduction

When answering questions, humans naturally provide infor-
mation on how confident we are in our answers. If unsure,
we signal uncertainty to others (Smith & Clark, 1993), and
offer alternatives (Berlyne, 1962) (Figure 1). On the other
hand, standard methods for discriminative machine learn-
ing often output only a single answer without quantifying
the uncertainty in the prediction (Abdar et al., 2021). The
lack of uncertainty quantification and lack of alternative
predictions greatly limits the usefulness of machine learning
models for real-world decision making.

Prediction sets are a useful tool for augmenting the output
of a discriminative model. Rather than outputting a single
prediction, a model can output a set of predictions, which
may contain zero, one, or multiple possible values. Gen-
erally, prediction sets are constructed to contain the values
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Figure 1: Top: Humans express uncertainty through explicit
signalling, and by offering alternatives. Bottom: Confor-
mal prediction allows machine learning models to do the
same by outputting prediction sets with size calibrated to
model uncertainty. Larger sets signal greater uncertainty
and provide alternative answers.

that are most likely to be correct according to the model
using some heuristic notion of confidence. Perhaps the most
straightforward way to construct prediction sets in the clas-
sification context is by including the top-k values according
to softmax outputs for a fixed k (Grycko, 1993). Top-k
prediction sets are useful for providing alternatives and can
even furnish statistical guarantees (Chzhen et al., 2021);
however, they do not quantify uncertainty.

Conformal prediction (Vovk et al., 2005) is a general-
purpose method for transforming heuristic notions of un-
certainty into rigorous ones through the use of calibrated
prediction sets. Conformal sets usually are designed so that
the set size indicates how confident the model is about a
particular input, with larger sets signalling more uncertainty
(Figure 1). The hallmark of conformal prediction is its risk
control; conformal sets will only fail to contain the ground
truth with a pre-specified error rate. Furthermore, confor-
mal prediction is widely applicable since it can be used with
any pre-trained model, and does not rely on distributional
assumptions, nor on infinite-data limits (Angelopoulos &
Bates, 2021). It has been successfully applied in real-world
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settings for drug discovery (Eklund et al., 2015; Alvarsson
et al., 2021), medical diagnosis (Zhan et al., 2020), time-
series forecasting (Stankeviciute et al., 2021; Xu & Xie,
2021; Zaffran et al., 2022), and language modelling (Kumar
etal., 2023; Ren et al., 2023).

The main drawback of prediction sets, even conformally
calibrated ones, is that decision making in the real world
often requires us to act on a single option, which we are not
guaranteed to obtain through conformal prediction. Given
the qualitative similarity between human expressions of un-
certainty and conformal prediction, it is natural to rely on
humans as the mechanism for converting prediction sets
into decisions. Prediction sets can be provided to a human
who uses the information along with their own judgement to
make a final decision, with the expectation that the combina-
tion outperforms a human alone. Despite its reasonableness,
this expectation has not been scientifically tested.

In this work, we conduct a pre-registered' randomized con-
trolled trial to directly measure human performance using
three classification tasks. We evaluate the benefits of both
alternative suggestions and uncertainty quantification to
human decision makers by providing three levels of assis-
tance: no assistance (control), top-k sets, and conformal
sets. Compared to the control, top-k sets provide a fixed
number of likely alternatives to the human, while conformal
sets also quantify uncertainty. Our main finding is that hu-
mans do leverage the uncertainty quantification provided by
conformal sets. In all three independent tasks we find with
statistical significance (p-values < 0.05) that conformal
prediction sets improve human accuracy compared to top-k
sets, although providing prediction sets does not always
speed up decision making compared to the control.

2. Background and Related Work

2.1. Uncertainty Quantification

In order build more trustworthy machine learning models, it
is paramount to reliably characterize the uncertainty in their
predictions (Smith, 2013; Sullivan, 2015; Soize, 2017). In
the case of classification models, while the softmax scores
of maximum likelihood predictions might seem to be intu-
itive proxies of uncertainty, it has been shown that modern
neural networks do not intrinsically provide calibrated soft-
max scores (Guo et al., 2017; Minderer et al., 2021; Bai
et al., 2021). At best, softmax scores are heuristic notions
of uncertainty. However, there exists a plethora of uncer-
tainty quantification techniques including Bayesian methods
(Mackay, 1992; Neal, 2012; Graves, 2011; Blundell et al.,
2015), Monte Carlo dropout (Gal & Ghahramani, 2016),
and ensembles (Dietterich, 2000; Lakshminarayanan et al.,
2017; Ashukha et al., 2020). Yet, many such methods can

'The pre-registration is viewable at osf.io/fkdhv.

be limited in practice due to their computational overhead,
incorrect distributional assumptions, or predisposition to
specific architectures and training procedures.

2.2. Prediction Sets and Coverage

While many machine learning tasks are formulated as clas-
sification problems with a single ground truth label, the
real world is often much more nuanced. Data points may
contain elements from multiple classes, in which case mul-
tiple labels could apply. Alternatively, some data may be
out-of-distribution in which case predicting any single class
would misrepresent the uncertainty in the label. In such
cases, forcing a predictor to only produce a single out-
put is overly restrictive. Set-valued predictors (Grycko,
1993) are better equipped to deal with the ambiguities of
multi-label predictions. A key desiderata of prediction sets
is to construct them such that they satisfy the coverage
guarantee (Vovk et al., 1999). Formally, we consider an
input + € X C RP with corresponding ground truth
classy € Y = {1,..., M} drawn from a joint distribu-
tion (z,y) ~ P. Suppose we have a set-valued function
C: X — 2M where [M] = {1,..., M}. Prediction sets
produced by C satisfy the coverage guarantee if?

PlyelC(x)]>1—a, )

where a € [0, 1] is the error rate, also referred to as risk.
Under the coverage guarantee, prediction sets contain the
correct label with probability at least 1 — «, which is impor-
tant for their reliability when presented to humans.

Given an arbitrary classifier f: X—[0, 1] with softmax
outputs, the simplest method of creating prediction sets is
to select the top-k outputs of f(x), denoted top;(z, k),

Cr(z) = {y € tops(z, k)}. 2

While the top-£ method can satisfy the coverage guarantee,
it does not allow the user to specify a desired error rate
a priori (Chzhen et al., 2021). Instead, o must be com-
puted as 1 — Ply € Cr(x)] a posteriori. In cases where
this is not directly computable, the expectation can be es-
timated from a calibration set D¢o; = { (24, ¥:) }7,, with

(1,11), -+, (TnyYn) Sy IP, obtaining the empirical risk
1 n
v=1-=S 1y € Cel(as)], 3
a nzij[yem)] 3)

where 1 is the indicator function. & is a random variable
over the randomness of D, with expected value «, making
it an unbiased estimator of .

Throughout the paper, we refer to marginal coverage since the
probability is marginalized over the randomness in (x, y).
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2.3. Conformal Prediction

Conformal prediction (Vovk et al., 2005; Shafer & Vovk,
2008) is a prominent framework to construct prediction
sets for arbitrary classification models® such that, for any
pre-specified o, the resulting sets provably satisfy the cov-
erage guarantee in Equation 1. In particular, it provides
risk control — the ability to choose v — which is achieved
by allowing the size of prediction sets to vary based on a
heuristic notion of uncertainty built into f, such as soft-
max scores. First, we define a conformal score function
s: X'xY—R where larger conformal scores indicate worse
agreement between an input x € X and aclass y € ) ac-
cording to the heuristic uncertainty notion. While improved
alternatives exist (Romano et al., 2020; Angelopoulos et al.,
2021), the canonical form of the conformal score for classi-
fication is s(x,y) = 1— f(x),, where f(x), is the softmax
output for class y. Second, using a calibration dataset D,
of size n drawn from PP, we compute the conformal thresh-
old g as the W quantile of the conformal scores
s; = s(x;,y;) on Dey. Since this quantile is computed
from pairs of input data z; and corresponding labels y;, it
calibrates the conformal score for the model. Finally, g is
used to generate prediction sets that contain all classes y
such that the conformal score is below the threshold (j,4

Cq(z) = {y | s(z,y) < g} @

Conformal prediction sets will obey the coverage guarantee
in Equation 1 for test data D;.s; with the sole assumption
being that the calibration and test data are exchangeable
(Vovk et al., 1999), a weaker assumption than being i.i.d.
Hence, unlike other methods for uncertainty quantification,
conformal prediction does not rely on assumptions about the
underlying model f, its training data, nor on distributional
assumptions about the data (Angelopoulos & Bates, 2021).

Importantly, conformal prediction sets are calibrated to be
larger when the model has greater uncertainty in its pre-
dictions. Compared to the fixed-sized nature of top-k sets,
well-designed conformal sets will have a smaller average set
size for the same coverage (Angelopoulos et al., 2021). This
is a potentially useful feature for improving downstream
human decision making, although one that has not been
scientifically verified in prior work.

2.4. Human-in-the-Loop Conformal Prediction

While conformal prediction provides statistically rigorous
guarantees, its applicability in real-world scenarios is lim-
ited since it requires a post-hoc mechanism to convert predic-
tion sets into single actionable outcomes. A small number of
prior works have explored using conformal prediction with

3While conformal prediction can be applied to a broader class
of discriminative models, we focus our study on classification.
“See Figure 1 where f(x),>1— ¢ is used in lieu of s(x, y)<g.

human decision makers. Straitouri et al. (2023) proposed
restricting experts to only select an option from a conformal
prediction set, and developed a search method to find an «
that maximizes the expert’s accuracy. Babbar et al. (2022)
proposed learning a policy that is attuned to a given expert,
and defers automated model decisions when it expects the
human is likely to be more accurate.

These works are based on the assumption that humans can
effectively make use of prediction sets compared to acting
without assistance. However, such assumptions have not
been supported by scientific evidence. Straitouri et al. (2023)
did not conduct any tests involving humans, instead creating
algorithmic “experts”. Follow-up work by Straitouri & Ro-
driguez (2023) did involve humans, but only compared cases
where humans are or are not forced to choose their answer
from a conformal set. Babbar et al. (2022) recruited humans
to compare the usefulness of top-1 predictions to confor-
mal sets and their proposed deferral scheme. However, in
these tests the sets of images shown to participants were
hand-selected by the experimenters to highlight cases where
the top-1 prediction was incorrect, or where non-deferred
sets were smaller in size. Due to such data manipulations,
the test data would not be exchangeable with the calibration
data, invalidating coverage guarantees. In our work we pro-
vide scientific evidence in support of the notion that humans
can effectively leverage prediction sets and the uncertainty
quantification that conformal prediction provides.

3. Method

Our aim is to determine if providing conformal prediction
sets to humans can benefit their performance on tasks via a
pre-registered experiment with human subjects. We consider
two aspects of performance: accuracy and speed. Prediction
sets that come with coverage guarantees represent additional
information, so it is natural to expect that humans could
leverage that information to improve their decision accuracy.
That additional information may also help them narrow their
focus to a few likely candidates, or increase their cognitive
load (Beach, 1993), so it is plausible that predictions sets
could increase or decrease decision making speed.

Primarily, we aim to disentangle the effects of merely receiv-
ing several alternatives versus the uncertainty quantification
provided by variable conformal set sizes. To this end, we
ask humans to complete a challenging task, and either pro-
vide them with no assistance (control), a top-k set, or a
conformal prediction set generated with the RAPS algo-
rithm (Angelopoulos et al., 2021) (see App. A.2). Both
types of sets are derived from the same pre-trained model
and come with (empirical) coverage guarantees. To isolate
the uncertainty quantification aspects of conformal predic-
tion from the level of coverage, we ensure that both types
of predictions sets achieve the same empirical coverage.
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First, we select a k for top-k, and evaluate the empirical
risk & from Equation 3 using D.,;. Then, we compute a
calibrated conformal threshold ¢ using the same D.,; and
with the choice of risk tolerance a equal to the & achieved
by top-k. In both cases, new data Dy.s; drawn i.i.d. from
the same distribution as D, is shown to humans along with
the appropriate set and coverage guarantee.5

Our experiments are forced-choice tasks, where participants
are shown a stimulus  and must select one label y out of
all possible classes. Each participant is randomly assigned
to one task and one treatment (control, top-k, or conformal),
then is trained on their task, and finally completes m trials.
We collect data on their answers and response times.

The tasks we employ have one-hot labels, so that correctness
is binary. Accuracy is computed as the fraction of the m tri-
als that were answered correctly. For each of N participants
in a treatment, we consider their accuracy over m trials as
one observation; for large N we expect the mean accuracy
follows a Gaussian distribution by the central limit theorem.
Also, since each participant takes only one test, observa-
tions are independent and unpaired. Hence, we can perform
Welch’s t-test (Welch, 1947) to test the null hypothesis that
two treatments have the same mean accuracy.®

For measurement of decision making speed, we capture the
time between presentation of a stimulus and when the partic-
ipant enters their response. For every response, participants
are unconstrained in the amount of time they spend deciding
on their answer, but have a monetary incentive to complete
the test expediently since compensation is primarily a fixed
amount as enforced by the recruitment platform (Prolific,
2024). We treat each participant’s total response time over
m trials as a single observation, and again apply Welch’s
t-test for the null hypothesis that two treatments have the
same mean response time.

Finally, we provide effect sizes computed with Cohen’s d for
equal sample sizes: d = (X1 — X3)/+/(s7 + s3)/2. Here,
X, is the sample mean over observations for treatment 1,
and the sample variance is s? = - Z;V(XZJ - X;)?,

using observations X f from treatment ¢ (Cohen, 2013).

4. Experiments and Evaluation
4.1. Tasks, Datasets, and Models

We designed three independent tasks to represent a vari-
ety of real-world settings where human decision makers

SWe refrain from providing any other possible information,
such as the model’s ordering of likely labels, or softmax scores.

SFor accuracy, we perform one-sided ¢-tests with the prior
expectation that top-k sets are more helpful than the control, and
that conformal sets are more helpful than top-k sets due to their
smaller average size.

might benefit from model assistance. Each task is based
on a dataset from the machine learning literature for which
pre-trained models are available. As discussed in Section
2.3, it is not required that the models were trained on the
datasets we employ. The three tasks do not rely on spe-
cialized knowledge, only fluency in English, so that they
can be completed by the general population. Full details on
dataset construction are given in Appendix A, and our code
is available at this GitHub repository for reproducibility.

Image Classification Image classification, a mainstay ap-
plication of computer vision, is widely performed by hu-
mans in critical settings every day. For instance, radiologists
diagnose diseases by classifying X-ray images, and could
potentially improve the accuracy and speed of diagnosis by
leveraging machine learning (Choy et al., 2018; Agarwal
et al., 2023). As a representative image classification task
we used ObjectNet (Barbu et al., 2019), a dataset of common
objects photographed from intentionally difficult viewpoints.
We selected the 20 most common classes to reduce the num-
ber to a manageable level for humans, balanced the selected
classes using stratified sampling, then split the dataset into
Dea1 and Dyes maintaining class balance. We used CLIP
ViT-L/14 (Radford et al., 2021) as a zero-shot classifier.

Sentiment Analysis Sentiment analysis is crucial in hu-
man interactions. For instance, social media users routinely
classify sentiments in posts, comments, and reviews to un-
derstand context and communicate effectively. As a proto-
typical task, we used GoEmotions (Demszky et al., 2020),
a dataset of Reddit comments in English with annotations
of sentiment categories. We selected the 10 most common
classes based on the validation dataset, and balanced the
classes using stratified sampling for the validation and test
set separately to form D.,; and Dies. For the model we
selected a RoOBERTa-Base (Liu et al., 2019) fine-tuned on
the GoEmotions training set (Lowe, 2024).

Named Entity Recognition (NER) Humans regularly
perform NER in daily life as we encounter unfamiliar proper
names and use context to infer what type of entity that name
represents. In the financial industry, human annotators are
often employed to locate and extract entities from legal
documents, but may rely on model recommendations to
expedite extraction. We used the Few-NERD dataset of
sentences from Wikipedia in English (Ding et al., 2021),
with each word annotated as a named entity class. For our
task, a single entity was selected from every sentence as
the classification target. We selected the 10 most common
classes based on the validation dataset, and balanced the
classes using stratified sampling for the validation and test
set separately to form D, and Diest. For the model we
used a SpanMarker RoBERTa-Large fine-tuned on the Few-
NERD training set (Aarsen, 2023; 2024).

For all three tasks we used & = 3 to compare the usefulness
of top-k sets and conformal sets. A summary of model
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Table 1: Model Performance

Task & Top-1 Top-3 Coverage Avg. Size
ObjectNet  0.065 83.3 95.0 94.1 1.68
GoEmotions 0.085 67.2 944 91.8 2.49
Few-NERD 0.021 91.1 98.3 98.2 1.82

performance as percentages is given in Table 1. We show
the empirical risk & for top-k sets computed on D.,;, which
is then used as « for conformal calibration. We also show for
Diest the top-1 and top-3 accuracy of the models, empirical
conformal set coverage, and average conformal set size.

4.2. Experiment Design

We created our human subject experiments using PsychoPy
(Peirce et al., 2019) and hosted them on Pavlovia (Pavlovia,
2024). Participants were recruited on Prolific (Prolific,
2024), a platform that provides the highest quality data
according to scientific comparisons of behavioural data col-
lection platforms (Eyal et al., 2021; Douglas et al., 2023).

Our experimental design was informed by research on the
collection of high quality data from crowd sourcing plat-
forms. Mitra et al. (2015) show that the most reliable way
to ensure high quality data is by training participants on
the task at hand, while providing financial incentives can
also be beneficial. Hence, in each experiment participants
were asked for consent, given instructions on the task, and
trained with 20 examples after which the testing phase be-
gan. Participants were paid a fixed amount with a financial
incentive proportional to their accuracy. On average, partic-
ipants were paid 7.80 GBP/hr, and in total we spent 1500
GBP on participant compensation, excluding fees.

An example trial screen is shown in Figure 2, while com-
plete descriptions of the tasks are given in Appendix B. On
each trial the participant was shown a stimulus = and all M
class labels, and was forced to classify = as one of the la-
bels. For the top-k and conformal treatments, they were also
shown a prediction set, along with the (empirical) coverage
guarantee. The correct answer was displayed once the par-
ticipant confirmed their decision. There was no time limit
to enter responses, although for ObjectNet the stimulus was
only shown for 0.22s, within the limits of human perception
(Fraisse, 1984), to increase the difficulty of the task. The
set of m stimuli shown to each participant was drawn from
Diest, making each test randomized.

5. Results
5.1. Human Performance Measurement

Our main experiment covered three tasks and three treat-
ments, for which we recruited N = 50 unique people each,
totalling 450 paid participants. The results for mean ac-
curacy across observations are shown in Figure 3, while
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Figure 2: Main trial screen shown to participants for Ob-
jectNet with conformal set treatment. The correct answer is
given only after the participant responds.
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Figure 3: Human performance (accuracy) across three tasks
and three treatments. Data is shown as mean accuracy, while
error bars show unbiased standard errors (N = 50).
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Figure 4: Human performance (speed) across three tasks and
three treatments. Data is shown as mean response time (s),
while error bars show unbiased standard errors (N = 50).

Figure 4 shows the average time taken for participants to
complete all test trials.

For accuracy, we see that top-k sets mostly do improve hu-
man performance compared to the control, while conformal
sets lead to better performance than top-k sets. To confirm
these visual trends, we conducted pre-planned comparisons
between pairs of treatments using t-tests as described in
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Table 2: Accuracy — p-values and Effect Sizes

ObjectNet  GoEmotions Few-NERD
Comparison D d D d P d
Top-k > Control 0.1 03 b5e—5 0.8 0.003 0.6
Conf. > Control 5e—5 0.8 5e—9 1.0 3e—8 1.0
Conf. > Top-k 0.01 05 0.02 04 8—4 07

Table 3: Response Time — p-values and Effect Sizes

ObjectNet GoEmotions Few-NERD
Comparison P d P d P d
Top-k vs. Control 0.6 0.1 0.1 0.3 0.3 02
Conf. vs. Control 0.07 04 0.3 0.2 6e—5 09
Conf. vs. Top-k 0.2 02 05 0.1 4e—5 09

Section 3. In all cases except one we reject the null hypoth-
esis that the mean accuracy is the same between treatments,
using the significance threshold p < 0.05 (Table 2, non-
significant results in red). Notably, for all three independent
tasks we find statistically significant evidence that confor-
mal prediction sets are more useful to humans than top-k
sets, with medium effect sizes (0.4 < d < 0.7) (Cohen,
2013). Because both types of prediction sets have the same
(empirical) coverage, there are only two differences between
the methods to which we can ascribe the improvement: con-
formal sets are smaller on average (Table 1), and conformal
sets quantify uncertainty.

We also pre-planned comparisons between the treatments
on the average response time. However, in viewing Fig-
ure 4 we do not see a consistent trend between all tasks.
Conformal sets have the lowest average response time on
two tasks, while the control treatment led to the fastest com-
pletions on GoEmotions. In most cases we do not reject
the null hypothesis that the treatment has no effect on the
mean response time (Table 3). The additional information
provided as a prediction set must be processed by the user
and incorporated into decision making, which can outweigh
the speed advantages of receiving a curated shortlist.

The remainder of our analysis was not explicitly planned as
part of our pre-registration, so is presented for insight with-
out statistical analysis or claims of significance. Additional
analysis of our data is given in Appendix C.

5.2. Ablations

Based on the results of our pre-registered experiment in Sec-
tion 5.1, we conducted targeted ablations that independently
varied two aspects of the conformal prediction framework,
namely conformal set sizes and model performance. For
GoEmotions we fixed the model, and performed confor-
mal prediction with a less optimized RAPS procedure that
produced larger average set sizes, while for ObjectNet we
swapped out the CLIP ViT-L/14 for a weaker CLIP ViT-
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Figure 6: Histograms of conformal set size on GoEmotions.

B/32. We re-ran three experiments (GoEmotions conformal,
and ObjectNet top-k and conformal) for which we recruited
an additional N = 50 unique people each, or 150 in total.

Conformal Set Size We explored the effect of conformal
set size on human accuracy with GoEmotions by compar-
ing two settings: the “default” setting used in our main
experiment with an average conformal set size of 2.49 class
labels, and the “large” setting with an average size of 2.77.
With larger conformal sets, humans achieved lower accu-
racy, 56.9£1.3% compared to 59.1 £ 1.2% with the default
setting (cf. 55.4 & 1.3% for top-3 sets). This is consistent
with the intuitive notion that smaller average set sizes should
be more helpful for the same coverage guarantee.

Examining the set size distribution between the two set-
tings helps reveal the source of performance differences.
As shown in Figure 5, human performance decreases on
examples where prediction sets were larger, but importantly
human performance conditioned on set size was compara-
ble between the settings. By comparison, Figure 6 shows
that the large setting generated fewer singleton sets where
human accuracy is highest, resulting in the observed overall
decrease in human accuracy. Optimizing for set sizes where
human performance is highest is one way to improve the
usefulness of conformal sets for humans.

Model Accuracy By swapping the ViT-L/14 model used
in Section 5.1 for a weaker ViT-B/32, we can study the effect
of model performance on the usefulness of both top-k and
conformal prediction sets. Figure 7a shows conformal sets
greatly enhanced human performance when using a superior
underlying model, whereas for top-k the improved model
did not translate to as much human improvement. This is
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Figure 7: Comparison of ObjectNet results between two models. The ViT-L/14 model achieved 83.3% top-1 accuracy,
which was significantly better than ViT-B/32 at 61.1% on ObjectNet test data Dyt .

despite the empirical coverage (Figure 7b) increasing by a
similar amount between the treatments (by design of our cal-
ibration). Furthermore, the rate at which humans chose an
answer from the prediction set, which we call the adoption
rate (Figure 7c), was consistently close to the empirical cov-
erage (coverage was communicated to participants during
the test). The outsized increase in accuracy for conformal
when the better model was used is a function of the higher
quality of sets that it produces; although coverage and adop-
tion rates are the same, humans must still choose the correct
answer out of the set when they adopt from it, which is much
easier to do for singleton sets. The stronger model produces
a distribution of conformal set sizes more skewed towards
singleton sets (Figure 7d), whereas top-k sets always use
k = 3 even with a more confident and correct model.

5.3. Insights

Role of Uncertainty Within each task, some stimuli are
more challenging than others which necessitates quantifying
model uncertainty, in our case with the size of the confor-
mal set. Since only the conformal treatment distinguishes
examples by their difficulty, we can investigate the role
of uncertainty quantification by comparing human perfor-
mance across treatments conditional on conformal set size.
In Figure 8 we show this for accuracy using Few-NERD for
illustration, although the trends are consistent with the other
two tasks (see Appendix C), and in Figure 9 we show the
same for response times. Overall, we observe that confor-
mal sets improve human decision making most compared to
other treatments when the model expresses certainty through
singleton conformal sets.

Based on the trends for the control treatment we see that
humans and the model are aligned in which examples they
find difficult, with larger set sizes correlating with worse
human performance. This suggests that conformal predic-
tion could be leveraged to identify samples that would be
challenging for humans, allowing them to optimize their
efforts by allocating more attention to these examples. In
doing so, practitioners should be aware that the marginal
coverage guarantee may not extend to sub-populations, such
as those examples assigned large prediction sets.

Treatment
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U
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Figure 8: Human accuracy by difficulty of examples (con-
formal set size) on Few-NERD.
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Figure 9: Human response time by difficulty of examples
(conformal set size) on Few-NERD.

Ensembling Effects In Figure 3 we concluded that the
combination of human and model (conformal treatment)
outperforms humans alone (control) in terms of accuracy.
Another relevant question is whether human-model teams
outperform the model alone. From Table 1 we see that all
treatments outperformed the top-1 accuracy of the model
on ObjectNet, but the reverse is true on GoEmotions and
Few-NERD. In Figure 10 we examine this comparison in
more detail using per-class accuracies for ObjectNet. We
see high variance in the model’s per-class accuracy, possibly
due to the zero-shot nature of predictions we implemented,
whereas humans were more consistent (standard deviation
13.4 vs. 7.8). Notably, low model accuracy (Bandage, Bat-
tery, Blanket, Bucket, Cellphone) tended to drag down the
human-model team compared to humans alone. This is a
point of caution for implementing human-in-the-loop sys-
tems, as poor model performance or biases against certain
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Figure 10: Per-class accuracy on ObjectNet of Human-only (control), Model-only (top-1 accuracy), and Human-Model

teams (conformal).

groups may not be completely overcome by humans. How-
ever, when the model outperformed the humans, the human-
model team also tends to benefit, sometimes surpassing both
individual partners (Backpack, Book, Bottle, Opener, Can-
dle, Sandal). Hence there is a type of ensembling effect
(Dietterich, 2000) where one partner’s weaknesses can be
corrected by the other.

Adoption Rate Participants in the top-k and conformal
treatment groups were informed that the prediction sets they
were shown contained the true answer with probability 1—&,
but were not constrained in how they chose their answers.
As shown in Table 4, participants given conformal sets chose
their answer from the set at an adoption rate very similar
to the set’s stated coverage guarantee, whereas reliance on
top-k sets was higher than expected. This may suggest that
the distributional information of variable-sized conformal
sets better communicates when sets can be trusted.

Table 4: Adoption Rate (%) by Treatment Group

Task 1 — & |Top-k Conformal
ObjectNet 94 97 95
GoEmotions 92 94 92
Few-NERD 98 99 99

6. Conclusion and Outlook

It is easy to assume without further reflection that uncer-
tainty quantification through conformal prediction will make
model predictions more useful to humans. However, in sci-
ence we must not blindly follow such assumptions without
evidence to support them. In this work, we conducted a
scientific study to verify the intuitive notion that provid-
ing prediction sets from models can improve human deci-
sion making. By recruiting 600 paid participants across all
tests, and collecting a total of 42,500 individual responses,
we found statistically significant evidence that conformal
prediction sets can improve human accuracy on classifica-
tion tasks, both compared to no assistance, and to top-k
sets. Since we controlled for the level of empirical cover-
age provided by conformal and top-k sets, we ascribe the
improvements in accuracy to two factors: conformal sets

have smaller average set sizes, and they quantify model
uncertainty via their distribution of set sizes. In contrast to
accuracy, we did not find consistent evidence that conformal
sets increase decision making speed. A possible explanation
is that parsing prediction sets can increase the amount of
cognitive processing required to make an informed decision.

Our work informs the design of human-in-the-loop deci-
sion pipelines (Wu et al., 2022), which we point out are a
natural solution to the problem that set-valued predictions
may not be actionable. Including a human into decision
pipelines can mitigate some of the concerns around the
trustworthiness of machine learning models. For example,
more advanced machine learning methods are often less
explainable (Linardatos et al., 2021), whereas humans could
articulate their thought process even when aided by predic-
tion sets. Neural networks are infamously susceptible to
adversarial examples (Biggio et al., 2013; Szegedy et al.,
2013; Goodfellow et al., 2014), which, by definition, do
not fool humans, making a human-in-the-loop perhaps the
most robust defense to adversarial attacks. Still, there are
limitations to human-in-the-loop systems. On two out of
three tasks, top-1 model accuracy was higher than what hu-
mans achieved (even with model assistance). We also found
that when a model performs particularly poorly on groups
within the data, prediction sets can drag down human per-
formance on those groups. This could manifest as a transfer
of biases from models to humans, and reinforces that the
fairness of models still needs to be considered even with a
human-in-the-loop (Mehrabi et al., 2021).

Finally, while we only covered classification tasks in this
study, it would be interesting to examine the compatibility
of humans with conformal prediction for regression and
time series problems. We also only considered tasks that
could be completed by the general population. Our society
still relies on experts, such as medical doctors, for many
critical decisions and is not prepared to accept the risks
of automating them. However, there are potentially great
benefits to augmenting the skills of experts by providing
information from a model in the form of conformal predic-
tion sets, leaving ultimate control in the hands of the experts
(Tizhoosh & Pantanowitz, 2018; Kompa et al., 2021).



Conformal Prediction Sets Improve Human Decision Making

Impact Statement
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A. Implementation Details
A.1. Dataset Pre-processing

High level statistics about the calibration and test datasets are given in Table 5. Below, we give complete details on the
pre-processing applied to each dataset. All pre-processing including calibration and generation of conformal sets was carried
out with an Intel Xeon Silver 4114 CPU and TITAN V GPU and takes under 3 hours. We provide the code to generate all
datasets at github.com/layer6ai-labs/hitl-conformal-prediction.

Table 5: Dataset Statistics

Dataset |Deaill  |Drest| Total Classes Used Classes (M)

ObjectNet 2000 2620 313 20
GoEmotions 1180 1030 28 10
Few-NERD 5000 2000 66 20

ObjectNet Since ObjectNet is comprised of only a test set (50,000 images), we split it to obtain images for calibration.
First, we selected the M = 20 most common classes from all 313 to ensure humans could easily parse all the listed classes.
The resulting classes were: [ ‘Backpack’, ‘Banana’, ‘Bandage’, ‘Battery’, ‘Belt’, ‘Blanket’, ‘Book’, ‘Bottle’, ‘Bottle Cap’,
‘Bottle Opener’, ‘Broom’, ‘Bucket’, ‘Candle’, ‘Cellphone’, ‘Cellphone Charger’, ‘Envelope’, ‘Figurine’, ‘Sandal’, ‘Knife’,
‘Trash Bin’]. We then separated the selected samples into calibration and test datasets, reserving 2000 samples for calibration
with the remaining samples used for testing. During splitting, we additionally performed stratified sampling on both the
calibration and test sets separately to ensure that classes were balanced. As both calibration and test sets were treated
the same way, they can be considered i.i.d. for conformal prediction. Finally, each image was resized via bicubic and
center-cropping transformations to 224 x 224 pixels following the image processing pipeline of CLIP (Radford et al., 2021)
so that both the model and humans were presented with consistent images. ObjectNet is released under a license that permits
free use for research purposes.

GoEmotions We used the original validation dataset for conformal calibration and the original test set as our test set. For
pre-processing, we kept only the sentences with a single label and removed any sentences containing emojis, as emojis were
incompatible with PsychoPy. Then, to make the task more manageable for human evaluators, we picked the M = 10 most
common sentiment classes based on the calibration set [ ‘Admiration’, ‘Gratitude’, ‘Approval’, ‘Disapproval’, ‘Amusement’,
‘Annoyance’, ‘Curiosity’, ‘Love’, ‘Optimism’, ‘Neutral’] out of the 28 overall classes. Finally we performed stratified
sampling on both calibration and test sets so that the selected classes were balanced. As both calibration and test sets
were treated the same way, they can be considered i.i.d. for conformal prediction. The resulting datasets contained 1180
calibration samples and 1030 test samples. GoEmotions is released under a license that permits free use for research
purposes.

Few-NERD We used the validation and test sets that are defined in the supervised variant of Few-NERD as
our calibration and test sets, respectively. We first filtered out text examples that contained non-ASCII char-
acters because of limitations when displaying through PsychoPy. We also filtered out examples where the
longest named entity spans more than 8 words, where the entire example is longer than 60 words, and where
the named entity is presented without any context. Then we selected the M = 20 most common classes
which were [ ‘person-actor’, ‘person-artist/author’, ‘person-athlete’, ‘other-award’, ‘location-bodiesofwater’, ‘other-
biologything’, ‘organization-company’, ‘event-attack/battle/war/militaryconflict’, ‘organization-education’, ‘location-
GPE’, ‘organization-government/governmentagency’, ‘organization-media/newspaper’, ‘art-music’, ‘organization-
politicalparty’, ‘person-politician’, ‘event-sportsevent’, ‘organization-sportsleague’, ‘organization-sportsteam’, ‘location-
road/railway/highway/transit’, ‘art-writtenart’]. For presentation to humans we relabeled these classes as [ ‘Actor/Actress’,
‘Artist/Author’, ‘Athlete’, ‘Award’, ‘Body of Water’, ‘Biology’, ‘Company’, ‘Military Conflict’, ‘Education’, ‘Geopolitics’,
‘Government’, ‘Media Organization’, ‘Music’, ‘Political Party’, ‘Politician/Leader’, ‘Sports Event’, ‘Sports League’, ‘Sports
Team’, ‘Transportation Route’, ‘Written Art’]. We performed stratified sampling separately on the validation and test
datasets to balance their classes such that a single named entity was selected and highlighted for examples that contained
multiple. Hence this became a balanced multi-class classification task. Finally, we reduced the size of the test set because
only 2,500 individual trials were planned for each treatment (N = 50 participants, m = 50 trials each). Throughout the
process the calibration and test sets were treated the same way, so we can consider them i.i.d. for conformal prediction.
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The final datasets comprised 5000 calibration samples and 2000 test samples. Few-NERD is released under a license that
permits free use for research purposes.

In our pre-registration, we stated that one of the three datasets used would be Broad Twitter Corpus (Derczynski et al.,
2016), an NER task gathered from Twitter data. However, upon preparing this dataset for experiments, we determined it to
be unsuitable because it contained many non-English example sentences, despite claims in (Derczynski et al., 2016) that it
used English language tweets. We replaced Broad Twitter Corpus with another NER dataset, Few-NERD, which contained
only English sentences from Wikipedia.

A.2. Conformal Prediction Method and Hyperparameters

To generate conformal prediction sets we used the well-known RAPS procedure (Angelopoulos et al., 2021), which
provably produces sets of lower average size than the top-k method for an equivalent coverage level. RAPS has three
hyperparameters: a temperature 7" used for scaling the model’s logits before applying the softmax; a set size regularizer
kreg; and a regularization weight .

Defining p, (y) = 23,4:1 f(@)yL[f(x), > f(z),] as the total probability mass of the set of labels more likely than y for
input z, and 0, (y) = {y' € Y | f(z), > f(x),}| as the ranking of y among labels based on softmax scores f(z), the
RAPS procedure constructs prediction sets as

Ca(a) ={y | pa(y) + u- f(@)y + Mow(y) = hreg) " < q}- )

where u ~ U[0, 1] is a uniform random variable. In essence, RAPS defines the score function s(z,y) as a sum of three
terms involving the probability mass of more likely classes, the probability of the input class (randomly weighted), and a
regularizer that promotes small set sizes by imposing an extra penalty to add classes when k.., have already been included.

We summarize the hyperparameters of our experiments in Table 6. Also shown is the empirical risk & achieved by the top-%
sets, which was then used as « for conformal calibration.

Table 6: Hyperparameter Settings and Empirical Coverage

Dataset kA T Kreg &
ObjectNet 3 05 0002 5 |0.065
ObjectNet Ablation 3 0.3 0.005 4 | 0.195
GoEmotions 3 05 0.3 4 0.085
GoEmotions Ablation 3 0.5 1.3 4 0.085
Few-NERD 3 05 0.3 5 10.021

B. Human Subject Experiments

In this section we provide additional details on our human subject experiments to complement the descriptions in Sections 3
and 4. We have released our aggregated experimental data in this GitHub repository.

Ethical Considerations When running any experiment involving human subjects, ethical considerations are of utmost
importance. We considered research ethics throughout the experimental process, and followed the ethics guidelines for
experiments involving humans published by the NeurIPS 2023 conference organizers, which accords with the standards of
ICML 2024. In particular, we followed all existing protocols at our institution for such research. Although our institution
does not have an internal review board (IRB) process, in its place we took the following steps: understanding the existing
process in place at our institution, ensuring that our datasets only contained content appropriate for showing participants,
piloting the tests ourselves, informing participants about what data would be collected and what data they would be
shown, collecting consent from participants, paying participants a fair wage, and evaluating the demographic distribution of
participants in our experiments to be aware of potential biases.

Participant Recruitment and Compensation We recruited participants through Prolific, which produces the highest
quality data according to scientific comparisons of behavioural data collection platforms (Eyal et al., 2021; Douglas et al.,

2023). We did not filter the population accepted into our study, other than that we required fluency in English, the language
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we used for task instructions. When participants voluntarily agreed to join our study, they were randomly assigned to one of
three tasks, and one of three treatments. No participant was involved in more than one test. In total, we recruited and paid
600 participants. Compensation followed the guidelines enforced by Prolific. Participants were promised a flat amount of
pay based on the median completion time of the test, and were also offered bonus pay proportional to the number of correct
answers they gave as a financial incentive to perform well on the tasks. Overall, the average rate of pay was 7.80 GBP/hr,
and 1500 GBP was spent on participant compensation in total, exclusive of fees.

All 600 participants consented to the collection and dissemination-in-aggregate of their demographic data. As seen in Table
7, our study population was approximately balanced in terms of gender (58% Male, 42% Female), and covered a wide range
of ages. Since all the tasks we designed relied only on general human knowledge (and fluency in English), we do not expect
any effect of age or gender on task performance (here measured by accuracy). To verify this null hypothesis, we compare
the normalized accuracy for each group in Table 7. Because each task and treatment may have a different inherent difficulty,
we normalize the accuracy within each task/treatment cohort before aggregating over demographic groups. We show the
mean and standard deviation, where a value of 1 indicates the population performed 1 standard deviation above the mean of
their cohort. Unsurprisingly, the results are consistent with there being no effect of gender or age on task performance.

Table 7: Demographics and Performance of Participants

Group # Participants Normalized Accuracy

<20 33 1021 £ 1.04
20-29 407 10.06 4 0.93

Ave eroun 3039 95 —0.10 4+ 1.06
BEBIOUP 40 49 37 —0.30+1.16
50-59 20 ~0.35+1.15

> 60 8 ~0.29 +1.39

Male 345 10.05 % 0.99

Sex Female 253 —0.07+£0.99
Other 2 —0.50 + 1.44

Experiment Details Participants were required to use a desktop or laptop computer to complete our experiment (not a
mobile device or tablet). To begin, participants were shown a statement on the data we were collecting, including information
on how we planned to store, disseminate, and release that data publicly for scientific purposes. Participants had the option to
consent to this treatment, or remove themselves from the study (see Figure 11). We did not collect Personal Identifiable
Information (PII) such as name, address, birth date, governmental identification numbers, or banking information. There
were no potential risks of participating that we needed to disclose to participants. Then, instructions were shown introducing
the task, and we provided labelled examples of each class. Next, participants went through 20 practice trials of the same
format as the actual test so they could further learn about the dataset and classes. Example and practice stimuli were taken
from Dyt, Were the same for all participants, and were never reselected as a test trial. Finally, the test trials were conducted
using randomized samples from D;g; for both GoEmotions and Few-NERD m = 50 trials were used, while for ObjectNet
we assigned m = 100 trials because they could be completed more quickly. Our experimental data is based only on the
test trials. Figure 13 shows the screens that were displayed to participants in the Few-NERD experiment; the other two
experiments followed the same template, and examples of their main trial screens are given in Figure 2 and Figure 12.

Each trial showed the participant a stimulus x and all possible classes )/, forcing the participant to choose one class with
unlimited time to make their choice. For ObjectNet, the stimuli were only shown for 0.22 s to increase the difficulty of the
task. Participants were given the correct answer after they responded, both during the practice and testing phase. Training of
this kind has been shown to have a large positive effect on the quality of data collected (Mitra et al., 2015). It is possible that
the participant may learn about the task while taking the test and change the way they answer to maximize accuracy. We
see this as a desirable effect; ultimately we want participants to perform as well as possible. Additional justifications for
providing correct answers during the testing phase are given in (Stein et al., 2023).

Due to inherent differences in the datasets, there were small adjustments made to each task. In all cases D,) and Dyogy Were
exactly class balanced through stratification. For GoEmotions, M = 10 classes were used, while M = 20 was chosen for
the other tests. Because we implement a forced choice test, increasing M increases the difficulty of the task, as additional
possible answers can confound the true label. In preliminary testing we found GoEmotions to be the hardest task already at

14



Conformal Prediction Sets Improve Human Decision Making

In this study we will collect your answers to questions, and your
anonymized demographic data which you provided to Prolific, in
accordance with GDPR requirements. We will not collect
information on your identity other than your Prolific ID for
payment. Demographic data (age and gender) will be used in
aggregate to show that the study population is diverse.

Data will be stored for up to 3 years for scientific reproducibility
purposes. Aggregated data may be released online to the
research community, but will not be linked to your Prolific ID. You
may revoke your consent through Prolific.

If you understand the above information and give your consent,
press SPACEBAR to continue. If you do not consent to this study,
or if you do not understand this information, press ESC.

Figure 11: Consent screen shown to participants at the start of the experiment.

For the text below, select the most appropriate emotion.

You're right, it's relatable. Hope everything's OK for you

Al Suggestions: There is a 92% probability the answer is one of:
1. Admiration 3. Approval 9. Optimism

1. Admiration 2. Gratitude 3. Approval 4. Disapproval 5. Amusement
6. Annoyance 7. Curiosity 8. Love 9. Optimism 0. Neutral

The best answer is 9. Optimism. Press SPACEBAR to continue.

Figure 12: Main trial screen shown to participants for GoEmotions with conformal set treatment. The correct answer is
given only after the participant responds.

M = 10, and this is borne out in Figure 3. For the tests with M/ = 20, randomly sampling stimuli from D;eg; can result in a
very skewed distribution of classes which subsequently adds variance to the difficulty of the test seen by any individual (for
example, Figure 10 shows that there is variation in the accuracy of responses by class for ObjectNet). Hence, for these tests
we performed stratified sampling from D for the stimuli shown to each participant. Our GoEmotions experiment was
conducted in a manner that could be completed very quickly if the participant did not attempt to provide accurate responses.
To prevent delinquency, we incorporated two attention checks in accordance with the design principles laid out by Prolific.
Participants were rejected from the study and replaced if they failed both attention checks, as planned in our pre-registration.
In total, one participant failed both attention checks.
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Thank you for participating in this study.

Humans are increasingly relying on suggestions from artificial
intelligence (Al) when completing tasks.

In this study, we would like to determine if human decision
making is improved by suggestions from Al.

Throughout this experiment you will be shown sentences, and
will be asked to categorize important content. You will also be
given Al suggestions.

“You will use your keyboard and mouse to respond. Options will
be labeled 1-20, and you will enter the corresponding label.

Press SPACEBAR to continue.

On every trial you will see a sentence with some words surrounded by
braces like this: {{ EXAMPLE }}. These highlighted words will always
refer to a named entity - a real-world object that has a proper name.

Your task is to choose one of the options available that best suits the
type of named entity highlighted in the text. In every case, you should
use your judgement to choose the best answer from the available
options.

The sentences will be on a wide range of topics, but do not contain
intentionally offensive content.

Press SPACEBAR to see examples. Press ESC if you do not consent to
being shown a variety of content.

Below is one example text for the first ten types of named entity. The words
surrounded by braces like this {{ EXAMPLE }} represent a named entity of the
corresponding type.

1. ActorlActress

Kaplan married " Clusless "actor {{ Breckin Mej had small oles in
both of the films she directed) on October 14

6. Biology
In this sample, they discovered the presence of {{ H. pylori ).

7. Company
2. Artist/Author He worked

After the performance, {{ Willams J} received a standing ovation. ia

s 8. Military Conflict
r Sir {{ Alex Fergus

computer science student at {{ Purdue University }}, Daniel La
ral hobbyist computer games for the university's PDP-11 R
mainframe: computer, and one grew into” Telengard

river'acknowledged the PT Cruiser on its Ten Best list and
‘won the { North American Car of the Year )}

10. Geopol
orguson &

Ensure that you understand the meaning of each type of named entity.
Press SPACEBAR to see the remaining ten examples.

Below is one example text for the first remaining types of named entity. The
words surrounded by braces like this {{ EXAMPLE }} represent a named entity
of the corresponding type.
16.Sports Event
f succession of the 18
17, Sports League
Washinglon owner George Preston Mar
d Baugh, the former iness proventod him fom
A

heduling for placing the
jate December.

s the lfe of Dominique, who ran Haitfs first
{ Radio Hait-Inter }} during multiple repressive

18. Sports Team

n 1988 with her then husband, the pianist Phillp Thomas, she gave-aseries | 1 SPCRaTCERE L b 1 came of agerinthe 1950s

of performances of Poulenc's " {{ La voix humaine J)

19. Transportation Route
s mujahideen groups The station was opened by the District Railway(DR, now the Districtfine) on 9
Hezbi Islami ) refused ‘September 1874 asNorth End(Fulham)when it opened ts extension from
Ears Court to {{ Hammersmith J}.
15, Politician/Leader
{{ Clinton }} said the scandal had made Gore's campaign too cautious, and 20. Written Art
ed to campaign for Gore in Arkansas and New Cherryh self-published a revised edifion of *{{ Chernevog J}'in e-book format
Id have delivered Gore's needed electoral vote: in March 2012 at Closed Circle Publications.
f the Florida recount controversy.

Ensure that you understand the meaning of each type of named entity.
Press SPACEBAR to see the remaining ten examples.

To assist your decision, an Al model has been trained to identify
entity types.

The model will provide a shortlist of suggestions that it thinks are
most likely to be the correct answer. It has been tested, and 98%
of the time, one of the answers on the shortlist is correct.

In each case, you should use your judgement and select the best
answer out of all 20 options, even if you disagree with the Al
suggestions.

The 20 options available to you will come in a fixed order, and
the shortlist will be presented in the same order. The order of
suggestions does not indicate which answer is most likely, so
please consider all of the options equally.

Press SPACEBAR to continue.

Every trial will look like this:

For the text below, select the most appropriate type of named entity
for the words enclosed in double braces like this {{ EXAMPLE }).

The documentary follows the life of Dominique, who
ran Haiti's first independent radio station, {{ Radio.
Haiti-Inter }3, during multiple repressive regimes.

Al suggestions: There is a 98% probability the answer is one of
7. Company 12. Media Organization
1. Actor/Actress 6. Biology 11. Government 16. Sports Event
2. ArtistAuthor 7. Company 12. Media Organization 17. Sports League
3. Athlete 8. Military Conflict 13. Music 18. Sports Team
4. Award 9. Education 14. Political Party 19, Transportation Route
5. Body of Water 10. Geopolitics 15. Politician/Leader 20. Written Art

[ ] Enter a value between 1and 20

You have unlimited time on each trial to respond so take your time.
The best answer will be shown after you enter your answer.

We will start with 20 practice trials, followed by 50 test trials.

Press SPACEBAR when you are ready to begin.

For the text below, select the most appropriate type of named entity for
the words enclosed in double braces like this {{ EXAMPLE }}.

The {{ 2010 Indian Premier League }} season, abbreviated as IPL
3 or the 2010 IPL, was the third season of the Indian Premier
League, established by the Board of Control for Cricket in India
(BCCl) in 2007.

Al Suggestions: There is a 98% probability the answer is one of:
16. Sports Event 17. Sports League

1. Actor/Actress 6. Biology 11. Government 16. Sports Event

2. Artist/Author 7. Company 12. Media Organization 17. Sports League

3. Athlete 8. Military Conflict 13. Music 18. Sports Team

4. Award 9. Education 14. Political Party 19. Transportation Route
5. Body of Water 10. Geopolitics 15. Politician/Leader 20. Written Art

Enter a value between 1 and 20

The best answer is 17. Sports League. Press SPACEBAR to continue.

The 20 practice trials are now complete.
There will be 50 more trials.

Each of the 20 types will appear as the correct answer with the
same frequency, so please consider them equally in your decisions.

A bonus payment will be made proportional to how many correct
answers you provide, bringing the maximum pay to £2.50 (including
the base pay).

Press SPACEBAR when you are ready to begin the study.

Figure 13: Screens displayed to participants during our experiment using conformal sets on Few-NERD. Other experiments
followed the same template. The bottom left shows the format of the practice and test trials, with the correct answer text
shown only after a participant entered their response. The slide in the first column, third row was not shown to the control
group, and they were not provided any prediction set information in the practice and test trials.
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Figure 14: Histograms of accuracy observations across three treatments for each task. Vertical lines indicate the mean of
each distribution, p indicates the p-value given by Welch’s ¢-test, and d is the effect size given by Cohen’s d.

C. Additional Analysis

In this Appendix, we provide additional analysis on the data we collected, in support of Section 5.

Figure 3 summarized our main experimental results regarding human accuracy on our tasks. In Figure 14 we show the
histograms of N = 50 accuracy observations for each task, making pairwise comparisons between treatments. According to
the significance tests compiled in Table 2, the conformal treatment shows statistically significant improvement in accuracy
compared to the other treatments on each of the tasks.

Our results on response times were displayed in Figure 4. Once again we show the histograms of N = 50 average response
time observations for each task in Figure 15. Unlike for accuracy, we do not see strong trends for prediction sets increasing
or decreasing decision speed across all cases, and in most cases we do not see significant differences between the means of
the distributions (Table 3).

In our pre-registration we stated that data analysis would be conducted using the one-way ANOVA method. In the ensuing
time since pre-registration, and based on the discussion in Section 3 we found that applying Welch’s ¢-test was a suitable,
and simpler statistical approach, and therefore used it for our final analysis instead.
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Figure 15: Histograms of response time observations across three treatments for each task. Vertical lines indicate the mean
of each distribution, p indicates the p-value given by Welch’s ¢-test, and d is the effect size given by Cohen’s d.
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Figure 16: Human accuracy by difficulty of examples (conformal set size).

To complement Figure 8 in the main text for Few-NERD, in Figure 16 we present the human accuracies conditioned on
conformal set size for both ObjectNet and GoEmotions. Similar to the observations made for Few-NERD, the provision of
prediction sets tended to enhance human accuracy across uncertainty levels, but demonstrated the largest impact on accuracy
for singleton sets.

Similarly, Figure 17 completes what was shown in Figure 9 for the remaining datasets. The response time trend observed for
GoEmotions and ObjectNet aligns with our findings for Few-NERD: longer response times are consistently observed across
all treatment groups when dealing with more uncertain samples, as judged by the models, while singleton conformal sets
improve prediction efficiency the most.
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Figure 17: Human response time by difficulty of examples (conformal set size).
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Figure 18: Human accuracy and response time on samples with low uncertainty according to the models (i.e. singleton
conformal sets).

The positive effect of singleton conformal sets is further emphasized in Figure 18.
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