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Abstract

Increasing test-time compute for Large Lan-001
guage Models (LLMs) has demonstrated002
promising gains across various domains. While003
this approach has been extensively studied in004
the math domain, its potential in code gener-005
ation remains underexplored. In this paper,006
we propose S∗, the first hybrid test-time scal-007
ing framework that substantially improves the008
coverage and selection accuracy of generated009
code. S∗ extends the existing parallel scaling010
paradigm with sequential scaling to push perfor-011
mance boundaries. It further leverages a novel012
selection mechanism that adaptively generates013
distinguishing inputs for pairwise comparison,014
combined with execution-grounded informa-015
tion to robustly identify correct solutions.016

Evaluation across 12 Large Language Mod-017
els and Large Reasoning Models of vary-018
ing sizes demonstrates the generality and019
superior performance of S∗: (1) it consis-020
tently improves performance across model021
families and sizes, enabling a 3B model022
to outperform GPT-4o-mini; (2) it enables023
non-reasoning models to surpass reasoning024
models—GPT-4o-mini with S∗ outperforms025
o1-preview by 3.7% on LiveCodeBench;026
(3) it further boosts state-of-the-art reason-027
ing models—DeepSeek-R1-Distill-Qwen-32B028
with S∗ achieves 85.7% on LiveCodeBench,029
approaching o1 (high) at 88.5%. Anony-030
mous code is available at https://anonymous.031
4open.science/r/TestTimeCodeGen-1BB1.032

1 Introduction033

Increasing test-time compute has emerged as a034

powerful approach for improving the performance035

of large language models (LLMs) across diverse036

tasks (OpenAI, 2024; Guo et al., 2025; Qwen, 2024;037

Muennighoff et al., 2025; Team, 2025; Brown et al.,038

2024; Snell et al., 2024). In particular, test-time039

scaling has been extensively explored in mathemat-040

ical reasoning, where parallel sampling increases041
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Figure 1: Performance improvement with S∗ in Live-
CodeBench (v2) (Jain et al., 2024). "Qwen-Coder"
denotes "Qwen2.5-Coder-Instruct," (Hui et al., 2024)
and "R1-Distill" denotes "DeepSeek-R1-Distill-Qwen."
(Guo et al., 2025). S∗ consistently improves models
across different sizes, allowing non-reasoning models to
surpass reasoning models and open models to be com-
petitive with o1 (high reasoning effort).

solution coverage, sequential refinement improves 042

individual samples through rethinking and revising, 043

and reward models guide the search process more 044

effectively (Ehrlich et al., 2025; Snell et al., 2024; 045

Li et al., 2024b). These methods collectively push 046

the performance boundaries of LLMs by leveraging 047

additional compute during inference. 048

Despite these advancements in the math do- 049

main, the potential of test-time scaling for code 050

generation—a domain with both fundamental im- 051

portance and widespread practical applications— 052

remains under-explored. Code generation intro- 053

duces unique challenges compared to math rea- 054

soning. Correctness in math can often be veri- 055

fied through rule-based string matching with refer- 056

ence answers (Guo et al., 2025; Zeng et al., 2025), 057

whereas validating code requires executing a large 058

set of test cases to accurately check functional cor- 059

rectness (Liu et al., 2023). This dependence on 060

execution increases the complexity of test-time 061

scaling and complicates the design of reward mod- 062

els (Zeng et al., 2025). However, code generation 063
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Figure 2: Overview of S∗. Stage 1: Generation—S∗ enhances parallel samples through iterative debugging. Each
sample is tested using public test cases executed via an interpreter, with outputs and/or error messages used to guide
the next round of sample generation. Stage 2: Selection—S∗ selects the best sample by prompting an LLM to
generate inputs that differentiate between paired samples, then leveraging actual execution results to inform the
LLM to determine the optimal choice.

also offers a distinct advantage: The availability of064

programmatic interpreters enables the execution of065

programs to obtain precise outputs and error mes-066

sages, providing a reliable grounding mechanism067

for improving generation and selection (Chen et al.,068

2023; Li et al., 2022).069

In this paper, we propose S∗, the first hybrid070

test-time scaling framework for code generation,071

which substantially improves both coverage 1 and072

selection accuracy. S∗ pushes the limits of existing073

parallel scaling strategies by integrating sequential074

scaling through iterative debugging, while introduc-075

ing a novel adaptive selection mechanism grounded076

in execution. The framework operates in two key077

stages, as shown in Fig. 2.078

First, in the generation stage, S∗ augments079

parallel sampling (Brown et al., 2024; Li et al.,080

2022) with sequential scaling via iterative debug-081

ging. Each generated sample is executed on public082

test cases to obtain outputs and/or error messages,083

which are fed back into the model to iteratively084

refine the code. Second, in the selection stage, ex-085

isting methods often rely on generating test inputs086

indiscriminately, which can fail to effectively dif-087

ferentiate between candidate solutions (Chen et al.,088

2022; Zeng et al., 2025). To overcome this limi-089

tation, S∗ introduces adaptive input synthesis: for090

each pair of samples, an LLM is prompted to gen-091

erate distinguishing test inputs. These inputs are092

executed, where the outputs are further provided093

to ground the LLM to select the best sample. This094

adaptive, execution-grounded approach ensures ro-095

bust identification of correct solutions (§5.4).096

1The fraction of problems that are solved by any generated
sample (Brown et al., 2024).

S∗ is a general approach that outperforms zero- 097

shot generation and existing test-time scaling meth- 098

ods. We evaluate S∗ on 12 models, spanning a wide 099

range of sizes, both open and closed, instruction- 100

based and reasoning models. S∗ consistently 101

enhances performance across these diverse set- 102

tings. Notably, S∗ enables: (1) Small models 103

to surpass larger models within the same family: 104

Qwen2.5-7B-Instruct + S∗ outperforms Qwen2.5- 105

32B-Instruct on LiveCodeBench by 10.7%; (2) 106

Instruction-based models to outperform reason- 107

ing models: GPT-4o-mini + S∗ surpasses o1- 108

preview by 3.7%; and (3) Open reasoning models 109

to achieve performance competitive with state-of- 110

the-art closed models: DeepSeek-R1-Distill-Qwen- 111

32B + S∗ achieves 85.7% on LiveCodeBench, ap- 112

proaching the state-of-the-art performance of o1- 113

high at 88.7%. Fig. 3 provides an overview of the 114

performance improvements enabled by our tech- 115

niques. In summary, our contributions are: 116

1. We propose S∗, the first hybrid test-time scal- 117

ing framework for code generation, which 118

augments parallel scaling with sequential scal- 119

ing via iterative debugging and introduces 120

adaptive test input synthesis using LLMs for 121

robust sample selection. 122

2. We conduct extensive evaluations on Live- 123

CodeBench and CodeContests, demonstrating 124

that S∗ consistently improves performance 125

across diverse model families and sizes. 126

3. We will release all software artifacts, model 127

generations, and intermediate results to sup- 128

port and accelerate future research in this area. 129
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Figure 3: Example performance benefits of S∗:
Qwen2.5-Coder-14B-Instruct (denoted as Qwen-Coder-
14B) (Hui et al., 2024) with S∗ can surpass o1-preview
without S∗. DeepSeek-R1-Distill-Qwen-14B (denoted
as R1-Distill-14B) (Guo et al., 2025) with S∗ outper-
forms o1-mini without S∗.

2 Related work130

Test Time Scaling for LLMs. Existing ap-131

proaches to increase test-time compute can be132

broadly categorized into two paradigms: parallel133

scaling and sequential scaling (Muennighoff et al.,134

2025). Parallel scaling (i.e., repeated sampling)135

involves generating multiple solutions simultane-136

ously and selecting the best one, a strategy com-137

monly known as Best-of-N. Coverage—the frac-138

tion of problems solved by any of these N samples—139

continues to improve as N increases (Chollet,140

2019; Irvine et al., 2023), even at the scale of141

104 to 106 (Brown et al., 2024; Li et al., 2022).142

Common selection strategies, such as (weighted)143

majority voting (Wang et al., 2022) and reward144

model scoring (Christiano et al., 2017; Lightman145

et al., 2023; Wang et al., 2024a; Wu et al., 2024;146

Beeching et al.; Pan et al., 2024), often struggle147

to select the correct best sample in parallel scaling148

robustly (Brown et al., 2024; Hassid et al., 2024;149

Stroebl et al., 2024).150

Sequential scaling, on the other hand, encour-151

ages the model to refine its reasoning over mul-152

tiple steps. This includes methods like chain-of-153

thought (CoT) prompting (Wei et al., 2022; Nye154

et al., 2021), and iterative rethinking and revi-155

sion (Madaan et al., 2024; Lee et al., 2025; Hou156

et al., 2025; Huang et al., 2022; Min et al., 2024;157

Team, 2025; Muennighoff et al., 2025; Wang et al.,158

2024b; Li et al., 2025). Noticeably, OpenAI o1,159

DeepSeek R1, Qwen QwQ, and Kimi employ in-160

context long CoT with revision and backtracking161

to find the best solution (OpenAI, 2024; Guo et al.,162

2025; Qwen, 2024; Team et al., 2025).163

Test Time Scaling for Code Generation. Chen164

et al. (2022); Huang et al. (2023); Jiao et al. (2024)165

use models to generate both code samples and 166

test cases, selecting the final sample in a self- 167

consistency manner (Wang et al., 2022; Zeng et al., 168

2025). However, these approaches often suffer 169

from model hallucination, where the model fails to 170

accurately predict the output of a test input (Jain 171

et al., 2024; Zeng et al., 2025; Gu et al., 2024). 172

AlphaCode explores large-scale parallel sampling 173

with a trained model to generate test cases for 174

filtering and selection (Li et al., 2022). Alpha- 175

Codium uses a series of self-revision on both pub- 176

lic demonstration and model-generated tests to im- 177

prove solutions (Ridnik et al., 2024). Saad-Falcon 178

et al. (2024) searches over various inference tech- 179

niques and finds that parallel sampling with model- 180

generated tests works well for CodeContests prob- 181

lems (Li et al., 2022). 182

Hybrid Test-Time Scaling. Many works in the 183

math domain study hybrid approaches that combine 184

parallel and sequential scaling, often leveraging 185

reward-model-guided tree search algorithms, such 186

as Monte-Carlo Tree Search (MCTS), to effectively 187

navigate the solution space (Gao et al., 2024; Li 188

et al., 2024b; Silver et al., 2016; Snell et al., 2024; 189

Hendrycks et al., 2021b). S1 (Muennighoff et al., 190

2025) primarily focuses on sequential scaling but 191

observes diminishing returns and thus incorporates 192

parallel-based approaches like majority voting and 193

tree search to further enhance performance. 194

In contrast, our work applies hybrid scaling to 195

code generation tasks without relying on tree search 196

methods, as developing a general and effective re- 197

ward model for the code generation domain re- 198

mains challenging (Zeng et al., 2025). Instead, 199

S∗ augments parallel scaling with sequential scal- 200

ing via execution-grounded iterative debugging to 201

improve coverage and introduces adaptive input 202

synthesis to enhance selection accuracy. 203

Concurrent Work. CodeMonkeys is a notice- 204

able concurrent work to this paper, released on 205

Arxiv in Jan 2025 (Ehrlich et al., 2025). It also gen- 206

erates multiple samples in parallel and revises each 207

sample. However, CodeMonkeys focuses on the 208

software engineering domain, optimizing perfor- 209

mance on SWE-Bench (Chowdhury et al., 2024), 210

which addresses challenges such as identifying files 211

that need to be edited. In contrast, our work focuses 212

on competition-level code generation. 213
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3 Method214

S∗ takes as input a coding problem P and a code215

generation model M. The model M aims to gen-216

erate a program solution X(·) that maps inputs to217

outputs according to the problem specification.218

We adopt the standard setup widely used in exist-219

ing coding benchmarks (Chen et al., 2021; Li et al.,220

2022, 2023; Jain et al., 2024; Hendrycks et al.,221

2021a; Gulwani et al.). Each coding problem P222

consists of a natural language description and a set223

of public and private test cases, each represented224

as input-output pairs.225

Private tests evaluate the correctness of X but226

remain inaccessible to M during code generation.227

A solution is considered correct if it passes all pri-228

vate tests. In contrast, public tests are provided to229

clarify the problem’s intent and are typically in-230

cluded in the prompt. Public tests are usually far231

fewer than private tests; for instance, in CodeCon-232

tests (Li et al., 2022), there are, on average, 2.0233

public tests and 202.1 private tests per problem.234

This contrasts with mathematical reasoning tasks,235

where evaluation typically relies on exact string236

matching of the final solution without additional237

test information (Li et al., 2024a).238

3.1 The S∗ Framework239

S∗ is a two-stage hybrid test-time scaling frame-240

work consisting of Generation and Selection stages,241

as demonstrated in Fig. 2. It extends parallel sam-242

pling with sequential sampling via iterative debug-243

ging to improve coverage and employs adaptive in-244

put synthesis during selection to enhance selection245

accuracy, leveraging execution results throughout246

the process.247

Stage 1: Generation. In the generation stage, S∗248

improves coverage by extending parallel scaling249

with sequential scaling through iterative debugging250

grounded with execution feedback. Specifically,251

it first generates N initial samples independently,252

leveraging parallel sampling techniques (Chen253

et al., 2023). Each sample is then refined through254

up to R rounds of sequential revision, informed255

by execution results on public test cases. The revi-256

sion process halts once a sample passes all public257

tests or reaches the maximum number of revision258

attempts.259

Stage 2: Selection. After generating N candi-260

date solutions, the next step is to identify the best261

one. Since the public tests are already used dur-262

Algorithm 1: Best Sample Selection in S∗

Input: Problem description: P
Input: Candidate samples: X
Output: The best selected sample: x∗

1 T ← llm_test_input_gen(P)
2 O ← sample_execution(X, T )
3 C ← sample_clustering(O)
4 Scores← 0
5 for each pair (Ci, Cj) ∈ C do
6 Sample xi, xj from Ci, Cj

7 Ta ← adaptive_input_gen(xi, xj)
8 better_idx = exec_and_llm_select(xi, xj , Ta)
9 Scores[better_idx] += 1

10 end
11 C∗ ← argmax(Scores)
12 x∗ ← random_pick(C∗)
13 return x∗

ing the generation stage, additional evaluation is 263

needed for reliable selection. We investigate two 264

existing approaches: (1) LLM-as-a-judge (Zheng 265

et al., 2023), which relies on pre-trained knowledge 266

to compare candidate solutions, and (2) generated 267

test cases (Li et al., 2022; Chen et al., 2022) which 268

uses synthesized test cases to guide selection. 269

Unfortunately, we find that LLM-based judging 270

alone often struggles to predict program behavior 271

accurately, while generated tests frequently fail to 272

provide reliable outputs for grounding the selection 273

or to produce high-quality inputs that effectively 274

distinguish samples (see Tab. 3). 275

To overcome these limitations, S∗ introduces 276

adaptive input synthesis, a hybrid selection ap- 277

proach that integrates LLM evaluation with 278

execution-grounded verification, as illustrated in 279

Algorithm 1. First, we prompt an LLM to synthe- 280

size a set of test inputs. We execute these inputs 281

and cluster the N samples based on their execution 282

outputs (Line 1 to Line 3) (Li et al., 2022). We then 283

perform pairwise comparisons across clusters: for 284

each comparison, we prompt the LLM to generate 285

distinguishing inputs, execute both samples using 286

these inputs, and select the superior one based on 287

the execution results (Line 7 to Line 9). This adap- 288

tive selection process grounds LLM evaluations 289

in concrete execution feedback, resulting in more 290

reliable and accurate sample selection compared to 291

naive LLM judging or generated tests-based meth- 292

ods (see §4). 293

4 Evaluation 294

In this section, we evaluate S∗ across a diverse set 295

of instruction-based and reasoning models, span- 296

ning various model families, sizes, and access 297
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Method Qwen2.5-Coder-Instruct 4o-mini R1-Distill QwQ o1-mini
0.5B 1.5B 3B 7B 14B 32B 7B 14B 32B

Zero-Shot 1.2 7.0 18.4 29.4 44.8 47.4 40.9 48.4 63.2 69.1 62.1 76.5
Majority Vote 2.5 11.0 25.2 40.5 50.8 55.9 46.6 58.7 68.1 75.8 67.3 81.6
Self-Debugging 2.4 9.4 27.8 39.9 51.5 59.5 51.7 58.4 66.2 70.1 59.3 79.9
S* 10.9 27.6 42.7 54.4 64.6 70.1 61.3 73.2 82.8 85.7 76.3 85.3

Table 1: Pass@1 of zero-shot, majority voting (Wang et al., 2022; Li et al., 2022), self-debugging (Chen
et al., 2023), and S∗ on LiveCodeBench (v2). Bold text denotes the best performance. "R1-Distill", "QwQ",
"4o-mini" is short for "DeepSeek-R1-Distill-Qwen" (Guo et al., 2025), "QwQ-32B-Preview" (Qwen, 2024), and
"GPT-4o-mini" (Achiam et al., 2023) respectively. S∗ consistently outperforms other baselines.

types (open and closed), as well as multiple bench-298

marks (Jain et al., 2024; Li et al., 2022).299

Our key findings demonstrate the generality and300

effectiveness of S∗:301

1. S∗ consistently improves model performance302

across different families, sizes, and types, and303

generalizes effectively to multiple code gener-304

ation benchmarks, including LiveCodeBench305

(§4.2) and CodeContests (§4.4), showcasing306

its robustness and broad applicability.307

2. S∗ outperforms existing widely-used308

test-time scaling methods, including self-309

debugging (Chen et al., 2023) and majority310

voting (Wang et al., 2022; Li et al., 2022),311

by enhancing both coverage and selection312

accuracy (§4.3).313

4.1 Experimental Setup314

Models. We consider both instruction-based and315

reasoning-based models. To compare performance316

across models of different sizes using S∗, we select317

a series of models within the same family. We ex-318

periment with 12 models: (1) Instruction-based319

models: Qwen2.5-Coder-Instruct series (0.5B,320

1.5B, 3B, 7B, 14B, 32B), GPT-4o mini (0718321

version) (Hui et al., 2024; Achiam et al., 2023);322

(2) Reasoning-based models: QwQ-32B-Preview,323

DeepSeek-R1-Distill-Qwen series (7B, 14B, 32B),324

and o1-mini (Qwen, 2024; Guo et al., 2025; Ope-325

nAI, 2024).326

Benchmarks. We primarily use LiveCodeBench327

(MIT License) as our main evaluation benchmark,328

given its extensive usage by recent reasoning mod-329

els and its inclusion of difficulty levels, which help330

analyze the behavior of different techniques (Jain331

et al., 2024; DeepSeek, 2024; Qwen, 2024). We332

use its v4 version for development (e.g., selecting333

hyper-parameters), which contains problems from334

August 2024 to November 2024. For final evalua- 335

tion, we use a non-overlapping v2 version that con- 336

tains problems from May 2023 to June 2024. Live- 337

CodeBench (v2) contains 511 problems, ranging 338

from easy (182 problems), medium (206 problems), 339

to hard (123 problems). In addition, we evaluate S∗ 340

on CodeContests (Li et al., 2022), a collection of 341

165 challenging coding problems. We use Pass@1 342

as our primary metric (Chen et al., 2021). Some 343

experiments report Pass@N with N samples (often 344

referred to as the ‘oracle’ settings) (Stroebl et al., 345

2024; Brown et al., 2024). 346

Baselines. Our evaluation considers two cate- 347

gories of baselines. First, we assess our method’s 348

improvement over the original model (without 349

test-time scaling), using three leading OpenAI 350

reasoning models—o1-preview, o1-high, and o1- 351

mini (OpenAI, 2024)—as performance bench- 352

marks. Second, we evaluate different test-time 353

scaling methods applied to the same models, en- 354

compassing both parallel (i.e., majority voting) and 355

sequential (i.e., self-debugging) approaches. 356

Implementation Details. We configure S∗ to 357

generate 16 samples in parallel with a tempera- 358

ture of 0.7 (without top-p sampling) and perform 359

2 rounds of iterative debugging on public tests. 360

We justify our choice of hyper-parameters in §5. 361

Prompts are automatically generated by a prompt- 362

ing framework, DSPy, where detailed prompts can 363

be found in Appendix A.2. We run codes in a sand- 364

box to avoid maliciously generated code, according 365

to (Chen et al., 2021). Experiments with the largest 366

model (DeepSeek-R1-Distill-Qwen32B) takes one 367

day on 8 H100 GPUs, with a single run. 368

4.2 S∗ Main Results 369

Fig. 1 presents a performance comparison on Live- 370

CodeBench with and without S∗, alongside the o1- 371
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series reasoning models for reference. Our results372

demonstrate that S∗ consistently enhances model373

performance. When applied to models within374

the same family, S∗ allows small models to sur-375

pass large ones. For example, Qwen2.5-7B-Coder-376

Instruct integrated with S∗ outperforms Qwen2.5-377

32B-Coder-Instruct without S∗ by 10.1%. Addi-378

tionally, S∗ enables instruction-based models to379

surpass reasoning models, as evidenced by GPT-380

4o mini (0718) with S∗ outperforming o1-Preview.381

Moreover, S∗ further improves strong reasoning382

models: the most capable open-source reasoning383

model, DeepSeek-R1-Distill-Qwen-32B, when en-384

hanced with S∗, surpasses o1-mini and achieves385

near state-of-the-art results comparable to o1 (high386

reasoning efforts). These results highlight that S∗387

serves as a powerful test-time scaling technique388

that can effectively improve model performance389

across different scales, architectures, and reasoning390

capabilities.391

4.3 Comparison to Other Test-Time Methods392

We evaluate S∗ against two popular test-time scal-393

ing methods: majority voting (Li et al., 2022) and394

self-debugging (Chen et al., 2023). Majority vot-395

ing employs parallel scaling: the model generates396

N samples, clusters them based on execution re-397

sults (Li et al., 2022), selects the largest cluster,398

and randomly picks a final sample from it. Self-399

debugging follows a sequential scaling approach:400

the model generates a single sample, iteratively re-401

fines it using public tests (Chen et al., 2023), and402

selects the final revised version.403

To ensure fair comparison, we use consistent404

hyperparameters: 16 parallel samples for majority405

voting and 2 debugging rounds for self-debugging.406

GPT-4o mini generates inputs for majority voting407

clustering and refines code samples for reasoning408

models. We use the model itself to refines code409

for non-reasoning models. As shown in Tab. 1,410

S∗ consistently outperforms both methods. For in-411

stance, for Qwen-2.5-Coder series, S∗ improves412

8.4% to 18.2% to baselines. For the best perform-413

ing model, DeepSeek-R1-Distill-Qwen-32B, S∗414

outperforms the majority vote baseline by 9.9%,415

and the self debugging baseline by 15.6%. These416

results demonstrating the effectiveness of our hy-417

brid approach.418

4.4 Results on Other Benchmark419

We further validate S∗ on CodeContests (Li et al.,420

2022). Tab. 2 summarizes results, where S∗ consis-421

Model Zero-Shot S* S* (Oracle)
Qwen-Coder-7B 1.8 10.9 (+9.1) 12.1
Qwen-Coder-14B 9.7 21.8 (+12.1) 27.9
Qwen-Coder-32B 10.1 21.8 (+11.7) 29.7
gpt-4o-mini 9.1 23.0 (+13.9) 28.5
o1-mini 32.7 48.5 (+15.8) 58.2

Table 2: Performance comparison on CodeContests.
Bold text denotes the best performance of the same
model. "Qwen-Coder" is short for "Qwen2.5-Coder-
Instruct", "R1-Distill" is short for "DeepSeek-R1-Distill-
Qwen". S∗ consistently improves model performance
on benchmark beyond LiveCodeBench.

tently improves both instruction-based and reason- 422

ing models significantly. In particular, Qwen-2.5- 423

Coder-7B-Instruct with S∗ improves 9.1% from its 424

zero-shot peformance of 1.8%. It further outper- 425

forms GPT-4o mini without S∗ by 1.8%. 426

5 Ablation Studies 427

In this section, we conduct ablation studies to an- 428

alyze the key components of S∗, focusing on the 429

effectiveness and variations within each stage of 430

the framework. We evaluate the following aspects: 431

1. Parallel Scaling: We analyze the impact of 432

different hyper-parameter choices, such as the 433

temperature setting and the number of sam- 434

ples, on parallel sampling performance (§5.1). 435

Additionally, we investigate the effect of in- 436

corporating in-context example retrieval into 437

the parallel sampling process (§5.2). 438

2. Sequential Scaling: We explore variations of 439

the iterative debugging process, including self- 440

debugging with model-generated test cases 441

(§5.3). 442

3. Selection Policy: We assess the performance 443

of different selection policies, comparing our 444

adaptive input synthesis approach with alter- 445

native selection strategies (§5.4). 446

All ablation experiments are conducted on Live- 447

CodeBench (v4). 448

5.1 Parallel Sampling Hyper-Parameters 449

We examine the impact of two key factors in paral- 450

lel sampling: temperature and the number of paral- 451

lel samples. Understanding their influence is essen- 452

tial for optimizing test-time scaling strategies. 453

Moderate temperatures improve performance, 454

but high temperatures degrade it. Fig. 4 (left) 455
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Figure 4: The effect of hyper-parameters. Left:
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(0.7) balances diversity and quality, leading to higher
Pass@N. In contrast, a higher temperature (0.95) does
not further improve Pass@N, potentially degrading code
quality. Right: The effect of increasing the number of
samples. Performance improves log-linearly.

shows that moderate temperatures (0.2–0.7) en-456

hance performance by balancing exploration and457

sample diversity. However, beyond 0.7, perfor-458

mance plateaus or declines, likely due to exces-459

sive randomness introducing noise. Some models,460

such as Qwen2.5-Coder-7B-Instruct, exhibit per-461

formance regression at higher temperatures, em-462

phasizing the trade-off between diversity and solu-463

tion consistency. These findings suggest that while464

moderate temperatures improve generation quality,465

excessively high values reduce code quality.466

Repeated sampling improves performance, even467

for reasoning models. As shown in Fig. 4 (right),468

increasing the number of parallel samples signif-469

icantly improves performance across all models.470

Notably, Qwen2.5-Coder-7B-Instruct, the weakest471

performer at N = 1, shows the largest gain, ex-472

ceeding 35% at N = 64. Similarly, the more capa-473

ble reasoning-model (QwQ-32B-Preview) follows474

the same trend, though its gains plateau beyond475

N = 32. Nevertheless, it improves substantially,476

rising from 50% at N = 1 to 80% at N = 32.477

These results confirm that increasing the number478

of parallel samples is a simple yet effective strat-479

egy for enhancing performance in both instruction-480

following and reasoning-based models.481

5.2 Impact of In-Context Examples482

While S∗ primarily focuses on repeated sampling483

for parallel scaling, it can be integrated with more484

advanced parallel scaling techniques. For instance,485

varying input prompts can create more diverse re-486

sponses (Lambert et al., 2024), which in turn may487

lead to better coverage. In this ablation study, we488

investigate whether augmenting prompts with in-489
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Figure 5: Performance with in-context examples
across different numbers of parallel samples (N ),
for GPT-4o mini, Qwen2.5-Coder-7B-Instruct, and
Qwen2.5-Coder-32B-Instruct.

context examples can further improve parallel scal- 490

ing performance. 491

We construct an example set from Live- 492

CodeBench (v2) containing correct solutions and 493

reasoning traces generated by GPT-4o mini. We 494

explore two retrieval approaches for selecting in- 495

context examples. ICL (BM25) retrieves the top- 496

k similar prompts using a BM25 retriever and 497

prepends each to a different sample when n = 498

k (Robertson et al., 2009). This approach is simple 499

but may overlook solution-level similarities. ICL 500

(Pattern) groups problems by techniques (e.g., dy- 501

namic programming) and retrieves examples from 502

the same technique, aiming to provide more rele- 503

vant and structurally similar examples. 504

We evaluate medium-difficulty problems from 505

LiveCodeBench (v4) with oracle selection. As 506

shown in Fig. 5, performance is highly sensitive to 507

in-context example quality. ICL (BM25) performs 508

similarly to or worse than the zero-shot baseline 509

in most cases, except for n = 64 with Qwen2.5- 510

Coder-32B-Instruct. In contrast, ICL (Pattern) out- 511

performs the baseline when n ≥ 8 for Qwen2.5- 512

Coder-7B-Instruct and n ≥ 4 for Qwen2.5-Coder- 513

32B-Instruct, while showing comparable perfor- 514

mance with GPT-4o mini. 515

These results highlight that selecting high- 516

quality examples is crucial, and naive retrieval 517

methods often fall short. Although ICL itself is 518

promising, its performance is sensitive to example 519

quality and retrieval effectiveness. We regard it 520

as future work to develop robust ICL techniques 521

that can be integrated into S∗ to further enhance 522

parallel scaling performance. 523

5.3 Impact of Iterative Debugging Variants 524

We examine the effectiveness of three variants of 525

iterative debugging: (1) Public Tests: The model 526

iteratively debugs using public tests and stops once 527

the sample passes all of them. (2) +Generated 528

Tests: In addition to public tests, the model contin- 529
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ues debugging on model-generated tests following530

the algorithm in (Ridnik et al., 2024). (3) Last531

Round Context: The model iteratively debugs us-532

ing only public tests, but instead of using code533

samples from all previous rounds for debugging, it534

uses only the last round of code sample as context.535

This is motivated by observations that LLMs may536

perform sub-optimally when handling large context537

windows (Liu et al., 2024).538

Fig. 6 summarizes the result. We find that: (1)539

Even though reasoning models implicitly perform540

self-reflection and revising, they benefit from ex-541

plicit debugging through test execution feedback:542

the performance of QwQ-32B-Preview model im-543

proves from 72.6 to 74.2 with 2 rounds of debug-544

ging. (2) Reducing the context window or consid-545

ering more model-generated tests does not show546

consistent improvement: while using only the last547

round of context improves performance for the548

Qwen2.5-Coder-7B-Instruct model, it results in549

worse performance for the other two models. Sim-550

ilarly, incorporating additional model-generated551

tests does not enhance performance for GPT-4o552

mini. (3) The benefits of iterative debugging tend553

to plateau, typically after 2–3 rounds: this finding554

aligns with the observation that the benefit of se-555

quential scaling flattens out (Muennighoff et al.,556

2025). Motivated by these findings, we choose to557

use 2 round of debugging, only on public tests for558

simplicity, and apply iterative debugging even for559

reasoning models in §4.2.560

5.4 Impact of Different Selection Policies561

We compare different policies for selecting the best562

sample after iterative debugging. We evaluate four563

approaches: (1) Public Only: using only public564

test cases for selection and randomly selecting a565

sample if it passes all tests; (2) Generated Tests:566

applying public test filtering followed by additional567

test case generation using GPT-4o mini, selecting568

the sample that passes the most test cases; (3) LLM569

Judge: applying public test filtering and then using570

Model Public Generated LLM Adaptive Input
Only Tests Judge Synthesis (Ours)

Qwen-Coder-7B 42.3 42.3 42.3 44.5
Qwen-Coder-32B 54.6 57.8 55.5 58.3
GPT-4o mini 54.1 55.2 56.3 57.3
QwQ-32B-Preview 64.3 65.9 68.6 69.7
Avg. 53.8 53.1 55.6 57.5

Table 3: Pass@1 Performance comparison between
different selection methods on LiveCodeBench(v4).
Bold text denotes the best performance of the same
model. "Qwen-Coder", "R1-Distill" is short for
"Qwen2.5-Coder-Instruct" and "DeepSeek-R1-Distill-
Qwen". Number in parenthesis denotes the relative
improvement over using only the public test to perform
selection. Results are obtained with N=8 and tempera-
ture=0.7. Our Adaptive Input Synthesis method achieves
better accuracy over other methods.

LLMs for pairwise selection among code samples; 571

and (4) Adaptive Input Synthesis —applying the 572

selection algorithm described in § 3.1 with GPT-4o 573

mini after public test filtering. 574

Tab. 3 summarizes the results. Notably, the Gen- 575

erated Tests approach does not yield improvements 576

over the Public Only baseline. This is due to er- 577

rors in model-generated outputs, which, when ap- 578

plied to poorly chosen inputs, introduce significant 579

noise in the selection process, ultimately degrading 580

performance. In contrast, our Adaptive Selection 581

method enables the LLM to strategically select an 582

input that best differentiates samples while avoid- 583

ing the need to predict outputs. By leveraging real 584

execution outputs rather than model predicttions, 585

the LLM makes more reliable decisions, leading to 586

improved selection accuracy. 587

6 Conclusion 588

We propose S∗, the first hybrid test-time scaling 589

framework for code generation that substantially 590

improves both coverage and selection accuracy. 591

S∗ extends the existing parallel scaling paradigm 592

with sequential scaling through iterative debugging 593

and incorporates adaptive input synthesis, a novel 594

mechanism that synthesizes distinguishing test in- 595

puts to differentiate candidates and identify correct 596

solutions via execution results. 597

S∗ consistently improves code generation per- 598

formance across benchmarks, including Live- 599

CodeBench and CodeContests. Notably, S∗ en- 600

ables a 3B model to outperform GPT-4o mini, GPT- 601

4o mini to surpass o1-preview by 3.7% on Live- 602

CodeBench, and DeepSeek-R1-Distill-Qwen-32B 603

to achieve 86.7% on LiveCodeBench, approaching 604

o1-high at 88.5%. 605

8



7 Limitations606

This work primarily focuses on competition-level607

code generation, where it does not studies tasks608

such as software engineering tasks, e.g., SWE-609

BENCH (Jimenez et al., 2023). The method primar-610

ily focuses on improving accuracy, while it does611

not aim for minimizing costs.612
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A Appendix 883

A.1 Example of Coding Problem 884

In the method section (§3), we introduce our prob- 885

lem setup, which includes unambiguous configu- 886

ration with a small amount of demonstrations. In 887

this section, we provide one such example to better 888

illustrate how typically dataset provide questions. 889

In particular, we show one sample from the hard 890

subset of LiveCodeBench (Jain et al., 2024). 891
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Question

You are given a string word and an array
of strings forbidden. A string is called
valid if none of its substrings are present
in forbidden. Return the length of the
longest valid substring of the string word.
A substring is a contiguous sequence of
characters in a string, possibly empty.

Example 1:
Input: word = "cbaaaabc", forbidden =
["aaa","cb"]
Output: 4
Explanation: There are 11 valid substrings
in word: "c", "b", "a", "ba", "aa", "bc",
"baa", "aab", "ab", "abc" and "aabc". The
length of the longest valid substring is 4.
It can be shown that all other substrings
contain either "aaa" or "cb" as a substring.

Example 2:
Input: word = "leetcode", forbidden =
["de","le","e"]
Output: 4
Explanation: There are 11 valid substrings
in word: "l", "t", "c", "o", "d", "tc", "co",
"od", "tco", "cod", and "tcod". The length
of the longest valid substring is 4. It can
be shown that all other substrings contain
either "de", "le", or "e" as a substring.

Constraints:
1 ≤ word. length ≤ 105 word consists only
of lowercase English letters. 1 ≤ forbidden.
length ≤ 105. 1 ≤ forbidden[i]. length ≤
10. forbidden[i] consists only of lowercase
English letters.

892

A.2 Prompt templates893

We also provide detailed prompts used in our ex-894

periments in Fig. 7 to Fig. 9. These prompts are895

generated automatically by DSPy (Khattab et al.,896

2023).897
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System message:
Your input fields are:
1. `prompt` (str)

Your output fields are:
1. `reasoning` (str)
2. `code` (str): Here is the past history of your code and the test case feedback. Please reason
why your code failed in the last round, and correct the code. Do not write non-code content in
the code field.

All interactions will be structured in the following way, with the appropriate values filled in.
[[ ## prompt ## ]]
{prompt}

[[ ## reasoning ## ]]
{reasoning}

[[ ## code ## ]]
{code}

[[ ## completed ## ]]

In adhering to this structure, your objective is: Given the fields `prompt`, produce the fields
`code`.

User message:
[[ ## prompt ## ]]
{Question Prompt}
Code: 
[Round 0 Reasoning]: {Round 0 Reasoning}
[Round 0 Generated code]: {Round 0 Generated Code}
[Round 0 Test Feedback]: {Round 0 Test Feedback}

Respond with the corresponding output fields, starting with the field `[[ ## reasoning ## ]]`, then
`[[ ## code ## ]]`, and then ending with the marker for `[[ ## completed ## ]]`.

Figure 7: The prompt for iterative debugging.
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System message:
Your input fields are:
1. `prompt` (str)
Your output fields are:
1. `reasoning` (str)
2. `tests` (str): Generate a complete set of potential inputs to test an AI-generated solution to
the coding problem. Cover: (i) Edge cases, such as empty string or arrays, (ii) Complex and
difficult inputs, but do not include very long inputs. (iii) Other ones that can maximize the
chance of catching a bug. Provide the input and output in JSON format as follows: {"input":
<example_input>, "output": <expected_output>} Ensure the input and output match the types
and structure expected for the problem. Do not include any additional text or explanations, just
the JSON object.

All interactions will be structured in the following way, with the appropriate values filled in.
[[ ## prompt ## ]] {prompt}
[[ ## reasoning ## ]] {reasoning}
[[ ## tests ## ]] {tests}
[[ ## completed ## ]]

In adhering to this structure, your objective is: Given the fields `prompt`, produce the fields
`tests`.

User message:
[[ ## prompt ## ]] {Question Prompt}

Respond with the corresponding output fields, starting with the field `[[ ## reasoning ## ]]`, then
`[[ ## tests ## ]]`, and then ending with the marker for `[[ ## completed ## ]]`.

Figure 8: The prompt for generating test cases.
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System message:

Your input fields are:
1. `prompt` (str)

Your output fields are:
1. `reasoning` (str)
2. `code` (str): Executable Python function generated from the given prompt. 
   DO NOT include anything other than function body! Give me only the function itself!

All interactions will be structured in the following way, with the appropriate values filled in.

[[ ## prompt ## ]]
{prompt}

[[ ## reasoning ## ]]
{reasoning}

[[ ## code ## ]]
{code}

[[ ## completed ## ]]

In adhering to this structure, your objective is: 
Given the fields `prompt`, produce the fields `code`.

User message:

[[ ## prompt ## ]]
{Question Prompt}

Code:

Respond with the corresponding output fields, starting with the field `[[ ## reasoning ## ]]`, then
`[[ ## code ## ]]`, and then ending with the marker for `[[ ## completed ## ]]`.

Figure 9: The prompt for code generation.
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