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Abstract

Negotiation requires dynamically balancing001
self-interest and cooperation within the flow002
of conversation to maximize one’s own utility.003
Yet, existing agents struggle due to bounded004
rationality in human data, low adaptability to005
counterpart behavior, and limited strategic rea-006
soning. To address this, we introduce principle-007
driven negotiation agents, powered by ASTRA,008
a novel framework for turn-level offer optimiza-009
tion grounded in two core principles: oppo-010
nent modeling and Tit-for-Tat reciprocity. AS-011
TRA operates in three stages: (1) interpret-012
ing counterpart behavior, (2) optimizing coun-013
teroffers via a linear programming (LP) solver,014
and (3) selecting offers based on negotiation015
tactics and the partner’s acceptance probabil-016
ity. Through simulations and human evalua-017
tions, our agent effectively adapts to an oppo-018
nent’s shifting stance and achieves favorable019
outcomes through enhanced adaptability and020
strategic reasoning. Beyond improving negoti-021
ation performance, it also serves as a powerful022
coaching tool, offering interpretable strategic023
feedback and optimal offer recommendations.024

1 Introduction025

Negotiation is an inherently dynamic conversa-026

tional process that requires balancing self-interest027

with cooperation to maximize personal gains028

through mutual agreement (Chawla et al., 2023). At029

its core lies the strategic navigation of dialogue to030

identify the optimal profit point (OPP), the best deal031

acceptable to the counterpart. Reaching the OPP re-032

quires more than proposing fair offers; it demands033

continuous interpretation of linguistic cues and034

responses with strategic counteroffers (Olekalns035

and Weingart, 2008). As illustrated in Figure 1,036

this dynamic adaptation hinges on interpreting lin-037

guistic signals indicating the counterpart’s fairness038

(i.e., the degree to which an offer distributes points039

evenly) and stance (i.e., a shift in generosity or040

P1(Self)’s Item Values

Food(3), Water(4), Firewood(5) 

Negotiation for Camping Items

P2

…

Is the food your most preferred item?

Counts for Items : Food(3), Water(3), Firewood(3)

Food(5), Water(4), Firewood(3) 

P2(Partner)’s Item Values 

Not visible to P1

P1

P1

Yes! I need the food the most. 

I’ll take 3 food, 3 water, and 1 firewood (30)

Hmm… that’s unfair! 
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Figure 1: Example negotiation dialogue showcasing
the strategic dynamics between players. P1 effectively
guides the negotiation by capturing the partner’s (P2)
shifting behavioral signals (e.g., fairness, stance) and
generating strategic responses based on diverse tactics.

greed from the previous offer, or remaining neu- 041

tral). Successful negotiation thus relies on adapting 042

to evolving behavioral signals expressed through 043

language in conversations (Heunis et al., 2024; Br- 044

zostowski and Kowalczyk, 2006). 045

Existing negotiation agents fall broadly into two 046

categories. The first includes numerical offer-based 047

agents that maximize outcomes without using natu- 048

ral language (Jonker et al., 2017), making them 049

poorly suited for real-world negotiations. The 050

second involves dialogue-based agents trained on 051

human-to-human data via supervised learning and 052

self-play reinforcement learning (RL) (Lewis et al., 053

2017a; Kwon et al., 2023; Yang et al., 2021; Zhang 054

et al., 2020). However, these agents inherit limi- 055

tations from human data, including bounded ratio- 056

nality due to cognitive constraints and emotions, 057

which limit strategic flexibility (Simon, 1990). Al- 058

though RL partially mitigates this, reliance on static 059
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and final-score rewards promotes rigid negotiation060

styles, hindering the agent’s ability to dynamically061

adapt and reach the OPP. These existing approaches062

also lack explicit use of established negotiation063

principles grounded on observed opponent behav-064

iors, which is crucial for successful negotiation out-065

comes (Lewis et al., 2017b; Chawla et al., 2023).066

Moreover, while LLMs have shown strong rea-067

soning capabilities and promise in negotiation dia-068

logues, their effectiveness has been largely con-069

fined to simpler, single-issue bargaining (Shea070

et al., 2024; Bianchi et al., 2024). Notably, they071

struggle significantly in multi-issue bargaining072

(MIB) (Fershtman, 1990), a widely used frame-073

work in negotiation research that captures the com-074

plexity and diversity of real-world negotiations in-075

volving multi-dimensional trade-offs (Zhang et al.,076

2024a; Schneider et al., 2023; Kwon et al., 2024).077

This reveals a critical gap and underscores the need078

to enhance their strategic reasoning by incorporat-079

ing principles such as Tit-for-Tat (TFT) reciprocity080

(conditional cooperation) and opponent modeling.081

To address these challenges, we propose082

a principle-driven LLM-based negotiation dia-083

logue system powered by ASTRA (Adaptive and084

STrategic Reasoning with Action), a novel frame-085

work for turn-level offer decision through dynamic086

adaptation. ASTRA is grounded in established087

negotiation principles—opponent modeling and088

TFT reciprocity (Kelley, 1996; Baarslag et al.,089

2016)—and strategically leverages LLMs at key090

stages of the process: (1) identifying the counter-091

part’s behavioral signals through linguistic cues, (2)092

generating optimal offers using a Linear Program-093

ming Solver guided by a dynamic reward mecha-094

nism, and (3) reasoning over multiple negotiation095

tactics to select the best offer. The system also in-096

corporates LLM-based modules for priority inquiry097

and inconsistency detection, enhancing its oppo-098

nent modeling and overall strategic adaptability.099

Simulations with diverse agent types and hu-100

man evaluations confirm that ASTRA dynamically101

adapts to an opponent’s shifting stance, whether102

greedier or more generous, balancing cooperation103

and self-interest under TFT to effectively achieve104

the OPP. Beyond enhancing negotiation agents, AS-105

TRA functions as a powerful coaching tool, offer-106

ing explainable, explicit strategic feedback (John-107

son, 2019) and optimal offer suggestions, making108

it a valuable resource for negotiation training and109

decision-making. The contributions of our work110

are as follows:111

• We introduce ASTRA, a principle-driven LLM- 112

based framework for turn-level strategic rea- 113

soning and offer generation within negotiation 114

dialogue systems. Agent simulations and hu- 115

man evaluation confirm its effectiveness in 116

achieving negotiation goals. 117

• Our framework enables expert-level strategic 118

reasoning without additional training, over- 119

coming the limitations of small datasets and 120

non-expert demonstrations. 121

• ASTRA overcomes LLM limitations by inte- 122

grating LP-based actions to ensure numerical 123

consistency, optimize offers, and improve de- 124

cision reliability in negotiation. 125

• Beyond enhancing negotiation agents, ASTRA 126

serves as a coaching and decision-support tool, 127

providing interpretable feedback and real-time 128

insights on strategy and optimal offers. 129

2 Methods 130

2.1 Components for Opponent Modeling 131

Opponent modeling is a crucial principle for effec- 132

tive negotiation, enabling agents to infer a coun- 133

terpart’s unknown preferences and strategies (Kel- 134

ley, 1996; Chawla et al., 2022). At each turn, un- 135

derstanding the partner’s offers and inferring their 136

preferences is key to optimizing counteroffers. To 137

achieve this, we integrate three core components 138

into our negotiation agent: 139

• Preference Asker: Strategically inquires about 140

the partner’s preferences early on. 141

• Preference Consistency Checker: Ensures in- 142

ferred partner preferences (IPP) align with 143

observed behavior (see Appendix A.1). 144

• Preference Updater: Refines IPP dynamically 145

based on new partner utterances. 146

End-to-end models often struggle with complex ne- 147

gotiations, lacking clarity and control. Our modu- 148

lar approach enhances adaptability, interpretability, 149

and future scalability. 150

2.2 Response Modes 151

At each turn, the agent selects one of three response 152

modes as shown in the Figure 2: 153

• Asking Preference: Early in the negotiation, 154

if no IPP exist, the agent asks about prefer- 155

ences. If the response is unclear, it assumes 156

preferences opposite to its own. 157
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Figure 2: An illustration of our agent’s adaptive strategic reasoning process and response generation. (a) depicts the
dialog flow, while (b) presents the response generation pipeline with internal modules and the ASTRA.

• Decision on Partner’s Offer: The agent ac-158

cepts an offer if its score meets or exceeds159

its most recent offer. It walks away if the160

partner (a) makes no concessions for three161

consecutive turns or (b) twice offers below162

the agent’s Best Alternative to a Negotiated163

Agreement (BATNA) despite a walk-away164

warning. These decisions balance short-term165

gains with long-term bargaining power, repu-166

tation, and future negotiation prospects.167

• Proposing Offer: When IPP exists and nei-168

ther of the above response modes apply, the169

agent uses the ASTRA framework to generate170

adaptive and strategic offers.171

2.3 Offer Optimization with ASTRA172

When making an offer or counteroffer, the agent173

employs the three-stage ASTRA framework to174

adaptively and strategically respond to the oppo-175

nent’s behavior. It is grounded in TFT, a proven176

reciprocity-based principle that mirrors the op-177

ponent’s actions (Axelrod and Hamilton, 1981;178

Baarslag et al., 2013). ASTRA consists of three key179

stages: (1) fairness and stance assessment, (2) of-180

fer optimization via linear programming (LP), and181

(3) final offer selection with strategy and partner182

acceptance probability assessment. These stages183

enable the agent to maximize utility while remain-184

ing strategically adaptive.185

Stage 1: Fairness and Stance Assessment The 186

perception of fairness is crucial in negotiation, as 187

individuals often equate fairness with equitable re- 188

source distribution or similar utility levels (Welsh, 189

2003). A TFT principle requires understanding 190

the partner’s stance, which the first stage achieves 191

by assessing their fairness and stance based on 192

prior offers, providing a foundation for the agent’s 193

strategic adaptability. Fairness is determined by 194

the point gap between the agent’s score (SP
a ) and 195

the partner’s score (SP
p ) in the partner’s offer (P), 196

as well as the absolute level of SP
p (e.g., half of the 197

possible max score (PMS)); see Appendix A.2 for 198

details on the fairness threshold θf : 199

Fairness =

{
Fair, if |SP

a − SP
p | ≤ θf or SP

p ≤ PMS
2

Unfair, otherwise.
(1) 200

The partner’s stance is determined by the change 201

between their scores (SP,(t)
p and S

P,(t−1)
p ) in two 202

most recent offers made by the partner at time t : 203

∆Sp = S
P,(t)
p − S

P,(t−1)
p 204

205
Stance =


Generous if ∆Sp < 0,

Neutral if ∆Sp = 0,

Greedy if ∆Sp > 0.

(2) 206

Stage 2: Action with Linear Programming for 207

Offer Optimization At this stage, the agent uses 208

an LP solver as a tool to generate optimal offers, 209
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dynamically adjusting parameters in line with the210

TFT principle. It formulates negotiation as an op-211

timization problem, sets the LP objective, and ex-212

ecutes the solver via a Python function, incorpo-213

rating intermediate results into its decisions. The214

agent modulates two key parameters: λ, which bal-215

ances its own score (Sa) and the partner’s score216

(Sp), and Smax, the upper bound on its score. λ217

(0 ≤ λ ≤ 1) controls the agent’s stance, with 1218

favoring self-interest and 0 indicating cooperation.219

Implementation details are in Figure 8 (Appendix).220

The LP objective is defined as follows:221

Objective : max Sa + (1− λ) ∗ Sp222

223
subject to: Sa ≤ Smax (3)224

To reduce the risk of suboptimal offers from inac-225

curate IPP and to explore multiple optimal options,226

the agent solves the LP multiple times with varied227

parameters. Specifically, λ is sampled within ±0.3228

of the agent-determined value in 0.1 increments,229

and Smax is explored in 1-point decrements down230

to 10 points lower. From these runs, the agent se-231

lects the top N offers by score, generating a set of232

adaptive and optimal candidates.233

Stage 3: Final Strategic Offer Selection The234

third stage of ASTRA involves the strategic selec-235

tion of a final offer from the candidate set in Stage236

2. Each offer is evaluated using two components:237

(1) Partner’s Acceptance Probability (PAP) and (2)238

Strategy-based Assessment (SA).239

PAP estimates the likelihood of partner accep-240

tance. A Virtual Partner Agent (VPA) scores each241

offer based on the partner’s Total Score (TS) and242

its effectiveness as a Strategic Intermediary (SI)243

toward the ideal outcome. Each offer is evaluated244

five times, with average TS and SI normalized to a245

10-point scale. Giving priority to TS, PAP is com-246

puted as PAP = w · TS + (1− w) · SI , where w247

is a weighting parameter (see Appendix A.4).248

SA evaluates each offer based on alignment with249

nine turn-level negotiation tactics, grouped into two250

strategies: Competitive (four focused on self-gain)251

and Collaborative (five promoting mutual bene-252

fit). Tactic details are in Table 5 in the Appendix.253

The agent selects the best-fit tactic, ranks offers,254

and repeats this process five times for robustness.255

The majority tactic is chosen, and a final min-max256

Normalized Ranking Score is computed.257

The optimal offer is selected by combining PAP258

and SA into a weighted sum:259

Final Score = α · PAP + β · SA. (4)260

Here, α and β are empirically determined weights. 261

The offer with the highest final score is selected and 262

presented in the agent’s response, demonstrating 263

its ability to generate adaptive and strategic offers. 264

3 Experiment 265

3.1 Dataset 266

Our method enables an LLM-based agent to oper- 267

ate without a specific training dataset. However, 268

our negotiation scenarios are based on the CaSiNo 269

dataset (Chawla et al., 2021), involving two par- 270

ticipants negotiating as campsite neighbors over 271

packages of food, water, and firewood with individ- 272

ual item preferences. The CaSiNo dataset is also 273

used to train the RL baseline; an example dialogue 274

and details are provided in Appendix C. 275

3.2 Agents Simulation 276

To evaluate the effectiveness of ASTRA, we con- 277

duct agent-to-agent simulations following prior 278

self-play and dyadic simulation studies (Abdelnabi 279

et al., 2024; Lewis et al., 2017a). We design di- 280

verse agent types, such as greedy and fair agents, 281

using both prompting and RL methods (Chawla 282

et al., 2023; Kwon et al., 2023). This approach 283

rigorously evaluates ASTRA’s robustness and adapt- 284

ability across diverse negotiation dynamics. For 285

our agent’s opponent modeling component and AS- 286

TRA’s decision-making, we use GPT-4o-mini and 287

GPT-4o1, respectively, while the partner agent is 288

powered by GPT-4o, Gemini-Flash2.0, and Claude- 289

3.5-Sonnet. Each case is simulated 100 times2. 290

For the baseline, we adopt three negotiation 291

agents with strong performance in the negotiation: 292

(1) the RL agent from Chawla et al. (2023), which 293

uses a two-stage RL approach with a tailored re- 294

ward function; (2) Pro-CoT(Deng et al., 2023), 295

which leverages Chain-of-Thought prompting to 296

strategically and proactively guide negotiations; 297

and (3) ICL-AIF(Fu et al., 2023), which iteratively 298

enhances its performance through AI feedback on 299

negotiation strategies. We compare their outcomes 300

with those of our ASTRA-powered agent. 301

As objective metrics for simulations, we assess 302

both individual and joint points and track walk- 303

away cases, as both agreements and strategic walk- 304

aways are key to effective negotiation. 305

1GPT-4o-mini (2024-07-18) & GPT-4o (2024-08-06)
2Code: https://github.com/DSincerity/ASTRA
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Players Evaluation Metric
Player-1

(P1)
Player-2

(P2)
Avg. Score (All)

(P1 vs P2)
Avg. Score (Agreement)

(P1 vs P2)
T-statstic
(Agreement)

Walk-Away (%)

Ours 20.69 vs 12.33 24.34 vs 14.50 17
Ours wo/ ASTRA 19.92 vs 16.16 20.75 vs 16.83 8.55* 4
RL Agent (Chawla et al., 2023) 18.86 vs 19.06 18.86 vs 19.06 9.49* 0
ICL-AIF (Fu et al., 2023) 17.39 vs 16.65 18.22 vs 17.75 13.27* 9
Pro-CoT (Deng et al., 2023)

Partner-Base

12.45 vs 12.53 17.84 vs 17.98 8.24* 42
Ours ICL-AIF 17.82 vs 12.28 21.95 vs 15.2 22
Ours Pro-CoT 14.52 vs 10.14 22.31 vs 15.17 31
Ours Partner-Greedy 3.65 vs 2.43 24.33 vs 16.20 85
Ours Partner-Fair 16.41 vs 9.05 25.24 vs 13.92 35

Table 1: Agent-to-agent simulation results. "Ours" denotes our negotiation agent powered by ASTRA. “All” includes
all negotiation cases, while “Agreement” includes only cases where an agreement was reached. Underlined scores in
the Avg. Score columns indicate a statistically significant advantage over the partner (P2), based on a paired T-test
(p < 0.001). Asterisks (*) indicate a significant score difference based on a T-test (p < 0.001) between Ours and each
baseline when paired with the same partner. Additional results with other LLMs are in Appendix Table 4.

3.3 Human Evaluations306

To complement simulation outputs, we conduct hu-307

man evaluations using a single subjective metric,308

Strategicness, which assesses how well an offer309

aligns with the agent’s goal of maximizing negotia-310

tion outcomes.311

Each evaluation instance includes an agent re-312

sponse and its dialogue history. We sample 50313

cases from simulation logs, balancing context314

length and negotiation type; integrative (players315

have opposing preference) and distributive (play-316

ers have the same preference). For each instance,317

two Partner Agent responses are generated from318

the same context. Each instance is then randomly319

assigned to one of two mutually exclusive test sets320

following a randomized design.321

Six expert annotators, knowlegeable in multi-322

issue bargaining, independently evaluate 50 cases323

each, with three annotators per set. They rate Strate-324

gicness on a four-point scale, based on how effec-325

tively each response advances the agent’s negotia-326

tion goal. An example is shown in Figure 10.327

4 Results328

4.1 Effect of ASTRA329

To evaluate ASTRA, we ran simulations comparing330

scenarios with and without it. As shown in Table 1,331

walk-away rates differed significantly. All walk-332

away cases stemmed from deadlocks where the333

partner agent refused concessions, prompting our334

agent to walk away strategically.335

Effectiveness was evaluated using agreement336

cases, excluding walkaways. Agent scores, com-337

puted as the inner product of obtained items338

and preference values, reflect negotiation success.339

Agents with ASTRA averaged 24.31 points, signif- 340

icantly outperforming those without it (20.75; t 341

= 8.55, p < 0.001), suggesting that ASTRA helps 342

secure an additional middle-priority item. All base- 343

lines, including the RL agent, achieved fair deals 344

but underperformed in utility maximization, show- 345

ing statistically significant score differences from 346

our agent (t-test, p < 0.001). 347

In simulations with personality-prompted Part- 348

ner Agents (e.g., greedy or fair), our agent consis- 349

tently and significantly outperformed opponents 350

in agreement cases (paired T-test, p < 0.001), 351

demonstrating robust performance across diverse 352

traits. This pattern held even against Pro-CoT and 353

ICL-AIF. Notably, walk-away rates were higher 354

than with the Base Partner Agent, reflecting our 355

agent’s strategic walk-away behavior (Section 2.2). 356

Personality-driven Partner Agents often showed 357

rigid negotiation patterns, with even fair-oriented 358

agents strictly adhering to their perceived fair deal. 359

We also demonstrate that our agent effectively 360

negotiates with partners powered by other state-of- 361

the-art LLMs. Our simulations with different LLM- 362

based agents yielded consistent results, highlight- 363

ing the robustness of the ASTRA-powered agent. 364

Additional results with other LLMs and agent simu- 365

lation examples are available in Appendix Tables 4, 366

7, and 8, with the latter showcasing ASTRA’s gen- 367

eralizability in a more complex new scenario with 368

additional and diverse issue types. 369

4.2 Dynamic Adjustment of lambda as a 370

Dynamic Reward for Strategic Adaptation 371

To adapt strategically to partner behavior, the agent 372

dynamically adjusts the λ parameter in LP objec- 373

tive, which balances self-interest and partner util- 374
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ity(e.g., λ near 1 prioritizes self-interest, while λ375

near 0 favors the partner’s utility).376

As shown in Figure 3, the agent dynamically ad-377

justs λ based on the partner’s stance. For a greedy378

partner, the agent prioritizes self-interest with λ379

values around 0.9. For a generous partner, it bal-380

ances both utilities with values around 0.3. For381

a neutral partner, it moderately incorporates the382

partner’s utility with values around 0.5.383

This dynamic adjustment aligns with the TFT384

principle, allowing the agent to generate more adap-385

tive and context-sensitive offers.386

4.3 Adaptive Tactic Selection Aligned with387

Partner Behavior388

The distribution of the agent’s chosen tactics in389

response to the partner’s behavior, considering fair-390

ness and stance, is shown in Figure 4. Overall, the391

agent prioritized the partner’s stance over fairness392

when selecting tactics, adaptively aligning its be-393

havior to match the partner’s stance. For example,394

competitive strategies were predominantly chosen395

for greedy or neutral partners, while collaborative396

strategies were more common for generous part-397

ners, aligning well with the TFT principle.398

However, when the partner maintained a fair but399

firm stance without further concessions, the agent400

occasionally adopted a collaborative strategy. Rec-401

ognizing the fairness of the offer, the agent strategi-402

cally conceded, even if not strictly following TFT,403

to encourage a reciprocal concession. These find-404

ings highlight that while the agent adapts to the405

partner’s stance, it also considers their cooperative406

tendencies, enhancing negotiation outcomes.407

4.4 Strategic Moves in Offer Scores408

We analyzed the agent’s moves in terms of stance409

and fairness by examining score changes in its410

offers. A shift to higher scores later in negotia-411

tion signals a greedier stance, potentially hindering412
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smooth agreement. To counter this, the agent was 413

guided to use an aggressive anchoring tactic early 414

on, followed by gradual concessions to ultimately 415

reach a favorable outcome. As shown in Figure 5, 416

the agent’s offers consistently remained at or below 417

prior ones, reflecting adherence to this instruction. 418

Against generous partners, the agent made an av- 419

erage concession of 2.3 points, a notable increase 420

compared to other cases. It conceded less in fair 421

settings than in unfair ones, becoming more cau- 422

tious as agreement approached. With greedy or 423

neutral partners, it rarely conceded, preserving its 424

advantage. In greedy stances, score changes were 425

minimal, and in unfair cases, no concessions were 426

made. However, in some fair cases, small conces- 427

sions were observed, likely as cooperative signals 428

to facilitate agreement. 429

4.5 Aligness between Tactic and Move 430

In the third stage of ASTRA, we analyzed how the 431

agent’s tactic choices shaped its moves throughout. 432

As shown in Figure 6, the agent opened with a high 433

initial offer (around 30 points), setting an ambitious 434

anchor. Subsequent moves varied by strategy: col- 435

laborative approaches led to slightly lower, more 436
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Figure 6: Analysis of Scores by Strategy Across Initial
and Subsequent Offers

generous offers (below 30), while competitive ones,437

like Aggressive Early Offer (AE), kept higher of-438

fers (above 30) to reinforce a firm stance.439

As negotiations progressed, the agent made mini-440

mal adjustments under competitive strategies, hold-441

ing firm to its stance, while collaborative strategies442

were more flexible, some allowing larger conces-443

sions. The Logrolling (LGR) tactic produced the444

largest concessions through trade-offs, while Re-445

ciprocal Concession (RC) led to varied but sub-446

stantial adjustments. These results show that the447

agent tailors its offers to its strategy, demonstrating448

ASTRA’s strategic, context-aware adaptability.449

4.6 Human Evaluation450

We conducted human evaluations to assess the451

Strategicness of agent responses, including offers,452

by determining whether they were strategically ben-453

eficial in maximizing its score, with each evaluator454

reviewing 50 samples. As shown in Table 2, our455

agent achieved an average score 0.93 points higher456

than the PartnerAgent. An independent t-test con-457

firmed that this difference was statistically signif-458

icant. This highlights that the agent’s offer-level459

decisions are sufficiently strategic and effective in460

maximizing its outcome to humans, reinforcing its461

strength in real-world negotiation.462

5 Discussion463

5.1 Ablation Study: Validating PAP and SA464

In the third stage of ASTRA (Equation 4), we con-465

ducted an ablation study to evaluate the effective-466

ness of PAP and SA and determine the optimal467

weight combination for selecting the final offer468

based on a weighted sum score. As shown in Ta-469

ble 3, the agent achieved the highest scores in both470

“All Cases” and “Agreement Cases” when α was471

set to 0.35 and β to 0.65.472

Interestingly, a trade-off emerged between the473

Model Mean (Std.) t-statstic (p-value)

Agent w/ASTRA 2.91 (1.04) 7.45∗∗∗

(p < 0.001)PartnerAgent 1.98 (1.1)

Table 2: Human evaluation results for the responses of
the two models.

agent’s and partner’s scores across different weight 474

combinations for “All Cases,” shaped by the rel- 475

ative weights of α, which reflects the opponent’s 476

likelihood of acceptance, and β, which guides the 477

agent’s strategic decision-making. This pattern is 478

evident in the bar chart in Appendix 9. Notably, 479

increasing α led to more favorable offers for the 480

opponent, reducing the walk-away rate. 481

These findings confirm that considering the 482

opponent’s perspective in offer selection helps 483

the agent achieve the best outcomes, reinforcing 484

the value of adaptive, opponent-aware decision- 485

making. 486

5.2 Optimality of Offers 487

The efficiency and optimality of offers selected by 488

ASTRA are evaluated using Pareto optimality. A key 489

concept in economics and decision theory, Pareto 490

optimality ensures that no party’s outcome im- 491

proves without reducing another’s (Hochman and 492

Rodgers, 1969). In negotiation, a Pareto-optimal 493

agreement means no better deal exists for one party 494

without disadvantaging the other. 495

As shown in Figure 7, green circles mark all 496

Pareto-optimal points. The blue points, repre- 497

senting ASTRA’s offers, closely align with the 498

Pareto Frontier, which defines all Pareto-optimal 499

outcomes. In contrast, red points, indicating the 500

partner agent’s offers, are often further from the 501

frontier. This shows that ASTRA not only priori- 502

tizes the agent’s advantage but also enhances over- 503

all utility, reinforcing its efficiency in achieving 504

Pareto-optimal outcomes. 505

5.3 Reasoning Deficiencies in LLM-Based 506

Negotiation Agents 507

In the agent-to-agent simulation with an LLM- 508

based Partner Agent operating solely on an instruc- 509

tional negotiation prompt, we identified reason- 510

ing errors leading to inconsistent behavior. As 511

shown in Appendix Table 9, one key issue is over- 512

specification in proposals, where explicit item quan- 513

tities exceed availability. Another occurs when the 514

Partner Agent accepts or proposes offers with lower 515

scores than those from our agent, contradicting its 516
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Weights All Cases Agreement Cases Rate Walk Away
Alpha Beta Avg. Agent Score Avg. Parter Score Avg. Aagent Score Avg. Partner Score

0 1 18.7 11.65 24.21 14.71 0.31
0.15 0.85 16.85 11.25 24.11 14.71 0.37
0.35 0.65 23.45 11.85 25.84 12.74 0.11
0.5 0.5 19.8 12.94 23.5 14.93 0.2
0.75 0.25 18.94 15.45 21.27 17.2 0.14

1 0 19.88 17.25 20.32 17.62 0.03

Table 3: Agent simulation results with Weights (Alpha and Beta) variation
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Figure 7: Negotiation Offers from Agents and Pareto
Optimality for the integrative case.

stated preferences. This reflects a failure to retain517

and apply preference information, resulting in irra-518

tional decisions and suboptimal choices.519

These errors highlight the LLM’s reasoning defi-520

ciencies in the MIB senario, where consistent pref-521

erence tracking and logical inference are essential.522

Such inconsistencies further underscore the need523

for ASTRA to address LLMs’ strategic reasoning524

limitations in negotiation.525

6 Related Works526

Negotiation Agent Prior negotiation agents in-527

clude supervised and RL-trained models based528

on human-human dialogue data (He et al., 2018;529

Chawla et al., 2021; Lewis et al., 2017a). While530

effective in simpler settings, these agents inherit531

human biases and limited rationality (Simon, 1990).532

Self-play RL approaches improve optimization but533

still rely on static reward structures and struggle534

to adapt strategically based on opponent behav-535

ior (Chawla et al., 2023), limiting their effective-536

ness in achieving optimal outcomes537

With LLMs’ strong language comprehension538

and reasoning abilities, LLM-based negotiation539

agents have shown promise in strategic decision-540

making through agent simulation in negotiation541

scenarios (Abdelnabi et al., 2023; Huang and Hadfi,542

2024; Bianchi et al., 2024; Chen et al., 2023). Re-543

cent work has explored ways to enhance LLMs’544

strategic reasoning through agent interaction and545

prompting (Gandhi et al., 2023; Fu et al., 2023; 546

Xia et al., 2024; Hua et al., 2024), though these 547

efforts have primarily focused on simpler single- 548

issue settings. In contrast, MIB scenarios demand 549

more complex reasoning and adaptive strategies. 550

Here, LLMs often produce irrational or suboptimal 551

offers, falling short not only of human-level reason- 552

ing but also of achieving the core negotiation goal 553

of outcome maximization (Schneider et al., 2023; 554

Kwon et al., 2024). 555

LLMs’ Action with Tooling Recent work has in- 556

tegrated external tools, such as APIs and function 557

calls, to enhance LLMs’ reasoning and decision- 558

making (Zhang et al., 2024b; Yao et al., 2022; Qin 559

et al., 2023). Building on this, we pioneer the use 560

of tooling in complex interactions like negotiation. 561

By integrating a linear programming solver as a 562

dynamic reward function for turn-level offer opti- 563

mization, we enhance LLM-based agents’ strategic 564

reasoning and adaptability. This advances research 565

on strategic decision-making in complex interac- 566

tive settings, including multi-issue bargaining. 567

7 Conclusion 568

We proposed ASTRA, an adaptive and strategic 569

framework for turn-level offer optimization, en- 570

abling agents to maximize its outcome. In the 571

challenging MIB scenario, ASTRA outperformed 572

baselines across diverse partner agents and was val- 573

idated through human evaluation as highly strate- 574

gic and effective in achieving negotiation goals. 575

Dynamic action with LP in ASTRA achieves the 576

adaptability of a reward-based framework without 577

training costs while ensuring Pareto-optimal of- 578

fers, providing an efficient and scalable solution 579

for strategic negotiation. ASTRA’s turn-level strate- 580

gies, optimal offers, and opponent behavior signals 581

enhance human decision-making in negotiation- 582

assistive systems. Future work will explore its 583

integration into coaching and decision-support ap- 584

plications, where ASTRA may serve not only as a 585

negotiation engine but also as a powerful tool for 586

guiding and improving human strategic behavior. 587
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8 Broader Impact and Ethical588

Considerations589

8.1 Datasets590

Our study uses a publicly available, anonymized591

negotiation dataset (Lewis et al., 2017a), ensuring592

compliance with its licensing terms, intended use,593

and ethical guidelines. The dataset is in English,594

and all simulations between the baseline and our595

agent were conducted in English. Since negotiation596

strategies can vary across cultures (Luo, 2008), our597

findings may not directly generalize to interactions598

conducted in other languages. We encourage fu-599

ture research to explore negotiation dynamics in600

multilingual settings, analyzing how agents trained601

in different languages interact and make strategic602

decisions. Our study serves as a foundational step603

in this direction, providing insights that can inform604

further investigations into culturally adaptive nego-605

tiation strategies.606

8.2 LLMs607

Our use of LLMs adhered strictly to their intended608

purpose and licensing terms, aligning with ethical609

and regulatory standards. Similar to recent stud-610

ies conducting LLM-based agent simulations, our611

approach ensures responsible and transparent eval-612

uation while maintaining compliance with opera-613

tional guidelines.614

8.3 Human Evaluation615

To assess the “Strategicness” of responses gener-616

ated by our models, we relied on six expert anno-617

tators with domain expertise. Given the complex-618

ity of negotiation dialogue evaluation, we priori-619

tized expert judgment over general crowdsourcing620

to ensure a more rigorous and informed assess-621

ment. Prior to participation, annotators were fully622

informed about the purpose of the evaluation and623

its potential impact, and their consent was obtained.624

8.4 Use AI assistant Tools625

We used AI-based tools such as ChatGPT for626

language refinement and assisting with code de-627

bugging and optimization. However, all concep-628

tual contributions, experimental designs, core al-629

gorithms, methodology, and final implementations630

were independently developed, reviewed, and vali-631

dated by the authors.632

9 Limitations 633

Our current work demonstrates the effectiveness of 634

our ASTRA framework in a single Multi-Issue Bar- 635

gaining (MIB) scenario involving three camping- 636

related items. Through enhanced adaptability and 637

strategic reasoning, our agent successfully nav- 638

igates negotiation dynamics within this setting. 639

However, this serves as a proof of concept, and 640

the framework can be scalably extended to other 641

negotiation and game-theoretic scenarios that can 642

be formulated using LP with more complex issue 643

spaces. 644

Additionally, due to the inherent limitations of 645

LLMs in reasoning under imperfect information 646

and complex interaction dynamics, our approach 647

currently optimizes LP-based offer generation by 648

adjusting specific LP parameters. As LLMs con- 649

tinue to advance in reasoning capabilities, future 650

work can explore fully dynamic LP problem for- 651

mulation within negotiation contexts, where the 652

LLM autonomously codes and adapts optimization 653

models in real-time. 654

Furthermore, while our human evaluation was 655

conducted at the turn level, assessing how effec- 656

tively ASTRA-generated offers contribute to strate- 657

gic goal achievement within a given negotiation 658

context, a crucial next step is to validate our agent’s 659

performance in direct interactions with human ne- 660

gotiators. This would provide deeper insights into 661

its real-world applicability. Moreover, as ASTRA 662

also functions as a negotiation coaching tool, fu- 663

ture work can assess how well it enhances human 664

negotiators’ performance by providing actionable 665

feedback and optimized offer suggestions through- 666

out the negotiation process. 667
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A Components in Negotiation dialogue884

System885

A.1 Partner Preference Consistency Checker886

In negotiation, a player’s score is calculated as the887

inner product of item quantities obtained and their888

preferences. The agent predicts the partner’s score889

using inferred partner preferences (IPP), which are890

critical for generating strategic offers. A Consis-891

tency Checker ensures the IPP aligns with the part-892

ner’s behavior, identifying inconsistencies in two893

cases:894

1) when the partner’s score from their offer at895

time t ( S
P,(t)
p ) is lower than their score from896

the agent’s offer at time t-1 ( S
A,(t−1)
p ), indicat-897

ing S
P,(t)
p < S

A,(t−1)
p ).898

2) when the partner’s utterances explicitly contra-899

dict the current IPP, such as expressing Vfood >900

Vwater while IPP suggests Vfood < Vwater.901

Upon detecting inconsistency, the agent recalcu-902

lates the IPP using updated information from the903

partner’s utterances and offers, ensuring accurate904

predictions and strategic decision-making.905

A.2 First Stage in ASTRA906

In determining fairness (see Equation 1), we rely907

on insights from prior literature. Perceptions of908

unfairness in reward distribution generally arise909

when an individual’s share falls below 20–30% of910

the total. The inequity aversion model proposed911

by Fehr and Schmidt (1999) specifies a theoretical912

acceptance threshold given by s = α
1+2α , where α,913

typically ranging from 0.3 to 0.75, captures sensi-914

tivity to disadvantageous inequality. This results915

in a predicted cutoff between 15% and 28% of the916

total allocation. Empirical findings from ultimatum917

game studies (Güth et al., 1982; Bereby-Meyer and918

Niederle, 2005) are consistent with this prediction,919

showing that offers below 20% are rejected in ap-920

proximately 50% of cases.921

To accommodate individual variation in in-922

equity sensitivity, we conservatively set the fairness923

threshold at 35% of the total score (i.e., θf = 4, cor-924

responding to a 4-point difference from the coun-925

terpart), which clearly exceeds both theoretical and926

empirical thresholds and constitutes a practically927

acceptable division.928

A.3 Second Stage in ASTRA929

In the second stage of ASTRA, the agent uses an LP930

solver to generate optimal offers based on the nego-931

tiation context. Figure 8 shows the Python function 932

used for turn-level offer optimization, incorporat- 933

ing dynamically adjusted parameters derived from 934

the partner’s behavioral signals. 935

A.4 Third Stage in ASTRA 936

For the PAP in the third stage, we assign weights to 937

TS and SI to compute the PAP score. To determine 938

an appropriate weighting scheme, we implemented 939

separate Virtual Partner Agents (VPAs) within AS- 940

TRA for each weight combination and ran 50 agent- 941

to-agent simulations per VPA setting. Given that 942

the final score (TS) has a stronger impact on the 943

partner agent’s decisions, we prioritized it by test- 944

ing higher weights, specifically 0.5, 0.75, and 1.0, 945

relative to SI. Based on the experimental results, 946

we selected weights of 0.75 (w) for TS and 0.25 for 947

SI. 948

TS weight
(w)

SI weight
(1-w)

Avg. Score-All
(P1 vs P2)

Avg. Score-Agree.
(P1 vs P2)

0.5 0.5 19.71 vs 13.04 21.67 vs 14.11
0.75 0.25 20.69 vs 12.33 24.34 vs 14.50
1.0 0.0 20.51 vs 12.8 24.03 vs 15

Table 5 illustrates various tactics used in the 949

third stage for strategic offer assessment, along 950

with detailed descriptions specifying what, when, 951

and how each tactic is applied. 952

B Agent simulations 953

To demonstrate the effectiveness of our agent in 954

negotiations with various partner models, we con- 955

ducted 50 negotiation simulations for each partner 956

agent based on different LLMs. As shown in Ta- 957

ble 4, our agent consistently outperformed its coun- 958

terparts, achieving significantly higher scores when 959

negotiating with state-of-the-art proprietary LLMs, 960

including Gemini-2.0-Flash and Claude-3.5. These 961

results align with the findings reported in Table 1, 962

further validating the robust performance of the 963

ASTRA-powered agent across diverse partner mod- 964

els. 965

Table 7 shows a simulation between our ASTRA- 966

powered agent and a partner agent in a standard 967

multi-issue bargaining scenario, demonstrating AS- 968

TRA’s ability to strategically adapt its offers. Ta- 969

ble 8 extends this to a more complex setting with 970

four heterogeneous issue types—integer, categori- 971

cal, and binary—highlighting the framework’s gen- 972

eralizability and robustness with minimal modifica- 973

tion. Finally, Table 9 presents representative errors 974

from the partner agent, illustrating the limitations 975
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of LLM-based reasoning when utility structure and976

constraints are not explicitly modeled.977

Players Evaluation Metric

Player-1
(P1)

Player-2
(P2)

Avg. Score
All

(P1 vs P2)

Avg. Score
Agreement
(P1 vs P2)

Walk
Away (%)

Ours GPT-4o 20.08 vs 11.97 24.34 vs 14.50 17%

Ours
Gemini-
Flash-2.0

25.07 vs 13.75 25.71 vs 14.12 2.50%

Ours
Claude-3.5

Sonnet
20.45 vs 12.7 24.05 vs 14.94 15%

Table 4: Agent Simulation results with other LLMs as
the Partner Agent

C Dataset978

We utilize the CaSiNo dataset to set up agent simu-979

lation scenarios and to train our RL negotiation980

agent as a baseline. As shown in the Table 6,981

CaSiNo is a corpus consisting of 1,030 dialogues982

specifically designed for automated negotiation re-983

search. The dialogues involve two participants act-984

ing as campsite neighbors negotiating food, water,985

and firewood packages for a camping trip. Each986

item (food, water, firewood) is randomly assigned987

a priority (high, medium, low) per participant. Ne-988

gotiators aim to maximize their individual points,989

with high, medium, and low priority items worth990

5, 4, and 3 points, respectively. The dataset also991

includes annotations for negotiation strategies, cat-992

egorized as either prosocial behaviors (e.g., small-993

talk, empathy) or proself behaviors (e.g., under-994

valuing the partner, emphasizing one’s own needs).995

However, we did not use these strategy annotations996

when training our RL baseline model. Detailed997

examples from the dataset can be found in (Chawla998

et al., 2021).999

D Baselines1000

We implement the baseline models following the1001

original methods proposed in their respective pa-1002

pers. For the RL agent in particular, we leverage1003

state-of-the-art RL algorithms to build a stronger1004

and more competitive baseline. The implementa-1005

tion details of each baseline are described below.1006

D.1 RL Agent1007

We adopt the approach from Chawla et al. (2023),1008

which refines Lewis et al. (2017a)’s method by1009

training a selfish RL agent using a reward func-1010

tion centered on self-interest. To enhance language1011

capabilities, we fine-tune the pre-trained Flan-T51012

model3 on the CaSiNo dataset instead of training 1013

an Recurrent Neural Network (RNN) from scratch. 1014

We also replace their REINFORCE algorithm with 1015

the more advanced Proximal Policy Optimization 1016

(PPO) (Schulman et al., 2017) for improved opti- 1017

mization. 1018

We train our RL agent using a two-stage self- 1019

play framework. In Stage 1, we fine-tune the 1020

model (i.e., Flan-T5-Base (2.5M)) in a super- 1021

vised manner on the Casino dataset with an 8/1/1 1022

train/validation/test split. The model is trained for 1023

10 epochs with a learning rate of 5e-5, using a lin- 1024

ear learning rate scheduler and a batch size of 16. 1025

Optimization is performed with AdamW. 1026

In Stage 2, we refine the agent using PPO 1027

with self-play, where the fine-tuned model iterates 1028

across diverse agent-partner preference combina- 1029

tions per epoch. The policy is trained for 15 epochs 1030

with a batch size of 8 and a clip ratio of 0.2. All 1031

models are trained on A100 GPUs. 1032

D.2 Pro-CoT 1033

Following the approach by Deng et al. (2023), we 1034

prompt the negotiation agent (based on GPT-4o) 1035

to generate descriptive thoughts outlining its inter- 1036

mediate reasoning and planning steps for achiev- 1037

ing negotiation goals (e.g., maximizing its score), 1038

using a Chain-of-Thought prompting scheme. In 1039

particular, the agent is guided to proactively and 1040

strategically lead the dialogue by generating an ap- 1041

propriate strategy and dialogue action in the given 1042

context. 1043

D.3 ICL-AIF 1044

Following Fu et al. (2023), we introduce an AI 1045

feedback loop where, at the end of each negotiation 1046

session, a Critic model (based on GPT-4o) provides 1047

feedback on the previous dialogue to improve the 1048

agent’s performance. The negotiation agent incor- 1049

porates both the prior negotiation history and the re- 1050

ceived feedback as in-context demonstrations, and 1051

then proceeds to negotiate again under the same set- 1052

ting. After each session, the Critic suggests three 1053

strategies, and this process is repeated for three 1054

iterations. The highest score achieved across the 1055

three sessions is considered the agent’s final perfor- 1056

mance. 1057

3https://huggingface.co/google/flan-t5-base
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E Abaltion Study1058

Figure 9 visualizes the impact of adjusting weights1059

(i.e., α and β) between Partner Acceptance Proba-1060

bility (PAP) and Strategy Assessment (SA) Score1061

in ASTRA’s third stage, based on agent simulation1062

results.1063

F Human Evaluation1064

To evaluate the effectiveness of the agent and pro-1065

posed framework, expert annotators with negotia-1066

tion knowledge were each given a set of 50 ques-1067

tionnaires via Qualtrics. An example of the ques-1068

tionnaire can be found in Figure 10.1069
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Function of Linear Programming Solver

def solve_LP(max_point, lambda, agents_value, partner_value):
"""
Solves a Linear Programming problem for the given parameters.
Args:
max_point (int): Maximum points the agent can get.
lambda (float): Lambda balancing both parties' objectives. [0-1]
agents_value (dict): Agent's values for food, water, and firewood.
partner_value (dict): Partner's values for food, water, and firewood.
Returns:
tuple: A tuple containing the calculated scores and item allocations.
"""
import pulp

A_vals, B_vals = agents_value, partner_value
A_F, A_W, A_FW = A_vals['food'], A_vals['water'], A_vals['firewood']
B_F, B_W, B_FW = B_vals['food'], B_vals['water'], B_vals['firewood']

# Define the LP problem
problem = pulp.LpProblem("Maximize_Points", pulp.LpMaximize)

# Define variables
X = pulp.LpVariable("X", 0, 3, cat='Integer') # Food agent gets
Y = pulp.LpVariable("Y", 0, 3, cat='Integer') # Water agent gets
Z = pulp.LpVariable("Z", 0, 3, cat='Integer') # Firewood agent gets

# Objective function
objective = (
(A_F * X + A_W * Y + A_FW * Z) +
(1 - lambda) * ((B_F * (3 - X) + B_W * (3 - Y) + B_FW * (3 - Z)))
)
problem += objective

# Constraints
problem += A_F * X + A_W * Y + A_FW * Z <= max_point,
problem += A_F * X + A_W * Y + A_FW * Z >= 10,
problem += B_F * (3 - X) + B_W * (3 - Y) + B_FW * (3 - Z) >= 5,

# Solve the problem
problem.solve()

return X.varValue, Y.varValue, Z.varValue # Solution

Figure 8: Python function for LP solver execution in ASTRA
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Turn-level Colloabrative Tactics

Initial Concession
(LIC)

When Early in the negotiation; no initial concessions have been made.
How Make a significant concession, giving the partner something they highly value.
Why Signals cooperation and encourages reciprocal concessions.

Continued-Smaller
Concessions (CSC)

When After a large concession, if the partner responds with a small or no concession.
How Make a smaller concession
Why Maintains cooperation and encourages continued reciprocity.

Reciprocal Concessions
(RC)

When The partner makes a significant concession
How Respond with a concession
Why Rewards cooperation and promotes fair exchanges.

Logrolling (LGR)
When Anytime in the negotiation.

How
Trade items based on relative importance
- give what they value less in exchange for what you value more.

Why Maximizes joint gains and fosters win-win outcomes.

Mutual Gain
Focus (MGF)

When The partner’s latest offer gives them a higher score than yours.
How Adjust the offer to improve mutual benefits, emphasizing fairness.
Why Builds cooperation and encourages a collaborative environment.

Turn-level Competitive Tactics

Aggressive Early
Offers (AEO)

When At the start of negotiation, before many offers are exchanged.
How Make highly self-favorable offers
Why Establishes a strong position, allowing room for later concessions.

Response to Extreme
Offer (REO)

When The partner makes an extremely selfish offer
How Counter with a highly self-favorable offer, matching their approach.
Why Discourages extreme demands and promotes fairness.

No Concession
Response (NCR)

When The partner remains firm, making no concessions in their last two offers.
How Stop conceding and hold your position
Why Prevents exploitation and maintains negotiation balance.

Reject Negative
Concession (RNC)

When The partner’s last two offers increased their own score
How Maintain your position without making further concessions.
Why Signals resistance to unfair demands and encourages balance.

Table 5: Description of various turn-level tactics used in the strategic assessment of ASTRA 3rd stage. Useful
negotiation tactics (Kelley, 1996; Baarslag et al., 2016) are operationalized at the turn level for offer proposals.
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Preference & Arguments

P1
[High] Water: We like to go on runs and it increases the need of this.
[Medium] Food: Food overall is a good mood booster.
[Low] Firewood: We do not care for fire and it is not necessary to us.

P2
[High] Food: Food really increases everyone’s morale.
[Medium] Firewood: We like to have a large fire.
[Low] Water: We don’t drink water that often.

Speaker Conversation
P1 How are you today? Did you have any preferences on the supplies we will be trading?

P2
I am good. How about yourself? I think I would like some firewood to start off with.
We like to have bigger fires. What about you?

P1
I am good as well.
That is good to hear that you like to have bigger fires as we don’t care much for that.
We would much rather have some extra water.

P2
Water is a little important to us too though,
if possible maybe we can split that or maybe we can get some more food in replacement.

P1 That may be possible.... What did you have in mind for the food replacement?
P2 You can have all the water if we can have all the food?

P1
I dont think I am okay with that. Food is essential to our groups morale when camping.
We would like 1 additional food preferably.

P2
Well you guys did say you did not care much about large fires.
What if you gave all the firewood in replace for the water and you can still keep 1 food?

P1 So I would get 3 water and 1 food and youd get 3 firewood and 2 food?
P2 Yea that seems like an alright trade to me.
P1 Hmm... alright then
P2 Submit-Deal

Table 6: An example of negotiation setting and dialogue from Chawla et al. (2021)
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Score Partner Behavior
Speaker Conversation

Agent Partner Joint Fairness Stance
Selected
strategy

[Integrative Case]
NegoAgent priorities: Food=High (5), Water=Middle (4), Firewood=Low (3)

PartnerAgent priorities: Food=Low (3), Water=Middle (4), Firewood=High (5)
PartnerAgent Hello! let’s start the negotiation!

NegoAgent
Glad to kick off our negotiation! You mentioned your priorities earlier, which is great to know.
To clarify, could you tell me what your highest priority item is? (Asking Preference)

PartnerAgent
I appreciate your interest in understanding my priorities. My highest priority is firewood.
I’d love to hear about your priorities as well so we can find a beneficial agreement.

NegoAgent
Thanks for sharing your highest priority! It’s interesting that firewood is at the top for you.
Just to clarify, is food your least favorite item in this negotiation? (Asking Preference)

PartnerAgent
Yes, food is my least preferred item in this negotiation. Could you tell me more about your priorities?
That might help us reach a mutually beneficial agreement.

NegoAgent

Considering your priority on firewood, I suggest that we agree on an offer where I take all 3 food,
all 3 water packages, and 1 firewood package. This way, you’ll still receive 2 firewood packages,
which should help satisfy your needs, while I ensure we have ample food and water for our trip.
What do you think? (Offer)

30 10 40 Unk. Unk. AIO

PartnerAgent

I understand where you’re coming from.
However, I would still need some water for balance in our supplies.
How about I take 2 firewood, 2 water, and 1 food, while you take 2 food, 1 water and 1 firewood?
This way, we both get what we value.

17 21 38 Unfair Neu.

NegoAgent

I appreciate your suggestions so far, and I understand your needs for water and firewood.
I propose that I take all 3 food packages, all 3 water packages, and 1 firewood package.
This way, you will still receive 2 firewood packages, which aligns with your highest priority.
I believe this arrangement provides a good balance of supplies for both of us. What do you think?
(Counter Offer)

30 10 40 AEO

PartnerAgent

I understand your position well, and I truly value a fair deal.
Given your proposal, how about I take 2 firewood, 2 water, and 1 food while you take the 3 food items
and 1 firewood?
This would give you the majority of the food you seek and some firewood while ensuring
I have a fair share of the items important to me, particularly the firewood and water.
Let me know what you think!

17 21 38 Unfair Neu.

NegoAgent

I appreciate your willingness to negotiate, and I think we can reach a great agreement.
I propose that I take all 3 food packages, all 3 water packages, and 1 firewood package.
This way, you would receive 2 firewood packages.
I believe this allocation balances our needs and ensures we have a good supply for the trip.
Let me know your thoughts! (Counter Offer)

30 10 40 NCR

PartnerAgent

I appreciate your clear preferences for food and water.
To find a common ground, I propose that I take 2 firewood, 1 water, and 2 food,
while you take 1 firewood, 2 food, and 2 water.
This adjustment gives you more water while I maintain my priority on firewood.
Let me know if this works for you.

16 20 36 Unfair Gen.

NegoAgent

Thank you for your continued collaboration in this negotiation.
Given our discussions and understanding of each other’s priorities,
I propose that I take all 3 food packages, 2 water packages, and 1 firewood package.
This means you would receive 2 firewood and 1 water package, which should still support your needs
for firewood while allowing me to gather adequate food and water for our trip.
I believe this arrangement strikes a fair balance. What are your thoughts? (Counter Offer)

26 14 40 RC

[ASTRA: Offer selection]
» Fairness=unfair, Stance=generous | LP parameters: max_bound=30, lambda=0.3
» Selected Strategy: RC
» Offer candidates:
Offer (0): (30: f=3 w=3 fw=1) | Final Score: 0.10 | PAP: 0.3 (TS: 0.22 SI: 0.5) | SA: 0.0
Offer (1): (27: f=3 w=3 fw=0) | Final Score: 0.66 | PAP: 0.5 (TS: 0.46 SI: 0.6) | SA: 0.75
Offer (2): (26: f=3 w=2 fw=1) | Final Score: 0.85 | PAP: 0.56 (TS: 0.52 SI: 0.64) | SA: 1.0
Offer (3): (23: f=3 w=2 fw=0) | Final Score: 0.59 | PA: 0.75 (TS: 0.76 SI: 0.74) | SA: 0.5
Offer (4): (22: f=3 w=1 fw=1) | Final Score: 0.39 | PAP: 0.64 (TS: 0.6 SI: 0.72) | SA: 0.25
» **Finally Selected Best Offer** : (26: f=3 w=2 fw=1)

PartnerAgent

Based on your latest proposal, I understand your higher priority for food and water.
I propose the following: I receive 2 firewood packages, 2 water packages, and 0 food,
while you receive all 3 food packages, 1 water package, and 1 firewood package.
This way, I maintain my priority on firewood and water while you get the food packages you value.
Let me know if this works for you!

22 18 40 Fair Gen.

NegoAgent

Thank you for your proposals so far. Based on our discussions, I would like to suggest that
I take all 3 food packages and 2 water packages, while you receive 0 food packages, 1 water package,
and 3 firewood packages.
I believe this arrangement supports my need for adequate food and water
while still respecting your priority on firewood.
Let me know your thoughts on this proposal! (Counter Offer)

23 19 42 RC

PartnerAgent ACCEPT-DEAL

Table 7: Example simulation dialogue between the NegoAgent with ASTRA framework and Partner Agent. Red
brackets indicate the response mode for each turn, while the blue text represents the corresponding utterance.
Additionally, in ASTRA, the inferred behavioral signals of the Partner Agent (i.e., Fairness and Stance) and the final
selected strategy for adaptive decision-making are provided. Here, Unk. stands for Unknown, Neu. for Neutral, and
Gen. for Generous.
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Senario Description
Scenario:
Joint Research Resource Allocation

Description:
Two researchers are negotiating the allocation of limited resources for a joint research project.
The available resources consist of 5 units of experimental equipment, 5 research staff members,
a shared lab environment (computer, chemistry, or biology), and the possibility of using the lab over the weekend.

Each participant has different priorities regarding these resources.
The agent and the partner each assign distinct levels of importance to four key issues:
1. Equipment (E) (integer, 0-5): Number of experimental tools allocated to each party.
2. Staff (S) (integer, 0-5): Number of data collection personnel assigned.
3. Lab Type (L) (categorical): Shared lab environment chosen from computer, chemistry, or biology.
4. Weekend Use (W) (binary): Whether the lab is available for weekend use (True or False).

Variable Adjustment in LP Solver
def calculateBestOfferFromLP(maximum_value, lambda_value, agents_value, partner_value):
...
problem = pulp.LpProblem("Research_Allocation", pulp.LpMaximize)

# Integer Issue
E = pulp.LpVariable("Equipment", 0, 5, cat=’Integer’)
S = pulp.LpVariable("Staff", 0, 5, cat=’Integer’)

# Categorial Issue
L_computer = pulp.LpVariable("L_computer", 0, 1, cat=’Binary’)
L_chemistry = pulp.LpVariable("L_chemistry", 0, 1, cat=’Binary’)
L_biology = pulp.LpVariable("L_biology", 0, 1, cat=’Binary’)
problem += L_computer + L_chemistry + L_biology == 1

# Binary Issue
W = pulp.LpVariable("WeekendUse", 0, 1, cat=’Binary’)
...

Issue Priority (value)

NegoAgent

[High (4)]: Staff
[Medium-High (3)]: Equipment
[Medium-Low (2)]: Lab (High (1)=Biology, Medium (0.6)=Chemistry, Low (0.2)=Computer)
[Low (1)]: Weekend

PartnerAgent

[High (4)]: Equipment
[Medium-High (3)]: Weekend
[Medium-Low (2)]: Staff
[Low (1)]: Lab (High (1)=Computer, Medium (0.6)=Chemistry, Low (0.2)=Biology)

Context
Speaker Utterance Partner Score Agent Score

...

PartnerAgent
I’d like to take 4 pieces of equipment, 3 staff, use the computer lab, and include weekend access.
The computer lab is more suitable for my work, and I really need weekend access.

26 12.4

NegoAgent
You’re taking too much equipment. I value research staff more, so I will take 4 staffs.
But I need at least 2 units of equipment. Let’s switch to the biology lab instead.
I’m okay with weekend access.

17.2 25

PartnerAgent
Biology gives me the least value, so how about we compromise with the chemistry lab?
I’ll reduce to 3 equipment and 3 staff.

21.6 16.2

NegoAgent Well. . . how about I take 1 piece of equipment and just 4 staff members, and we use the biology lab? 21.2 22
[ASTRA: Offer selection]
» Fairness=unfair, Stance=generous | LP parameters: max_bound=23, lambda=0.7
» Selected Strategy: RC
» Offer candidates:
Offer (1): (23: E=4 S=2 L=biology W=True)
Offer (2): (23: E=0 S=5 L=biology W=True)
Offer (3): (22: E=5 S=1 L=biology W=True)
Offer (4): (22: E=1 S=4 L=biology W=True)
Offer (5): (21: E=0 S=5 L=computer W=True)
Offer (6): (21: E=2 S=3 L=biology W=True)
Offer (7): (20: E=1 S=4 L=computer W=True)
» Finally Selected Best Offer :
(22: E=1 S=4 L=biology W=True) | Final Score: 0.89 | PAP: 0.69 (TS: 0.72 SI: 0.58) | SA: 1

Table 8: Demonstration of ASTRA in an extended negotiation scenario. This scenario involves four issues with
diverse types (integer, categorical, binary), exceeding the complexity of CaSiNo (Chawla et al., 2021). With minimal
adaptations to the LP solver, ASTRA remains effective and generalizable.
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Speaker Conversation Error type

..

PartnerAgent

I appreciate your consideration. Here’s a revised offer that might work for both of us:
I will take 3 firewood, 1 food, and 1 water, while you will take 3 food and 2 water.
This way, you get all the food and most of the water, and I maintain my priority for firewood.
Let me know your thoughts on this proposal.

Item
Mis-Specification
(Over-Specified)

...

PartnerAgent Hello! let’s start the negotiation!

NegoAgent
Hello! It’s great to start the negotiation. I appreciate your readiness to jump right into things.
Since we haven’t discussed priorities yet, could you let me know what your highest priority
item is?

Preference
Inconsistency

PartnerAgent
I’ll take 3 firewood, 2 water, and 1 food.
This gives me the maximum from my highest valued item, firewood.
Could you let me know what your priorities are so we can ensure both of our needs are met?

NegoAgent
Thank you for sharing your initial item choices! I see that you’ve prioritized firewood as
your highest valued item.
To finalize our discussion, could you clarify if food is your lowest priority?

PartnerAgent
Yes, food is my lowest priority because it provides the least value to me.
Could you tell me your top priority so we can try to find a middle ground?
...

NegoAgent

Taking into account our needs, I propose that I take 3 food packages, 2 water packages, and
no firewood. This way, I will have enough food and water for our trip.
Consequently, you would receive 0 food, 1 water, and 3 firewood packages. (Score: 19)
I believe this reflects a fair distribution given the situation. What are your thoughts on this?

PartnerAgent
I propose that I take 2 firewood, 1 water, and 1 food package. (Score: 17)
You would then have 3 food, 2 water, and 1 firewood package.
This will ensure a balanced distribution based on both of our priorities. How does this sound?

[ Consistency
Checker ]

Inconsistency detected: partner score in agent offer (19) > partner score in partner offer (17)

NegoAgent

Thank you for your continued engagement in this discussion!
From our chat, it seems like your priorities are different from what I thought.
Could you clarify what your highest priority item is?
Is it firewood, or do you have another item in mind that you value more?
...

Table 9: Error cases from the PartnerAgent in the agent-to-agent simulations. Here, NegoAgent refers to our agent
utilizing ASTRA.
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Figure 9: Score and Walk-Away ratio with Weight variations

Figure 10: Example Questionnaire Used in Qualtrics for Human Evaluation

21


	Introduction
	Methods
	Components for Opponent Modeling
	Response Modes
	Offer Optimization with ASTRA

	Experiment
	Dataset
	Agents Simulation
	Human Evaluations

	Results
	Effect of ASTRA
	Dynamic Adjustment of lambda as a Dynamic Reward for Strategic Adaptation
	Adaptive Tactic Selection Aligned with Partner Behavior
	Strategic Moves in Offer Scores
	Aligness between Tactic and Move
	Human Evaluation

	Discussion
	Ablation Study: Validating PAP and SA
	Optimality of Offers
	Reasoning Deficiencies in LLM-Based Negotiation Agents

	Related Works
	Conclusion
	Broader Impact and Ethical Considerations
	Datasets
	LLMs
	Human Evaluation
	Use AI assistant Tools

	Limitations
	Components in Negotiation dialogue System
	Partner Preference Consistency Checker
	First Stage in ASTRA
	Second Stage in ASTRA
	Third Stage in ASTRA

	Agent simulations
	Dataset
	Baselines
	RL Agent
	Pro-CoT
	ICL-AIF

	Abaltion Study
	Human Evaluation

