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Abstract

This paper proposes a Large Language Model001
(LLM)-based framework to generate paper’s002
related work section, incorporating perspec-003
tives valued by researchers. While LLMs ex-004
cel at summarization, ambiguous instructions005
limit the clarity of a generated related work006
section for researchers. Through the surveys,007
we identified the preferred perspectives for a008
related work section: “categorization”, “com-009
parison”, and “pointing out problems”. We010
incorporate these perspectives into a prompt011
with few-shot examples. Furthermore, to pro-012
vide the framework with explainability and aid013
in the fact-checking, we have the LLM select014
salient sentences from cited papers to extract015
evidences. Experimental results with human016
evaluation demonstrate that the generated re-017
lated work section tends to be preferred over018
human-written ones and has fewer hallucina-019
tions. Our codes and the dataset we collected020
are available at https://anonymous.021
4open.science/r/anony_rwg/.022

1 Introduction023

Scholarly papers serve as one of the most essen-024

tial cornerstones in the development of science and025

technology (Doumont et al., 2014). Papers clearly026

convey new discoveries and ideas, being crucial027

means for the accumulation of human knowledge.028

Within sections of papers, the “Related Work”029

plays a pivotal role for it. A related work sec-030

tion not only presents a list of existing research but031

also provides the context for the current work. For032

authors, the related work section entails extensive033

reading, sorting, and analyzing numerous publica-034

tions, making it a laborious and time-consuming035

task.036

To alleviate this situation, recent studies focus037

on the task of “related work section generation” (Li038

and Ouyang, 2022). The field of this research is pi-039

oneered by Hoang and Kan (2010), and researchers040

utilize the natural language processing (NLP) tech-041

niques to generate related work sections. From the 042

viewpoint of how a related work section is crafted, 043

existing studies are roughly classified into the ex- 044

tractive and abstractive ones. The extractive meth- 045

ods identify the key sentence of cited papers based 046

on importance scores and generate the related work 047

section by concatenating sentences (Deng et al., 048

2021; Hu and Wan, 2014). In the abstractive meth- 049

ods, authors mainly utilize Transformer (Vaswani 050

et al., 2017)-based architectures and try to summa- 051

rize the contents of cited papers (Liu et al., 2023; 052

Chen et al., 2022, 2021). While these models can 053

explain crucial aspects of the methodology, the 054

generated style of sentences reflects the average 055

of training data. In typical research papers, the 056

related work section exhibits variations, including 057

straightforward enumerations, and scattered claims 058

with similarities. Thus, the output sentence style 059

may not be optimal for readers (researchers). Since 060

scholarly papers are meant for humans so far, we 061

believe that explicitly capturing the writing style 062

preferred by the researchers is crucial. 063

Large language models (LLMs) like ChatGPT 064

(OpenAI, 2023a) shed light on this perspective. By 065

teaching its role, LLMs can change its behavior 066

depending on the prompts. According to the report, 067

the text summarization capability of GPT-4 is on 068

per with human-level performance (Pu et al., 2023). 069

However, as mentioned in Section 4.3, GPT-4 tends 070

to just enumerate methodologies when we simply 071

instruct it to output a related work section, which is 072

not achieving human-satisfactory level. Creating a 073

prompt explicitly tailored for this task is required. 074

In this paper, we propose a LLM-based frame- 075

work to generate related work section, which incor- 076

porate perspectives valued by researchers. Figure 1 077

illustrates the main idea of the proposed frame- 078

work. As shown in this figure, some important 079

perspectives for a related work section is instructed 080

to LLM via a prompt. To identify the perspec- 081

tive researchers value, we conduct two surveys. 082
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First one is a questionnaire based survey. We083

asked researchers to itemize what they are care-084

ful about when writing a related work section using085

a free-response format. As a result, we identify086

five perspectives “Quality”, “Freshness”, “Catego-087

rization”, “Comparison”, and “Problem”. In the088

second survey, we investigate papers published in089

the top conference to verify the above result. As090

we expected, these five perspectives are covered091

at a high rate in many papers. In particular, we092

focus on three perspectives –categorization, com-093

parison, and problem– that can be explicitly in-094

structed to LLMs. We incorporate them into a095

prompt with few-shot examples. Additionally, we096

concentrate on the hallucination problem, wherein097

the output of the LLM includes incorrect sentences098

(Ji et al., 2023; Bang et al., 2023; Cao et al., 2018;099

Azaria and Mitchell, 2023). To assist users in fact-100

checking, we adopt a mechanism into a prompt101

to extract evidence from cited papers, providing102

the framework with explainability. Finally, through103

the experimental results with human evaluation, we104

demonstrate that the generated related work section105

tends to be preferred over human-written sections106

and has fewer hallucinations.107

The contributions of this paper are as follows:108

• We identify the perspectives needed in a re-109

lated work section via surveys. The results110

are useful for not only researchers engaging111

in generating related work sections, but also112

researchers who would like to write a good113

related work section.114

• Based on findings of surveys, we propose115

LLM-based framework that can generate a re-116

lated work section for given cited papers. To117

the best of our knowledge, this is the first pa-118

per which demonstrates the possibility that the119

generated related work section outperforms120

human-written one through the human evalua-121

tion.122

• For the development of this research field, we123

make our codes and the collected dataset pub-124

licly available.125

The rest of this paper is organized as follows.126

We describe the preliminaries in Section 2. The127

proposed framework is presented in Section 3. Sec-128

tion 4 demonstrates the experimental results of hu-129

man evaluations. Section 5 is the related work130

section, which is composed of the output of the131

proposed framework. In Section 6, we discuss the 132

output related work section. Finally, we conclude 133

the paper in Section 7. 134

2 Preliminaries 135

In our framework, we use contents of existing pa- 136

pers to generate a related work section. To clarify 137

the paper we focus on, we use two terms, target 138

paper and cited papers by following Chen et al. 139

(2022). A target is the paper in which a related 140

work section is generated. Cited papers are referred 141

in the related work section of a target paper. 142

As the contents of papers, we use each paper’s 143

introduction. Since introductions generally include 144

the essential information of papers, we believe that 145

an effective related work section can be generated 146

from them. Considering usability, we adopt an in- 147

context learning approach. In this manner, we do 148

not fine-tune the model and opt for GPT-4-turbo 149

(OpenAI, 2023b) as a backbone LLM, leveraging 150

few-shot prompting (Brown et al., 2020). 151

Formal definition of our work is as follows. Let 152

nc represent the number of the cited papers. Given 153

the set of the information (title, author names, and 154

introduction) of cited papers C = {cinfoj | 1 ≤ j ≤ 155

nc} and that of a target paper tinfo, our goal is to 156

find a prompt p such that a generated related work 157

section sentence R̂target = LLM(C, tinfo | p) is 158

well preferred by researchers. To generate R̂target, 159

existing works often use the set of actual related 160

work sections Rtrain = {Rk | 1 ≤ k ≤ ntrain} as 161

the ground truth data for training, where ntrain is 162

the large number of training samples. On the other 163

hand, we use few-shot examples of related work 164

sections instead of using Rtrain. 165

Note that there is a research field dedicated to 166

efficiently seeking relevant studies in a particular 167

area of research (van Dinter et al., 2021). We as- 168

sume that the cited papers are given by authors of 169

the target paper, and seeking them is out of the 170

scope of our work. 171

3 Proposed Framework 172

3.1 Modes of Related Work Section 173

To gather insights for designing an effective frame- 174

work for generating a related work section, we 175

conducted the following two surveys on how re- 176

searchers typically write an related work section. 177

3.1.1 Questionnaire: Important Points? 178

The purpose of this survey is to investigate what re- 179

searchers are consciously considering when writing 180
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Contents of cited papers

Related Work
Section Generator

(LLMs)

Generated Related
Work Section 

[Supervised Learning]
XX et al. 2023 propose ...
They are different from ours in ... 
...
[Self-Supervised Learning]
YY et al. 2024 propose ...
Their limitation is ... 

Claim In this paper, ...

Introduction

Instruction

You are a great author of paper.
...
Read related studies and categorize them.
Compare your work with them, highlighting
the differences or pointing out problems.
...

Prompt (details omitted)

Author

Figure 1: The overview of the proposed framework. The author inputs his/her introduction and contents of papers to
the LLM with the proposed prompt. In the prompt, perspectives researchers value (identified by our surveys) are
emphasized. The output is designed to include the perspectives of categorization, comparison, and problem.

a related work section of their papers. The respon-181

dents are 30 researchers in universities and enter-182

prises including students. To explore the differ-183

ences of consciousness based on the respondents’184

experiences, we prepared two questions:185

• “How many peer-reviewed papers (including186

conferences proceedings) have been accepted187

for publication as the first author?”188

• “Itemize what you are careful about when writ-189

ing a related work section (What are important190

things for a good related work section?)”191

For the second one, we opted for free-response192

format instead of providing choices in order to193

avoid biases. We then organized the collected an-194

swers into several perspectives. See Appendix A195

for the screenshot of this questionnaire.196

The six perspectives we extracted from answers197

are as follows: Quality: Cited papers include198

papers of top conferences/journals. Freshness:199

Cited papers include papers published in a few200

years. Categorization: Cited papers are catego-201

rized into several categories. Comparison: Their202

proposals are explicitly compared with cited pa-203

pers. Problem: Authors should point out the prob-204

lems/limitations of cited papers. Others Other per-205

spectives from above.206

Although the comparison perspective generally207

includes the problem perspective, we separate them208

because of the broad scope of the comparison per-209

spective. For each answer, we check if it includes210

each perspective and report the average inclusion211

rate. Figure 2 shows the survey results on impor-212

tant points in writing a related work section. As213

depicted in this figure, respondents with substantial214

[0-5] more than 5
Experiences of writing papers

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7 Quality
Freshness
Categorization

Comparison
Problem
Others

Figure 2: The survey results on important points in
writing related work section.

experience tend to consciously consider various 215

perspectives when writing a related work section. 216

While the class of more than 5 tends to pay atten- 217

tion to quality and freshness, respondents with less 218

experiences do not exhibit this tendency. This is 219

likely because experienced researchers are aware 220

that quality and freshness are often mentioned in 221

the reviewing process. Thus, to generate a good re- 222

lated work section, cited papers input to the frame- 223

work should include famous and newer ones. 224

As for other perspectives, we can see that whole 225

respondents believe comparison is important, and 226

thus the comparison perspective should be empha- 227

sized. When emphasizing comparison perspective, 228

we believe both categorization and problem per- 229

spectives become important. Note that “others” in- 230

clude opinions such as “narrativity”, “length” and 231

“avoidance of excessive self-citation”. 232

3.1.2 How Are Papers in A Top Conference? 233

To verify the survey results in Section 3.1.1, we 234

investigated papers of ACL2023 (top conference in 235
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Table 1: Covered perspectives rate in ACL2023 papers.

Perspective Rate

Quality 1.00
Freshness 0.92

Categorization 0.82
Comparison 0.84

Problem 0.62

the field of NLP). Specifically, we randomly choose236

50 papers including “Related Work” section. If a237

paper cites more than three top conference papers238

(A* or A rank at ICORE Ranking 1), we regard it239

as satisfying quality perspective. Also, a paper that240

cites more than three papers published after 2021241

is regarded as fresh. Categorization, comparison,242

and problem are the same criteria in Section 3.1.1.243

Table 1 shows the rate of covered perspectives in244

ACL2023 papers. As we expected, all perspectives245

are covered at a high rate in many papers. This246

result indicates that all perspectives are reasonable247

and supported by leading researchers. There are248

some gaps between questionnaire result and this249

result, which reflect phenomena that researchers250

actually do but not consciously carry out. Note that251

the rate of the problem perspective in Table 1 is252

lower than that of the others. As an evidence, we253

find that some papers avoid pointing out problems254

or limitations by clarifying and emphasizing what255

authors do. This observation also highlights the256

significance of the comparison perspective.257

From two survey results above, we observe that258

all perspectives play a crucial role in a related work259

section. As for categorization, comparison, and260

problem perspectives, we can explicitly instruct261

them to a LLM. Thus, we propose a framework262

centered around these three perspectives.263

3.2 Methodology264

By incorporating the identified perspectives into265

the prompt, we mimic the process of sophisticated266

researchers in writing a related work section. The267

goal is to generate a related work section with a268

writing style preferred by researchers. Figure 3269

shows the main part of the proposed prompt. As270

shown in this figure, the prompt is divided into two271

parts: the role playing part and the examples part.272

In the role playing part, we instruct that the role273

of the LLM is behaving like an author of a great274

1https://www.core.edu.au/icore-portal

paper and writing a great related work section. Fur- 275

thermore, the way to structure a related work sec- 276

tion is described by steps. By Step-1, we have the 277

LLM recognize the main claim of the target paper. 278

In Step-2, we include a mechanism to extract ev- 279

idences of an output by instructing to select the 280

salient sentences of cited papers. These are used 281

for user to fact-check the output. Step-3 incorpo- 282

rates the “categorization” perspective and instructs 283

to categorize the related studies based on given con- 284

tents. The instruction to make subsections based 285

on the established categories is also provided. Step- 286

4 incorporates the two perspectives “comparison” 287

and “problem”. Note that we give the LLM options 288

to emphasize comparison perspective or problem 289

perspective. This is because all authors do not nec- 290

essarily point out the problems of cited papers, as 291

shown in Table 1. 292

In the examples part, we give the LLM a great 293

example and a bad example. These examples are 294

used to emphasize the perspectives and define the 295

output style. We select the great example which 296

satisfies all the perspectives from ACL2023 papers 297
2. The bad example is crafted by removing the 298

perspectives from the great example. By using 299

Feedback, we teach the reason why each sample 300

is good or bad. The Feedback includes the things 301

we would like the LLM to follow. Thus, we do 302

not mention the problem perspective here by the 303

same reason as the case of Step-4. The output 304

format of the evidence extraction is also defined 305

in the examples part (Results of Step-2 in a great 306

case). Salient sentence examples are also manually 307

selected from the introduction of the great example. 308

Following this prompt, a title and an introduction 309

of a target paper are provided by adhering the for- 310

mat defined in the great case. Similarly, the titles, 311

author names, and introductions of cited papers are 312

concatenated and given to the LLM. 313

4 Experiments 314

We evaluate the proposed framework to answer 315

two research questions (RQ). The first one is RQ1: 316

How effective are related work sections gener- 317

ated by the proposed framework for humans? 318

Additionally, we focus on the hallucination prob- 319

lem (Bang et al., 2023; Cao et al., 2018). Even if the 320

answer to RQ1 is satisfactory, an output containing 321

numerous hallucinations would be rendered mean- 322

2To create these examples, we utilize the related work and
introduction sections of a great work by Gao et al. (2023),
while adhering to the CC-BY 4.0 license.
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% ——— Role playing part ———
You are the author of the great paper.
Write a “Related Work” section based on the “Introduction” you have already written and the information about the related
studies provided. Note that you must cite all of the listed related studies. Do not cite any papers that are not listed with their
titles and introductions. % This part is also used in a baseline (Pure-GPT).
The authors of an excellent paper structures a "Related Work" section as follows.
Step-1: The authors confirm the authors’ introduction to clarify what and how the authors have solved in the paper.
Step-2: The authors collect information on related studies. Then the authors carefully read each study’s introduction and select
the salient sentences.
Step-3: The authors categorize the related studies based on the selected salient sentences and their own introduction in order to
write the Related Work section. Subsequently, the authors create subsections aligned with the established categories and assign
concise and clear names to each subsection.
Step-4: Within each subsection, a comparison is made between related studies and the authors’ work, focusing on what needs
to be addressed and highlighting the differences or pointing out problems. Note that they ensure that differences or problems do
not overlap across subsections. If there is any duplication, re-categorize accordingly.
% ——— Examples part ———
Below are a great case and a bad case as examples. In the examples, some of them are omitted, but you must not omit them.
=====
<Great case>
[Your Title: (actual title of a paper that satisfies all the perspectives.) ]
[Your Introduction: (actual introduction of a paper that satisfies all the perspectives.)]
[Information about Related Studies: (omitted)] % this omitted is care for the 2nd sentence.
### Results of Step-2:
Selected salient sentences from (X et al., 2019):
“(manually selected sentences like:) [...] In this work, we introduce [...] The main challenge to [...] The key insight [...]”
Selected salient sentences from (Y et al., 2020):
“(manually selected sentences like above)”
### Related Work Section:
(actual contents in related work section that satisfies <Great case>. Subsections are represented by #### like:)
#### Category name
[...] In comparison, we use [...] the problem of building effective [...]
[Feedback: This related work section is very good. The reasons are:
- Authors categorize the cited papers by subsections.
- Authors pointed out the difference between their paper and existing papers. ]
====
<Bad case>
[Your Title: (the same title as <Great case>)]
[Your Introduction: (the same introduction as <Great case>)]
[Information about Related Studies: (omitted)]
### Related Work Section:
(The sentences of the great case in which good points are manually removed.)
[Feedback: This related work section is not good. The reasons are:
- Authors do not categorize papers. They just enumerate existing papers.
- Authors do not mention the relationship between their paper and existing papers. ]

====

Figure 3: The main part of the proposed prompt. In this prompt, perspectives researchers value (identified by our
surveys) are colored. Note that (bold) indicates the sentences are omitted here. Please see an actual prompt on
Anonymous Github. The sentence after % is our comment. In the role playing part, we instruct that the role of LLM
is behaving like a great author and three important perspectives are incorporated in Step-3 and 4. In the examples
part, we give the LLM two examples (a great case and a bad case) to assist output style.
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ingless. Thus, we must address RQ2: To what323

extent does the proposed framework exhibit hal-324

lucination? All experiments are conducted in En-325

glish. As for the GPT-4-turbo hyperparameters,326

temperature is set to 0, and other parameters are set327

to the default values.328

4.1 Evaluation Methodology329

Experiment 1: To answer RQ1, we conduct a hu-330

man evaluation. The participants are experienced331

researchers in the field of artificial intelligence332

who are colleagues of this paper’s authors. The333

participants compare three related work sections:334

human-written (Original), the output of the pro-335

posed framework (Proposal), and that of Pure-336

GPT. Pure-GPT is a baseline that uses a simple337

prompt based on the italic part in Figure 3. We338

randomly present these three related work sections339

to participants, anonymizing them as A, B, and340

C. The participants are requested to judge which341

ones are preferred in a pairwise comparison man-342

ner. That is, they check the pairs (A, B), (A, C),343

and (B, C) by choosing options from: “X is better344

than Y”, “Y is better than X”, and “X and Y are of345

equivalent quality”. In addition, for each related346

work section, they answer the following three ques-347

tions with yes or no: “Does it properly categorize348

related studies?”, “Does it compare the author’s349

work with related studies?”, and “Does it mention350

the challenge/limitations of related studies?”. Note351

that the hallucination issue is addressed in the next352

experiment. Hence, participants assume each cited353

paper’s description is factual and are asked to re-354

view and select the options. The details can be355

found in Appendix A.356

Experiment 2: To answer RQ2, we read the357

output sentences and assess whether descriptions358

are correct. We separate the output into three parts:359

descriptions of cited papers, extracted evidences,360

and descriptions of the target. For the description361

of cited papers, we assign scores of 0 (incorrect),362

0.5 (not incorrect but less confidence), and 1 (cor-363

rect). If a given cited paper is not cited by the LLM,364

we skip score assigning process. Alternatively, we365

report the ignored citation rate. For extracted ev-366

idences, we check if they include hallucinations367

or not. Besides, to evaluate the effectiveness of368

extracted evidences, we define the hit rate. This369

is the rate of descriptions for cited papers that can370

be labeled as correct solely based on the extracted371

evidence. For the description regarding target, we372

check if each of them includes hallucination or not.373

4.2 Dataset 374

In the experiments, we use 10 human-written (tar- 375

get) papers randomly collected from ACL2023 376

long papers. This is because the the common re- 377

search area of the researchers participating in this 378

experiment is NLP. For each target paper, we man- 379

ually compiled contents of all cited papers into 380

JSON format 3. As this process is labor-intensive, 381

we make the collected data publicly available 4 to 382

contribute to the activation of the research commu- 383

nity. Note that we checked each paper’s license as 384

mentioned in Ethical Consideration. 385

4.3 Results 386

RQ1: Effectiveness for Humans: Table 2 shows 387

the experimental results on effectiveness of each 388

method for humans. As we can see from this ta- 389

ble, the win rate of Proposal is greater than 0.5 in 390

both cases of vs Original and vs Pure-GPT. The 391

task of generating the related work section includes 392

elements of the summarization task. In this sense, 393

this result shows that the proposed prompt success- 394

fully leverages the powerful summarization capa- 395

bilities of GPT-4-turbo to generate refined related 396

work sections preferred by researchers. Given that 397

the papers are collected from the top conference, 398

this result is unexpected for us. Careful readers 399

might notice that proper categorization rate at Orig- 400

inal is lower than the statistics shown in Table 1. 401

While we regard the papers using subsections or 402

paragraphs to group existing works as satisfying 403

category perspective in Section 3.1.2, the proper 404

categorization is required in this experiment. Actu- 405

ally, 7 out of 10 papers used in this experiment are 406

using subsections or paragraphs to group existing 407

works. This means that the participants at least 408

judge the categorization by the proposed frame- 409

work to be more correct than the ones by humans. 410

Comparing Proposal with Pure-GPT, Proposal out- 411

performs Pure-GPT with a large margin. As can 412

be seen from the perspective satisfied, Pure-GPT 413

tends to just enumerate descriptions of each method 414

without comparing or categorizing. This result also 415

indicates that the identified perspectives are crucial 416

in writing a related work section. 417

RQ2: Hallucination Issue: Table 3 shows the 418

correctness of the generated sentences by the pro- 419

3To automatically collect the dataset, we attempted to use
some tools that parse PDFs of research papers. However,
this attempt failed due to issues such as inaccurate parsing
occurred, resulting in manual collection.

4This will be available when this paper is published.
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Table 2: Effectiveness of each method for humans.

Win rate Perspective satisfied

vs Original vs Pure-GPT Categorization Comparison Problem

Proposal 0.56 0.90 0.90 0.90 0.40
Original - 0.80 0.40 0.60 0.50
Pure-GPT - - 0.20 0.20 0.10

posed framework. As we can see from this table,420

the description correctness of cited papers is nearly421

1.0, meaning that generated sentences regarding422

cited papers are almost correctly written. While423

there are no cited papers’ description judged as 0424

(incorrect), some papers are not included in the425

output, meaning that GPT-4-turbo ignores them.426

This issue occurs in 50% of target papers and the427

ratio of ignored cited papers per target is 9%. We428

observe that this issue tends to happen in the cases:429

(1) The surname of the author matches the surname430

of another paper’s author. (2) The context can be431

established without citing it (e.g. papers with dif-432

ferent properties, such as papers describing old433

background technique).434

The extracted evidences also do not include hal-435

lucinations. On the other hand, some sentences436

vary in summarized forms despite the instruction437

to select salient sentences of cited papers. In any438

case, its usefulness is clear as 70% of the extracted439

evidences are directly used for fact-checking. Ap-440

pendix B covers an example of the extracted evi-441

dence.442

Unfortunately, the part of target paper’s descrip-443

tion includes a small amount of hallucinations. We444

find two target papers’ descriptions include halluci-445

nations in one or two sentences. In both cases, we446

observe that GPT-4-turbo attempts to forcibly com-447

pare methodologies and mentions groundless stuffs.448

Note that after experiments, we observe that the449

hallucinations disappear by repeating generation.450

The proposed framework is a powerful tool for gen-451

erating a draft of the related work section with a452

refined structure, incorporating perspectives valued453

by researchers. Authors should carefully review454

the generated draft and address the hallucination455

issue, from an ethical standpoint.456

5 Related Work457

The sentences below are the generated related work458

section where this paper is the target. Although we459

performed the generation several times and adopted460

the best one, we do not manually change any sin-461

Table 3: The correctness of the generated sentences by
the proposed framework.

Description correctness of cited papers 0.96 ↑
Ignored papers inclusion rate (/target) 0.50 ↓
The ratio of ignored cited papers (/target) 0.09 ↓
Hallucination rate in extracted evidences 0.00 ↓
Hit rate of extracted evidences 0.70 ↑
Hallucination rate in target paper’s part 0.20 ↓

gle word of the output. Discussion regarding this 462

generated section is done in Section 6. 463

Foundations of Related Work Generation: 464

The task of generating related work sections has 465

been recognized as a significant challenge within 466

the automatic summarization community (Hoang 467

and Kan, 2010). Early efforts in this domain fo- 468

cused on understanding the argumentative patterns 469

in related work sections and exploring summariza- 470

tion tactics for their creation. Hu and Wan (2014) 471

advanced this field by proposing an optimization 472

approach to automatically generate related work 473

sections, selecting sentences from both the target 474

and reference papers to form a coherent narrative. 475

This extractive approach laid the groundwork for 476

subsequent research in the area. 477

Abstractive Approaches and Causal Interven- 478

tions: Moving beyond extractive methods, recent 479

studies have introduced abstractive techniques to 480

generate more sophisticated summaries. Liu et al. 481

(2023) introduced a Causal Intervention Module 482

for Related Work Generation (CaM), aiming to mit- 483

igate the impact of spurious correlations in the gen- 484

eration process. Similarly, Chen et al. (2021, 2022) 485

developed models that not only abstract content 486

from multiple papers but also capture the relation- 487

ships between them, with the Relation-aware Re- 488

lated work Generator (RRG) and the target-aware 489

related work generator (TAG), respectively. These 490

models represent a shift towards generating sec- 491

tions that are not only informative but also contex- 492

tually aware of the target paper’s contributions. 493
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Extractive Methods and Sentence Reordering:494

Despite the advancements in abstractive methods,495

extractive approaches remain relevant. Deng et al.496

(2021) proposed a method for generating descrip-497

tive related work sections by extracting salient sen-498

tences and reordering them logically. This method499

emphasizes the importance of maintaining the ac-500

curacy and objectivity of the original texts while501

presenting them in a structured manner.502

Meta Studies and Frameworks: Li and503

Ouyang (2022) provided a meta-study of auto-504

matic related work generation, critically reviewing505

the state-of-the-art from various perspectives, in-506

cluding problem formulation and methodological507

approaches. This comprehensive analysis under-508

scores the complexity of the task and the need for509

a holistic understanding of the various components510

involved in generating related work sections.511

Novel Models and Techniques: Wang et al.512

(2019) introduced a novel Bayesian model that513

probabilistically links the target paper with refer-514

ence papers, capturing the relevance between them.515

This approach highlights the importance of mod-516

eling the relationships between papers in generat-517

ing related work sections. Wang et al. (2021) and518

Ge et al. (2021) both proposed frameworks that519

integrate background knowledge and content in-520

formation, with AutoCite focusing on multi-modal521

representation fusion for contextual citation gen-522

eration and BACO emphasizing the generation of523

citing sentences using background knowledge from524

citation networks.525

Contributions of the Current Work: Our work526

builds upon these foundations by proposing an527

LLM-based framework that incorporates perspec-528

tives valued by researchers, such as categorization,529

comparison, and problem identification. Unlike530

previous methods, our framework is designed to531

generate related work sections that are not only in-532

formative and contextually aware but also aligned533

with the writing style preferred by researchers. By534

conducting surveys to identify the perspectives re-535

searchers value most, we have tailored our LLM536

prompts to produce related work sections that are537

preferred over human-written ones and exhibit538

fewer hallucinations. This approach represents a539

significant step forward in the automatic generation540

of related work sections, combining the strengths541

of both extractive and abstractive methods with the542

nuanced understanding of researcher preferences.543

6 Discussion 544

The generated related work section is sufficiently 545

organized for our draft. We fact-check the gener- 546

ated contents and there are no hallucinations. As 547

can be seen, while the categorization and compar- 548

ison perspectives are satisfied, the problem per- 549

spective is not included in the generated sentences, 550

corresponding to the case mentioned in Section 3.2. 551

We believe this is because we do not explicitly point 552

out the problem of each method in our introduction. 553

The case where the problem perspective is satisfied 554

is shown in Appendix B. For the categorization 555

perspective, although we would prefer to merge the 556

categories of “Extractive Methods and Sentence Re- 557

ordering” and “Meta Studies and Frameworks” to 558

the first category, the categorization itself seems to 559

be correct. As concerns, there are vague category 560

names such as “Novel Models and Techniques”. 561

Also, the proposed framework sometimes makes 562

an independent category for the target paper. From 563

the viewpoint of using the proposed framework 564

as a drafting tool, these are acceptable since re- 565

naming or removing them is a painless work. For 566

the comparison perspective, although the claim of 567

the proposal is relatively long, the different points 568

from existing works are emphasized. The proposed 569

framework is a practically effective tool since short- 570

ening claims is also not tough work for authors. 571

Note that we believe this paper is the more diffi- 572

cult case than that of papers in other fields. While 573

the meaning of “related work” is generally “simi- 574

lar research”, it indicates “section” in our context. 575

In addition, each paper includes many words of 576

“paper”, such as the target and cited papers. Consid- 577

ering most of papers state the claims after “in this 578

paper”, capturing crucial parts becomes more diffi- 579

cult. Thus, we consider these uncommon features 580

may complicate the interpretation of the context. 581

7 Conclusion 582

In this paper, we have proposed the framework 583

to generate paper’s related work section based on 584

LLM. Through surveys, we identified the perspec- 585

tives researchers value in writing related work sec- 586

tion. The perspectives “comparison”, “categoriza- 587

tion”, and “pointing out problems” are incorporated 588

into the proposed prompt. Through the experiments 589

using top conference papers, we demonstrate the 590

possibility that the generated related work section 591

by the proposed framework tends to be preferred 592

over human-written ones and that of straightfor- 593

ward prompt-based method. 594
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Limitation & Ethical Consideration595

While the proposed framework generates the re-596

lated work section based on text, it does not take597

into consideration the figures and tables mentioned598

within each paper. By leveraging multimodal mod-599

els, capable of handling both text and images, there600

is an expectation for the development of frame-601

works that can consider these elements as well (Yin602

et al., 2023; Fu et al., 2023). Furthermore, if high-603

quality datasets containing structured figures, ta-604

bles, and full text of papers were available, we605

might generate not only a related work section but606

also other sections such as an introduction section.607

As for the dataset we provide, it includes papers608

that have been made publicly available as open609

access under the CC-BY 4.0 license 5.610

As mentioned in Section 4.3, we reported the611

presence of hallucinations to some extent. The612

occurrence of hallucinations has decreased with613

the performance improvement of LLMs, which still614

poses a significant concern (OpenAI, 2023b; Zhang615

et al., 2023). Although the proposed framework616

can be a powerful tool to generate drafts for a good617

related work section, it does not eliminate the need618

for thorough review and appropriate revision by619

authors. From an ethical standpoint, authors should620

bear the responsibility of verifying all generated621

content before it is published, regardless of the622

presence of hallucinations.623

Moreover, one potential issue associated with624

the development of automated writing methods625

like ours may hinder the growth of researchers’ re-626

search skills. For researchers, writing papers plays627

a crucial role not only in disseminating scientific628

findings but also in enhancing their skills. Through629

the writing process, they may gain a deeper un-630

derstanding of the related research, improve their631

presentation abilities, and clarify the direction of632

their research.633

Finally, there is a concern about the misuse of634

these automated writing methods for creating fake635

scientific papers, posing ethical issues that need to636

be appropriately addressed.637
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A Survey and Human Evaluation737

We conduct a survey to explore important perspec-738

tives for the related work section generation and739

perform a human evaluation experiment to assess740

the generated related work sections. Figure 4 shows741

the instructions and response form for the perspec-742

tive survey. Regarding the evaluation of the gener-743

ated related work sections, as indicated in Figure 5,744

participants are instructed to assess them using only745

their human abilities (without tools like ChatGPT).746

After reading and agreeing to these instructions,747

participants evaluate each related work section, as 748

illustrated in Figure 5, and then compare the related 749

work sections as shown in Figure 6. 750

B Output Example 751

Figure 7 shows an example of output salient sen- 752

tences. In this example, the LLM can correctly 753

extract the parts which describe the cited paper. 754

Figure 8 shows the part of the output related work 755

section by the proposed framework. As shown in 756

this figure, the output includes the problem perspec- 757

tive. 758
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Figure 4: A screenshot of the questionnaire for the perspective survey. (The blacked-out area is for concealing
Google account information.)
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Figure 5: A screenshot of the instructions given to participants for the evaluation of the generated related work
sections.
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(a) Participants evaluate related work sections anonymized as A, B, and C, respectively.

(b) Participants conduct comparative evaluations for each pair.

Figure 6: Screenshots of the questionnaire used for the evaluation of the generated related work sections.
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Selected salient sentences from (Han et al., 2021):
"[...] we propose prompt tuning with rules (PTR) for many-class classification tasks. [...] PTR can apply
logic rules to encode prior knowledge about tasks and classes into prompt tuning."

Figure 7: The output example of the evidence extraction.

Hate Speech Detection and Datasets
The detection of hate speech is a critical and challenging task that has garnered significant attention
within the NLP community (Poletto et al., 2020; Schmidt et al., 2017). While traditional machine learning
techniques have been employed to predict hate speech from social media (Al-Makhadmeh et al., 2020),
the complexity of hate speech and its multifaceted nature make it difficult for both humans and automated
systems to recognize effectively (Poletto et al., 2020). The need for large, clearly annotated datasets is
paramount for the development of robust and nuanced classification systems (Vidgen et al., 2021).
However, existing models often struggle with generalization and lack explanations for their decisions
(Mathew et al., 2022), highlighting the importance of interpretability in hate speech detection systems.

Figure 8: The output example by the proposed method (Problem perspective is included).
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