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Abstract

Multimodal Large Language Models (MLLMs)001
have shown significant advancements, provid-002
ing a promising future for embodied agents.003
Existing benchmarks for evaluating MLLMs004
primarily utilize static images or videos, lim-005
iting assessments to non-interactive scenarios.006
Meanwhile, existing embodied benchmarks are007
task-specific and not diverse enough, which do008
not adequately evaluate the embodied capabil-009
ities of MLLMs. To address this, we propose010
EMBODIEDEVAL, a challenging and compre-011
hensive benchmark to evaluate MLLMs’ inter-012
active capabilities in embodied tasks within a013
unified simulation and evaluation framework014
tailored for MLLMs. We evaluate the state-of-015
the-art MLLMs on EMBODIEDEVAL and find016
that they have a significant shortfall compared017
to human level on embodied tasks. Our anal-018
ysis demonstrates the limitations of existing019
MLLMs in embodied capabilities, providing020
insights for their future development.021

1 Introduction022

In recent years, Multimodal Large Language Mod-023

els (MLLMs) (OpenAI, 2023; Team et al., 2023;024

Liu et al., 2024a) have demonstrated strong ca-025

pabilities in understanding and reasoning across026

vision and language tasks. With the rapid develop-027

ment of MLLMs, a rich set of benchmarks (Yue028

et al., 2024; Liu et al., 2023b; Fu et al., 2023; Li029

et al., 2023a) has been developed. Beyond these030

basic tasks that focus on non-interactive visual031

scenes, researchers are actively trying to expand032

MLLMs as embodied agents in interactive environ-033

ments, which require the model to interpret multi-034

modal inputs into actions (Ahn et al., 2022; Driess035

et al., 2023; Mu et al., 2024). To accomplish this,036

MLLMs are expected to integrate a multitude of037

capabilities that enable them to interact effectively038

with the environment, including ego-centric percep-039

tion (Cheng et al., 2024a), visual grounding (An-040

Which famous masterpiece is the 
painting hanging on the wall imitating?
5. answer “Monet, Water Lilies”
6. asnwer “Van Goah, Sunflowers”
8. answer “Van Gogh, The Starry Night”
9. answer “Munch, Starry Night”
12. answer “Giorgione, The Tempest”

Assess whether a new two-foot-long 
painting can be hung on the wall of the 
current exhibition hall without 
blocking other paintings and 
maintaining an aesthetic arrangement.
11. answer “It can be placed on the wall 
illuminated by sunlight and be arranged 
symmetrically with the painting with a car.”

I'm hungry, could you please buy 
me a loaf of bread? The bread 
section is right across from the 
checkout counter.
5. pick up the bread
6. check out
7. hand over

Wash the apple near the sink and 
place the apple in the fridge.
5. pick up
6. open the door
7. place to
8. close the door
9. wash the apple

Suppose the nearest desk to you is in 
the first row and first column. Go to 
your seat in the third row and fourth 
column and stand at the upper right 
corner of your desk.
1. turn left 2. turn right
3. look up/down    4. move forward

Social Interaction

Object Interaction

Navigation

Spatial Question Answering

Attribute Question Answering

Figure 1: Examples of the five task categories and per-
formance overview of EMBODIEDEVAL. The embodied
agent powered by MLLMs is required to finish the given
task in a 3D simulation environment.

derson et al., 2018b; Zhang et al., 2024b), spatial 041

reasoning (Chen et al., 2024) and episodic memory 042

(Majumdar et al., 2024). 043

However, the comprehensive evaluation of 044

MLLMs in embodied tasks remains largely unex- 045

plored. First, existing benchmarks for embodied 046

tasks lack diversity in both tasks and scenes. For 047

instance, ALFRED (Shridhar et al., 2020) includes 048

just seven predefined tasks (e.g., "pick and place") 049

within four room types. Second, several bench- 050

marks (Anderson et al., 2018b; Qi et al., 2020a) 051

impose rigid input-output formats, e.g. 3D points, 052

making it inefficient or even infeasible to evalu- 053

ate mainstream MLLMs. Third, certain bench- 054

marks (Li et al., 2024; Liu et al., 2023a; Jia et al., 055

2024) try to evaluate LLMs’ embodied perfor- 056
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Benchmark Scene. Task. Disc. Ego. Nav. Obj. So. Ans.

MME (Fu et al., 2023) - ✓ ✓ ✗ ✗ ✗ ✗ ✓

EgoPlan etc. (Chen et al., 2023b; Cheng et al., 2023) - ✓ ✓ ✓ ✗ ✗ ✗ ✓

OpenEQA (Majumdar et al., 2024) - ✓ ✓ ✓ ✗ ✗ ✗ ✓

EQA etc. (Das et al., 2018; Yu et al., 2019; Tan et al., 2023) ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✓

ALFRED (Shridhar et al., 2020) ✗ ✗ ✗ ✓ ✓ ✓ ✗ ✗

BEHAVIOR(Srivastava et al., 2022) ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✗

EQA-MX (Islam et al., 2024) ✗ ✗ ✓ ✓ ✗ ✗ ✓ ✓

EMBODIEDEVAL ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of EMBODIEDEVAL with previous benchmarks. The abbreviations in the table headers, from
left to right, represent: Scene diversity (beyond household scenes), Task diversity (beyond task templates), Discrete
action space (for MLLMs evaluation), Egocentric vision, Navigation involved, Object interaction involved, Social
interaction involved, and Answering questions involved.

mance by representing environments with textual057

descriptions, relying heavily on text-based states.058

This downplays critical embodied skills such as059

visual grounding and spatial reasoning, which are060

essential for real-world interaction.061

To address this gap, we introduce the first com-062

prehensive benchmark for evaluating MLLMs’ em-063

bodied capabilities in interactive environments.064

The key features of EMBODIEDEVAL are as fol-065

lows: (I) Diverse Interactions. EMBODIEDEVAL066

provides a simulation framework that supports a067

wide range of interactions with objects and humans068

in realistic 3D environments. Agents need to inter-069

act with the environment to gather information or070

alter its state to complete tasks. The ego-centric vi-071

sual information will serve as input to the MLLMs072

to make the decision. (II) Diverse Tasks. Unlike073

previous work that relied on predefined task tem-074

plates, our tasks are systematically generated and075

carefully selected to ensure both high quality and076

diversity. EMBODIEDEVAL includes novel tasks077

that assess a broad spectrum of abilities, enabling078

a more comprehensive evaluation of the model’s079

capabilities. (III) Diverse Scenes. Our scenes offer080

significant diversity in terms of objects and spaces,081

encompassing house rooms, large residences, and082

public areas such as gyms, stores, and offices. This083

variety helps minimize the impact of specific scene084

types on the model’s generalization.085

Experiment results on EMBODIEDEVAL re-086

veal that mainstream MLLMs largely fall short087

of human-level performance on embodied tasks.088

Model performance varies widely across different089

task categories, with a notable drop in spatial and090

long-horizon tasks. EMBODIEDEVAL provides in-091

sights for further improvements in MLLMs’s ca-092

pability in grounding, spatial reasoning, planning,093

and exploration.094

2 Related Works 095

Multimodal Large Language Models. By con- 096

necting vision modules with LLMs, LLaVA (Liu 097

et al., 2024a) pioneers research in MLLMs through 098

visual instruction tuning. Many work further im- 099

proves the MLLMs from various aspects, including 100

detailed captioning (Chen et al., 2023a), trustwor- 101

thy response (Yu et al., 2024a,b), multilingual ca- 102

pabilities (Hu et al., 2023), visual grounding (Peng 103

et al., 2023; You et al., 2023) and video understand- 104

ing (Lin et al., 2023; Liu et al., 2024c). 105

Evaluation for MLLMs. Mainstream bench- 106

marks for MLLMs mainly focus on perception and 107

cognitive evaluation (Fu et al., 2023; Liu et al., 108

2023b; Yue et al., 2024; Fu et al., 2024) and some 109

benchmarks focus on more challenging tasks (Lu 110

et al., 2024; He et al., 2024; Singh et al., 2019; Liu 111

et al., 2023c; Yang et al., 2024a; Yue et al., 2024). 112

Additionally, certain benchmarks (Fan, 2019; Chen 113

et al., 2023b; Cheng et al., 2023; Majumdar et al., 114

2024; Szot et al., 2023) have been designed to eval- 115

uate the egocentric capabilities of MLLMs using 116

egocentric images or videos. However, these bench- 117

marks use static question-answering pairs without 118

interacting with environments. 119

Benchmarks for Embodied Agents. Existing 120

benchmarks or datasets for embodied agents cover 121

several areas such as embodied question answer- 122

ing (Das et al., 2018; Yu et al., 2019; Tan et al., 123

2023; Ren et al., 2024; Islam et al., 2024; Dor- 124

bala et al., 2024; Gordon et al., 2018), naviga- 125

tion (Anderson et al., 2018b; Jain et al., 2019; Ku 126

et al., 2020; Zhu et al., 2021; Qi et al., 2020b; 127

Ma et al., 2024; Khanna et al., 2024b) and ob- 128

ject interaction (Shridhar et al., 2020; Batra et al., 129

2020a; Weihs et al., 2021; Kant et al., 2022; Misra 130

et al., 2018; Srivastava et al., 2022; Li et al., 2023b). 131
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Figure 2: The evaluation process of EMBODIEDEVAL. The task description and ego-centric observation history will
be input for the model. The environment will respond to the action from the model output with a new observation.

However, existing embodied benchmarks are lim-132

ited in task variety, lacking comprehensive as-133

sessments of navigation, object interaction, and134

question-answering. They rely on predefined task135

templates, failing to adequately capture the wide136

spectrum of embodied capabilities. Additionally,137

the task-specific observation spaces and continuous138

action spaces in many benchmarks are inadequate139

for effectively evaluating MLLMs. We summa-140

rize the comparison between EMBODIEDEVAL and141

other representative benchmarks in Table 1.142

3 EmbodiedEval143

In this section, we introduce the evaluation process144

and data collection process of EMBODIEDEVAL.145

3.1 Evaluation Formulation146

EMBODIEDEVAL utilizes LEGENT (Cheng et al.,147

2024c) platform as simulator, which provide a rich148

and interactive 3D environment with communica-149

ble and actionable agents. We formulate the eval-150

uate process as a decision making problem. As151

shown in Algorithm 1 and Figure 2, an evaluation152

episode unfolds as follows: (1) The simulator ini-153

tializes the 3D scene x. The agent π, powered by154

the evaluated MLLM, is positioned at a designated155

starting point, and the initial first-person visual ob-156

servation o(0) provided by the environment is saved157

into the observation historyMo = {o(0)}. (2) At158

each step i, the agent π chooses an action a(i) from159

a given list of options C, which includes movement,160

interaction and answering, based on both the ob-161

servation historyMo and action historyMa. The162

environment executes the action, changes the state163

accordingly, and returns new visual observations164

oi+1, along with feedback indicating whether the165

action was successful. The observation, action,166

Algorithm 1 EMBODIEDEVAL Evaluation Process
Input: A Multimodal LLM π, a scene x, a task
description g, an option list C = {a0, a1, ..., an},
and a predicate list P .
Output: A boolean indicating whether the task
was successful success.

1: o, s← E.reset(x) ▷ E is the simulator, o is
the visual observation, s is the world state

2: Mo ← {o} ▷ observation history
3: Ma ← ∅ ▷ action history
4: for i← 0 to max steps do
5: a← π.predict(g, C,Mo,Ma)
6: o, s← E.step(a)
7: Mo.append(o)
8: Ma.append(a)
9: done← P.judge(s)

10: if done then
11: return true
12: end if
13: end for
14: return false ▷ reach the max steps

and feedback are then appended to the observation 167

history. (3) This process continues until either all 168

success criteria are met, leading to task comple- 169

tion, or the task fails due to an incorrect answer 170

or exceeding the maximum allowed steps. Task 171

success is determined by the environment based on 172

a set of predefined predicates, which maps the state 173

of the simulation environment to a boolean value 174

indicating success. Further details on the success 175

criteria can be found in Appendix B.4. 176

To holistically and effortlessly evaluate MLLMs’ 177

embodied capabilities with diverse tasks, rather 178

than focusing on adapting to particular input-output 179

requirements, we define a unified input and output 180
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Figure 3: The dataset construction pipeline of EMBODIEDEVAL.

space. The input space consists of textual task181

descriptions g, action option C, and egocentric vi-182

sual observationMo provided by the environment,183

without any additional environmental state infor-184

mation. This design choice emphasizes visual in-185

formation as it is both the most accessible and the186

most general medium connecting the agent to the187

environment. Also, visual data is the more scalable188

source for training multimodal foundation models189

comparing with low-level data. Visual observations190

can take the form of multiple images representing191

different states or a video capturing the entire pro-192

cess of state transitions.193

The output action space consists of movement,194

interaction, and answering, which varies in each195

task instance. For the movement, to make the eval-196

uation feasible for current MLLMs, we constrain197

the movement space of agent on a navigation graph198

pre-constructed for each scene. MLLMs are not re-199

quired to make choices from a set of 3D positions,200

but only need to make directional decisions among201

navigation points. The details of the movement202

space can be found in Appendix B.1203

For the interaction, we utilize the high-level dis-204

crete interaction space. We use an open vocabulary205

for the actions and objects in interactions, where206

each action has a brief action text, operable objects,207

and conditions for successful interaction. For ex-208

ample, the “hand over" action requires the agent209

to hold an object and be next to a person. In a210

given test case, several interaction actions will be211

involved. The details of the interaction space can212

be found in Appendix B.2.213

For the answering, the agent selects an answer214

from a set of annotated textual responses. It can215

continue exploring until it believes it has enough216

information to make a selection. Once an answer is217

chosen, the task is immediately judged as correct 218

or incorrect. The options are challenging, closely 219

related to the context, and of high quality, as shown 220

in Appendix B.3. 221

3.2 Task Categories 222

EMBODIEDEVAL defines five task categories to 223

comprehensively assess the embodied capabilities 224

of MLLMs: (1) Navigation tasks involve coarse- 225

grained and fine-grained natural language instruc- 226

tions, requiring the agent to navigate from its initial 227

position to target locations or find specific objects. 228

(2) Object interaction tasks require agents to mod- 229

ify the environment through direct interaction with 230

objects, such as moving objects, opening or closing 231

doors and drawers, and operating electrical devices. 232

(3) Social interaction tasks involve human-agent 233

interactions, including item delivery, perspective- 234

taking, human feedback interpretation, and non- 235

verbal expression comprehension. (4) Attribute 236

question answering tasks require the agent to ex- 237

plore the environment and answer questions related 238

to object and scene attributes. (5) Spatial question 239

answering requires agents to answer spatial-related 240

questions through actions and observations, such as 241

queries about size, position, distance, layout, and 242

spatial relationships. Each task type presents chal- 243

lenges that require the agent to integrate various 244

capabilities such as grounding and reasoning. We 245

show the samples from each category in Figure 1 246

and more detailed examples in Appendix A. 247

3.3 Benchmark Construction 248

The construction process of EMBODIEDEVAL con- 249

sists of three parts: scene collection, task collection, 250

and task annotation. Each sample in the dataset re- 251

quires substantial effort and undergoes rigorous 252
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Statistics Number

Total Tasks/Predicates 328/575
Total Options 1533

Textual/Interaction 1213/320
Total Scenes 125

Average Task Length 16.09
Average Option Length 5.72
Average Step Required 10.72

Figure 4: Dataset statistics of EMBODIEDEVAL. Left: Number of tasks by category for each scene source. Middle:
Visualization of vocabulary by part of speech and word frequency.

annotation. Figure 3 illustrates the overview of253

dataset construction pipeline.254

3.3.1 Scene Collection255

We construct a diverse collection of scenes from256

four different sources: Objaverse (Deitke et al.,257

2023), AI2THOR (Kolve and et al., 2017), Habitat258

Synthetic Scenes Dataset (HSSD) (Khanna et al.,259

2024a) and Sketchfab1. We use Objaverse to gen-260

erate indoor scenes, leveraging its extensive collec-261

tion of 3D assets. First, we filter out unsuitable out-262

door objects and manually review rendered assets263

to remove low-quality assets. See selected assets264

of Objaverse in Figure 9. Next, we employ Chat-265

GPT to annotate object categories with their typical266

room placements and functions. Using the proce-267

dural generation methods (Deitke et al., 2022), we268

sequentially placed them based on their attributes.269

After the scene is generated, we further refine the270

scenes using a self-developed runtime scene editor.271

See more details about this synthetic process in Ap-272

pendix D. In addition, we incorporate indoor room273

scenes with interactive objects from AI2THOR,274

and some public spaces, such as stores and super-275

markets, from HSSD and Sketchfab. We organize276

all scenes into the same format.277

3.3.2 Task Collection278

For task collection, we first gather seed tasks for279

each of the five task categories from over 30 ex-280

isting datasets. Using these tasks as seeds, we281

prompt Claude and ChatGPT to generate diverse282

task examples. We ask the LLMs to incorporate283

various capabilities, including complex grounding,284

episodic memory, spatial reasoning, quantitative285

reasoning, common sense reasoning, and planning,286

which resulted in many novel tasks. From this ex-287

tensive task pool, we select over 300 distinct tasks288

1https://sketchfab.com

as the candidate task set. Rather than asking an- 289

notators to manually write tasks for given scenes, 290

selecting generated tasks will ensure task diversity, 291

avoid repetition, and reduce the dependency on 292

individual annotators’ creativity or preferences. 293

3.3.3 Task Annotation 294

After generating the task candidate set, we conduct 295

a manual annotation to finalize each sample. First, 296

the annotators align a suitable scene to the task 297

from the candidate pool. Second, the annotators 298

configure the output space, including movement, 299

interaction, and answering, as introduced in Sec- 300

tion 3.1, and define the success criteria. Finally, 301

the annotated tasks are running in the simulator 302

to confirm that the tasks can be successfully fin- 303

ished. We recruit eight expert annotators to perform 304

the annotations. Before beginning the annotation 305

process, we provide systematic training on anno- 306

tation requirements and system usage. To ensure 307

high dataset quality, each annotated task is indepen- 308

dently reviewed for correctness and accuracy by 309

at least three evaluators. Additionally, we validate 310

task feasibility by creating expert demonstrations 311

for each task with expert participants and assessing 312

human performance with non-expert participants. 313

See more details about the annotation process, an- 314

notation system, and quality control in Appendix C. 315

3.4 Dataset Statistics 316

We summarize the statistics of EMBODIEDEVAL in 317

Figure 4. EMBODIEDEVAL consists of 328 tasks 318

in 5 categories across 125 unique scenes, 575 pred- 319

icate instances, and 1533 varied options including 320

1213 textual answers and 320 interactions. Each 321

episode requires 10.72 steps on average based on 322

expert demonstrations. Task descriptions average 323

16.09 words in length, while options average 5.72 324

words. The left of Figure 4 shows the distribution 325
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Model
Attr. QA Spatial QA Navigation Object Interaction Social Interaction Overall

Succ. Succ. Succ. GcS SPL Succ. GcS SPL Succ. GcS SPL Succ. GcS

Random 11.58 7.69 3.45 8.76 3.45 0.00 6.18 0.00 2.94 8.33 2.94 5.49 8.66
Human 98.95 92.31 96.55 97.84 82.28 97.75 99.44 90.73 100.00 100.00 89.96 97.26 97.94

Proprietary MLLMs

GPT-4o-Mini 31.58 15.38 27.59 39.51 15.34 2.25 17.42 1.50 5.88 22.06 2.98 17.68 25.58
GPT-4o 35.79 32.69 31.03 42.53 22.23 10.11 24.25 5.94 11.76 26.72 6.74 25.00 32.42
Gemini-Flash-1.5 26.32 13.46 5.17 17.10 3.51 2.25 7.58 0.96 2.94 12.50 1.47 11.59 16.13
Gemini-Pro-1.5 27.37 9.62 17.24 25.86 9.78 4.49 12.36 3.00 5.88 18.14 3.44 14.33 19.26
Qwen-VL-Max 37.89 17.31 24.14 30.03 16.87 7.87 24.91 5.62 8.82 22.06 6.86 21.04 28.07

Open-Source Image MLLMs

InternVL2-8B 13.68 13.46 8.62 18.25 4.04 0.00 7.43 0.00 5.88 18.63 2.45 8.23 13.27
InternVL2-40B 14.74 5.77 6.90 12.93 3.06 0.00 7.68 0.00 5.88 19.12 2.16 7.01 11.54
InternVL2-Llama3-76B 21.05 13.46 3.45 9.48 2.18 0.00 9.08 0.00 2.94 13.73 1.14 9.15 13.79
LLaVA-OneVision-7B 16.84 17.31 5.17 9.05 3.28 1.12 8.15 0.80 2.94 9.80 1.68 9.14 12.45
LLaVA-NEXT-72B 23.16 5.77 12.07 22.99 7.83 3.37 9.74 2.21 0.00 12.25 0.00 10.67 15.60
LLaVA-OneVision-72B 26.32 19.23 10.34 23.28 7.53 1.12 7.81 1.12 0.00 12.75 0.00 12.80 18.23
VILA-8B 15.79 9.62 1.72 8.91 0.96 0.00 3.46 0.00 2.94 6.37 1.68 6.71 9.27
VILA-40B 17.89 7.69 0.00 5.75 0.00 0.00 3.93 0.00 0.00 8.58 0.00 6.40 9.53

Open-Source Video MLLMs

LLaVA-Video-7B-Qwen2 20.00 19.23 3.45 4.89 1.88 1.12 8.80 0.27 0.00 5.15 0.00 9.76 12.63
LLaVA-NEXT-Video-32B-Qwen 21.05 7.69 6.90 14.08 5.34 0.00 8.61 0.00 2.94 12.01 0.98 8.84 13.39
LLaVA-Video-72B-Qwen2 27.37 9.62 15.52 24.28 9.62 1.12 8.05 0.86 0.00 9.80 0.00 12.50 16.95
Oryx-34B 18.95 3.85 5.17 13.07 4.89 1.12 7.02 1.00 0.00 8.33 0.00 7.32 11.33
VideoLLaMA2-7B 21.05 9.62 6.90 17.53 4.88 0.00 1.63 0.00 2.94 7.35 1.38 9.20 11.99
VideoLLaMA2-72B 27.37 9.62 12.07 18.68 6.35 2.25 7.49 1.38 5.88 10.78 2.39 12.81 15.91

Table 2: Results of different models on EMBODIEDEVAL (%). Succ., GcS, and SPL mean success rate, goal-
condition success, and success weighted by path length, respectively.

of the task across 5 task categories and 4 scene326

sources, the middle presents a visualization of fre-327

quent words categorized by grammatical type. See328

more task samples in Table 4.329

4 Experiments330

4.1 Experimental Setup331

We evaluate 19 MLLMs on EMBODIEDEVAL,332

including proprietary MLLMs GPT-4o/4o-333

Mini (OpenAI, 2024), Gemini-Pro/Flash-334

1.5 (Team et al., 2023), Qwen-VL-Max (Bai335

et al., 2023), open-source image MLLMs336

Intern-VL-8B/40B/76B (OpenGVLab, 2024),337

LLaVA-OneVision-7B/72B (Zhang et al., 2024a),338

LLaVA-NEXT-72B (Zhang et al., 2024a), VILA-339

8B/40B (Lin et al., 2024), and open-source video340

MLLMs LLaVA-Video-7B/72B-Qwen2 (Zhang341

et al., 2024a), LLaVA-NEXT-Video-32B-342

Qwen (Zhang et al., 2024a), Oryx-34B (Liu et al.,343

2024d), VideoLLaMA2-7B/72B (Cheng et al.,344

2024b). Additionally, we introduce two special345

agents as reference: (1) the Random agent, which346

uniformly samples actions from the option set at347

each step, and (2) the non-expert Human agent,348

who is unfamiliar with the tasks and performs349

actions through the simulator’s user interface using350

the same observation and action space as models.351

For visual observation history, EMBODIEDEVAL 352

provides multiple ego-centric images at each 353

step or, alternatively, videos capturing the entire 354

interaction process. Proprietary and open-source 355

image MLLMs use the former as input, while 356

video MLLMs use the latter. We set the maximum 357

number of attempt steps per task as 24. The image 358

resolution is 448×448 and the field of view is 90 359

degrees. All models have the temperature set to 360

0 during evaluation as explained in Appendix E. 361

We prompt the model to output thoughts before 362

deciding options (Yao et al., 2022; Wei et al., 363

2022). 364

We evaluate agent performance using three met- 365

rics. (1) Success Rate (Succ.) (Liu et al., 2024b; 366

Savva and et al., 2019; Kolve and et al., 2017) is the 367

primary metric we use to measure the percentage 368

of tasks that the agent fully completes. (2) Goal- 369

condition Success (GcS) (Shridhar et al., 2020; 370

Kim et al., 2023) measures partial success by cal- 371

culating the proportion of goal conditions achieved, 372

as specified by predicate functions. (3) Success 373

weighted by Path Length (SPL) (Anderson et al., 374

2018a; Batra et al., 2020b) evaluates task execu- 375

tion efficiency in navigation and interaction tasks 376

by considering both task success and the path effi- 377

ciency relative to the expert demonstration. 378
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Figure 5: Left: Success rate vs. number of steps required for the task. Middle: Success rate vs. allowed max steps.
Right: The success rate of Gemini-Flash with different number of images as input across five task categories.

4.2 Main Results379

Performance gap between current MLLMs on380

Embodied Tasks with Human. As shown in381

Table 2, success rates across various models on382

EMBODIEDEVAL remain consistently low. The383

best-performing model, GPT-4o, achieves only a384

25.00% overall success rate and a 32.42% GcS385

score. In contrast, non-expert humans reach a near-386

perfect success rate of 97.26%, highlighting the387

significant challenges these models face in execut-388

ing embodied tasks that humans find trivial. This389

performance gap is further emphasized by lower390

SPL scores, indicating that the models struggle391

to find optimal solutions. The performance open-392

source models show a larger performance gap. The393

top performing MLLM, LLaVA-OneVision-72B,394

achieves an overall success rate of 12.80%, barely395

competitive with proprietary models.396

Model Performance across Different Task397

Types. The results highlight a large variation398

in model performance across different task types.399

GPT-4o demonstrates relatively strong results in400

QA and Navigation tasks, but its performance drops401

notably for interaction tasks. This disparity is even402

more pronounced among other proprietary models.403

For instance, most models perform reasonably well404

in Attribute QA but see a sharp decline in Spatial405

QA that requires spatial reasoning, often halving406

their success rates. Overall, the scores for interac-407

tion tasks are consistently lower across all models,408

underscoring the challenge these models face in409

scenarios that require a deeper understanding of410

affordance (Gibson, 1977) or social cues.411

4.3 Performance Analysis412

Challenges in Long-Horizon Tasks. We shows413

the trend of success rate under tasks of varying414

steps required for finishing. Models maintain rela-415

tively high success rate in tasks that require fewer416

steps but shows a decline as the task length in-417

Model Inter. Freq (%) Inter. Succ (%)

Random 41.06 2.79
Human 19.44 96.81

GPT-4o-Mini 26.02 11.34
GPT-4o 40.46 9.56
Gemini-Pro-1.5 11.46 10.03
Gemini-Flash-1.5 11.03 8.6
Qwen-VL-Max 26.33 8.89

Table 3: Statistics of interaction tasks. Inter. Freq
means interaction frequency and Inter. Succ means
interaction success rate.

creases. The drop in performance can be attributed 418

to the increased complexity of longer tasks and 419

the difficulty in handling long context. The mid- 420

dle of Figure 5 shows the performance curve on 421

the interaction tasks when gradually increasing the 422

max allowed step from 1 to 25. While the success 423

rate improves initially, the gain diminishes as the 424

allowed steps increase, suggesting that the model 425

struggles to manage longer histories effectively. In 426

the right of Figure 5, we show the performance 427

of Gemini-Flash across different tasks with con- 428

text of varying number of input images. Although 429

increasing the number of images theoretically pro- 430

vides more historical information, the performance 431

decreases except for spatial question answering, 432

which benefits from the additional spatial context. 433

This result indicates that current multimodal mod- 434

els still face challenges when handling multiple 435

egocentric image inputs. These results highlight the 436

difficulty of long-horizon embodied tasks, where 437

longer sequences complicate the agent’s ability to 438

plan and act based on historical information. 439

Challenge in Interaction Tasks. To further in- 440

vestigate the generally low performance in interac- 441

tion tasks, we show some statistics of interaction 442

task in Figure 3. Interaction frequency measures 443

the proportion of interaction actions among all exe- 444

cuted actions, while interaction success rate reflects 445

7



how often these actions are invoked under the cor-446

rect conditions, indicating the model’s affordance447

judgment ability. Humans can generally ensure that448

only necessary interactions are performed, while449

models exhibit varying interaction frequencies but450

relatively low success rates. GPT-4o achieves bet-451

ter performance in interaction tasks by maintaining452

a comparable success rate with a higher interaction453

frequency. Existing MLLMs need improvements454

in spatial distance perception, grounding, and af-455

fordance judgment to achieve a higher interaction456

success rate.457

4.4 Error Case Analysis458

We summarize four primary error categories in459

MLLM-based embodied agents: (1) Hallucina-460

tion in Grounding: Models misperceive the envi-461

ronment, hallucinating nonexistent objects or over-462

looking present ones. For example, models may463

confidently describe absent items or fail to locate464

small objects like laptops or keys, impacting both465

QA (e.g., providing answers based on imagined466

objects) and non-QA tasks (e.g., failing to navigate467

to or interact with target objects). (2) Insufficient468

Exploration: Agents employ suboptimal explo-469

ration strategies, hindering information gathering470

and goal finding due to incomplete environment471

coverage. They are often trapped in local areas, or472

answer before fully exploring the environment due473

to overconfidence. (3) Lack of Spatial Reason-474

ing: Models struggle with understanding spatial475

relationships. They misinterpret directional instruc-476

tions (e.g.,“to my left") and face difficulties nav-477

igating between locations, even for simple tasks478

such as moving to or around furniture. (4) Wrong479

Planning: Agents demonstrate poor state estima-480

tion and action planning. This results in random481

or repetitive actions, such as aimless circling or482

repeatedly picking up objects. They also struggle483

to understand the outcomes of the action and adapt484

after failed attempts. Figure 6 provides illustrative485

examples of these errors. For more detailed exam-486

ples, please refer to Appendix F and Appendix G.487

4.5 Future Improvements488

Based on the results and error analysis, there are489

some potential improvements for the development490

of MLLMs. MLLMs are primarily trained using491

internet data, lacking training in physical space,492

which is a significant difference from humans. This493

leads to poor spatial-related abilities, which could494

potentially be improved through embodied trajec-495

Figure 6: Case study of common error categories.

tory data, egocentric video data, synthetic data, and 496

other sources. Egocentric perception and ground- 497

ing in sequential images or videos should be fur- 498

ther explored to reduce hallucination phenomena. 499

Since current models struggle with long-horizon 500

tasks (even those that are just a dozen or so steps), 501

considerable effort is needed to enable them to bet- 502

ter understand long multimodal sequences, which 503

is crucial for solving long-horizon visual and em- 504

bodied tasks. In addition, MLLMs can also be 505

combined with training methods like reinforcement 506

learning to further enhance their ability to explore, 507

reason, and recover from mistakes, building upon 508

their foundational capabilities. 509

5 Conclusion 510

In this paper, we propose EMBODIEDEVAL, the 511

first interactive benchmark designed for MLLMs 512

with comprehensive embodied tasks. We provide 513

an efficient framework to interactively evaluate the 514

capabilities of MLLMs on embodied tasks. To 515

ensure the accuracy, diversity, and quality of the 516

dataset, extensive efforts are devoted to the annota- 517

tion process for each task sample. 518

Through experiments, we find that current 519

MLLMs perform poorly on embodied tasks. How- 520

ever, we believe there will be more attention to 521

improving the embodied capabilities of MLLMs 522

upon the general capabilities learned from univer- 523

sal multimodal data. We hope EMBODIEDEVAL 524

can help and guide the development of MLLMs to 525

realize their potential in embodied intelligence. 526
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6 Limitations527

To ensure the quality of the evaluation set, the ver-528

ification process is time-consuming and involves529

checking each scene, task, and correctness individ-530

ually. As a result, our evaluation set contains 327531

test cases. We will incorporate more cases in future532

research.533

7 Potential Risks534

While we aim to advance the capabilities of535

MLLMs as interactive embodied agents, there are536

inherent risks that must be acknowledged. One537

potential risk is the over-reliance on MLLMs for538

decision-making in critical scenarios, which could539

lead to biased outcomes due to the models’ limita-540

tions in understanding contextual nuances. Addi-541

tionally, the deployment of such advanced systems542

in real-world environments raises concerns about543

privacy and data security, as these models often544

require substantial amounts of personal and envi-545

ronmental data to function effectively.546
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A Task Samples978

In EmbodiedEval, each category of tasks has suf-979

ficient diversity to comprehensively evaluate the980

model. For example, different from traditional981

EQA task, attribute question answering tasks in982

EMBODIEDEVAL encompass a more diverse range983

of attribute questions about objects and scenes, in-984

cluding but not limited to category, shape, material,985

color, function, state, location, existence, quan-986

tity, comparative analysis, and complex reasoning987

across multiple attributes and multiple objects. For988

interaction tasks, the tasks possibly involve mul-989

tiple objects and multi-step interactions, such as990

using a tool to manipulate another object or rear-991

ranging items to meet specific conditions, which992

necessitates fine-grained movement planning, rea-993

soning about object affordances, and understanding994

cause-and-effect relationships. We selected some995

representative examples to illustrate the diversity996

of the task set in Table 4.997

B Details of Evaluation Framework998

B.1 Movement Space999

Figure 7: A comparison of navigation graphs between
R2R (Anderson et al., 2018b) dataset (left) and EMBOD-
IEDEVAL (right).

We use navigation graph as the movement space1000

where the agent can rotate its view at a point or1001

move between adjacent navigation points. Com-1002

pared to continuous movement, it discretizes mo-1003

tion without imposing great restrictions on the high-1004

level tasks in practice (Anderson et al., 2018b). Dif-1005

ferent from grid-world movement, this approach is1006

more natural and adaptable to all kinds of scenes.1007

Through sampling algorithms and manual adjust-1008

ment, we constructed navigation graphs for each1009

scene. To ensure realism, the navigation points are1010

always walkable locations with no obstacles among1011

them. Due to the greater diversity of our scenes1012

and tasks compared to previous work, the density1013

of navigation points varies based on the size of the1014

scene and the task, ensuring that the number of1015

steps required for tasks remains reasonable. For1016

example, in complex interaction tasks within large1017

scenes, the navigation points are more sparse and 1018

critical. In contrast to previous datasets, our naviga- 1019

tion points are better organized as shown in Figure 1020

7, and the connections between these points indi- 1021

cate clear semantics. MLLMs are not required to 1022

make choices from a set of 3D positions, but only 1023

need to make directional decisions among naviga- 1024

tion points. Specifically, the action space consists 1025

of three types of actions: move forward (moving 1026

to the facing navigation point), turn left/right (ro- 1027

tating to face a new navigation point), and look 1028

up/down (adjusting the vertical view). 1029

B.2 Interaction Space 1030

We follows the discrete interaction space of pre- 1031

vious embodied AI tasks that involves object 1032

interaction such as IQA (Gordon et al., 2018), 1033

CHAI (Misra et al., 2018), RoomR (Weihs et al., 1034

2021) and OVMM(Yenamandra et al., 2023) rather 1035

than continous space (Shridhar et al., 2020; Srivas- 1036

tava et al., 2022). This choice is based on two main 1037

considerations: (1) In continuous spaces, interac- 1038

tions are tightly related to specific methods and 1039

types of embodiment, which contradicts the goal 1040

of generality in evaluations and goes beyond the 1041

core issues of our research. (2) Due to the high 1042

complexity of continuous space, MLLMs cannot 1043

output reasonable values without being trained on 1044

specialized numerical trajectory, leading to infea- 1045

sible evaluations. In EMBODIEDEVAL, we use an 1046

open vocabulary for the actions and objects in in- 1047

teractions to make them as rich as possible. Each 1048

interaction action has a brief action text, operable 1049

objects, and conditions for successful interaction. 1050

For example, the “pick up" action requires the tar- 1051

get object to be within sight and very close, the 1052

“wash" action requires the agent and the target ob- 1053

ject to be next to a sink, and the “hand over" action 1054

requires the agent to hold an object and be next to a 1055

person. In a given test case, several interaction ac- 1056

tions will be involved, including those necessary to 1057

complete the task and other distracting actions. We 1058

provided more examples of the interaction space 1059

mentioned in Table 7. 1060

B.3 Answering Space 1061

Our answering space consists of eight annotated 1062

options by annotators. All the options are carefully 1063

written and verified to ensure that the answers are 1064

challenging, meaningful within the scene, and have 1065

a strong distractive capability. We demonstrate 1066

some examples in Figure 5. 1067
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B.4 Success Criteria1068

We automatically and accurately evaluate task com-1069

pletion through predicate functions. Each predicate1070

maps the state of the simulation environment to a1071

boolean value indicating success. For example, the1072

agent_at predicate requires a designated naviga-1073

tion point as a parameter and returns true when the1074

agent reaches this location at the end of the episode.1075

Beyond evaluating only the final state, EMBOD-1076

IEDEVAL also includes predicates that assess the1077

entire process, similar to R4R (Jain et al., 2019).1078

For example, the agent_pass predicate becomes1079

true once the agent passes a specified navigation1080

point. All the predicate are listed in Table 6.1081

A task is considered successful when all predi-1082

cates evaluate to be true at the end. Consider the1083

task “Please go to the kitchen, then come back1084

and tell me if there are any extra cups". This task1085

involves three predicates: agent_pass, agent_at,1086

and choose. These predicates verify that the agent1087

passes through the kitchen doorway, returns to the1088

initial position in front of the person, and selects1089

the correct answer, respectively.1090

C Details of Task Annotation1091

C.1 Annotation Process1092

A task sample includes a scene, task description,1093

output space, and success criteria. The annotators1094

are required to conduct the annotation as following1095

process: (1) Select a task to annotate from the can-1096

didate tasks and choose a suitable candidate scene.1097

Nouns, prepositions, adjectives, and other elements1098

in the task text can be slightly adjusted to fit ap-1099

propriately within the context of the scene, while1100

keeping the core content of the task the same. Each1101

candidate task can only be selected and used once.1102

(2) Annotate the movement space by adjusting the1103

navigation points in the scene. (3) For tasks in-1104

volving interaction, annotate the interaction space1105

by setting action options, including the action’s1106

text, type, and parameters. The interaction space1107

includes the necessary action options for the task,1108

as well as some distracting action options. For cer-1109

tain specific interactions, it is necessary to annotate1110

feedback content. For example, interactions that in-1111

volve asking humans require annotating the content1112

of human responses. (4) For QA tasks, annotate1113

the answering space by writing challenging answer1114

options. (5) Annotate the success criteria by setting1115

predicate functions, including the predicate’s type1116

and parameters. If the task has multiple sub-goals,1117

the predicate function of each sub-goal should also 1118

be included. (6) Annotate the agent’s initial po- 1119

sition and orientation. (7) For social interaction 1120

tasks, annotate the initial position, orientation, and 1121

body posture of the person, including standing, sit- 1122

ting, lying down, and the direction of the finger 1123

pointing, and choose the person’s appearance from 1124

a selection of characters from Mixamo2. (8) Run 1125

the annotated tasks in the simulator to confirm that 1126

the tasks can be completed without any issues. 1127

C.2 Annotation Criteria 1128

(1) All tasks must be unambiguous within the given 1129

scene. (2) Question-answering tasks must require 1130

scene observation, with each task providing eight 1131

answer options that vary in difficulty and include 1132

misleading options to reduce the chance of guess- 1133

ing the correct answer. (3) Once a task is correctly 1134

annotated, the tasks must be executable in the sim- 1135

ulator with a well-designed navigation graph and 1136

accurate action options. Annotators must verify 1137

task feasibility using the same observational con- 1138

straints as agents. 1139

C.3 Annotation System 1140

To ensure both efficiency and precision in the com- 1141

plex annotation process, we develop an annotation 1142

system based on Unity3. The system provides com- 1143

prehensive function, which encompassing scene 1144

and task import/export, flexible content viewing, 1145

visualized action space, and a guide annotation 1146

workflow that adheres to predefined guidelines:(1) 1147

Importing and exporting scenes and tasks, allow- 1148

ing users to freely view the content of scenes and 1149

tasks. (2) Enforcing task annotation according to 1150

predefined guidelines. The system provides candi- 1151

date lists for all types of actions and predicates and 1152

specifies he parameters that need to be annotated. 1153

(3) Generating navigation points and constructing a 1154

navigation graph with visualizations, allowing for 1155

the addition, deletion, and modification of naviga- 1156

tion points. (4) Annotators can visually select 3D 1157

objects in the scene as parameters of interactions 1158

and predicates. Once one annotation is complete, 1159

the task file exported by the annotation system can 1160

be loaded by the simulator, starting the simulation 1161

and evaluation process. 1162

2https://www.mixamo.com/
3https://unity.com/
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C.4 Quality Control1163

Eight expert annotators are recruited to perform the1164

annotations. These standard annotators are from1165

professional data annotation companies. Before1166

starting the annotation process, we conduct sys-1167

tematic training on annotation requirements and1168

system usage. To ensure the dataset’s high quality,1169

each annotated task is independently evaluated for1170

correctness and quality by at least three reviewers.1171

There are two rounds for the annotation. In the1172

first round, annotators primarily ensure task com-1173

pleteness. In the second round, expert annotators1174

verify and refine the diversity of task objects, the1175

accuracy and clarity of task descriptions, and task1176

difficulty distinctions. Furthermore, we validate1177

task feasibility by providing expert demonstrations1178

for each task and testing human performance with1179

non-expert participants.1180

D Creation of Objaverse Synthetic1181

We use a wide variety of objects from Objaverse1182

to procedurally generate diverse scenes and further1183

refine them through interactive scene editing.1184

Object Selection. We curated a subset of indoor1185

assets out of Holodeck’s (Yang et al., 2024b) anno-1186

tated realistic and diverse objects choosen from the1187

Objaverse asset library (Deitke et al., 2023). To en-1188

sure quality, we employed GPT-3.5 to filter unsuit-1189

able outdoor objects and manually reviewed frontal1190

renderings to remove low-quality assets. This pro-1191

cess resulted in a database of about 15,000 objects1192

spanning over 500 categories (examples seen in1193

Fig 9).1194

Scene Generation. We leveraged GPT-3.51195

to annotate object categories with their typical1196

room occurrences (e.g., inLivingRoom, inKitchen),1197

positions (e.g., onWall, onFloor, onEdge), and1198

functions (e.g., receptacle, pickup). Gemini-1.5-1199

Flash was used to annotate large objects’ orienta-1200

tions. Subsequently, a procedural approach was1201

employed to randomly place architectural elements1202

such as walls, doors, and windows. Large objects1203

were then arranged on the floor either against the1204

walls or in the center of the rooms, and smaller1205

items were finally placed on surfaces of large re-1206

ceptacles. Hundreds of scenes were generated ran-1207

domly, from which we selected 15 living rooms,1208

15 bedrooms, 10 two-room, 5 three-room, and 51209

four-room for further editing, as partly shown in1210

Fig 10.1211

Scene Editing. To make the scene more orga-1212

Figure 8: Interactive scene editor: adjust object position
(left) and angle (right).

nized and to avoid errors caused by automatic gen- 1213

eration, we also edited the generated scene by de- 1214

veloping a runtime scene editor. Users can view 1215

the type and description of objects, and adjust their 1216

position and orientation (see Fig 8). Once editing 1217

is complete, the scene can be saved as a JSON file 1218

and imported to reproduce the environment. 1219

E Temperature Setting 1220

We find that all models perform slightly better 1221

at temperature = 1 compared to temperature = 0. 1222

Through observing cases, we believe this is be- 1223

cause embodied tasks require a certain level of 1224

exploration, and when the temperature is set to 0, 1225

the determinism of the output causes the model to 1226

more easily get stuck in repetitive errors. However, 1227

in this paper, we propose using a temperature of 1228

0 as the evaluation standard, as this removes ran- 1229

domness from the evaluation, improving efficiency 1230

and better reflect the model’s true capabilities, in- 1231

cluding its ability to recognize and escape from 1232

erroneous trajectories. 1233
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Task Characteristics

Please go to the kitchen, then come back and tell me if there are any extra cups. scene memory

Imagine the house is rotated 90 degrees counterclockwise. How would this affect the natural light
distribution in the room?

spatial imagination

Open a black locked drawer with a key found on the desk. tool use

Pick up the kettle and the box labeled "BREAD" from the kitchen counter and place them on the table
with the coffee machine.

optical character recognition

Optimize the display of artworks on the shelves as follows: place two items on each shelf, with one shelf
featuring two items of the same shape. Complete the requirements in as few steps as possible.

reasoning and planning

Grab the object that is cylindrical and silver on the table next to the washing machine. multiple attribute reference

Estimate the percentage of floor space occupied by furniture in the room you’re currently in. area estimation

Estimate the straight-line distance from the front door to the TV. Note that each step you take forward is
approximately two meters.

distance estimation

Which is closer to the drink on the round table, the ginger or the ice cream? distance comparison

Identify an object that is taller than 1 meter. height estimation

If we were to host a birthday party, which area of the house could accommodate the most people while
ensuring clear pathways to exits?

logic, space, and common sense

Describe the path from the kitchen to the living room. path description

If you were to draw a straight line from the desk with a turned-on laptop to the bookshelf, which pieces of
furniture would it intersect?

intersection estimation

What is the object I am pointing at? pointing comprehension

Pick up the watermelon on my right. perspective-taking comprehension

My red glasses are missing. Please help me look for them in the room. Once you find them, bring them to
me.

object searching and delivering

Wake up my dad. He is sleeping in the bedroom. The bedroom is the second room on your right as you
walk forward.

social navigation

Enter the dining area and see if there is more than one door in the entire house. object counting

Calculate the ratio of seating options to the number of rooms in the house. counting and calculation

Tell me which objects have a handle in the kitchen. attribute grounding

Evaluate whether the painting above the living room sofa is more colorful than the carpet. attribute comparison

How many rooms are there in total? room counting

Confirm if a garbage can is located on the floor in the living room. object existence

Which room has more seating options, the kitchen or the living room? quantity comparison

I’m hungry. Find all objects that can be used as ingredients on the table in this room. object functionality

Count the maximum number of identical clocks among all the rooms. counting and attribute memory

What do you think the owner of this room probably studies? common sense

Is there an egg inside the fridge? interaction and answering

Open the drawer of the side table in the study room. If there is something inside, leave it open and put all
similar items from the room into it. If there is nothing inside, close it.

logical execution

I just heard something fall to the TV table. What was it? Go check. object identification

Explore the other side of the courtyard thoroughly in a few steps. scene exploration

Imagine the house is rotated 90 degrees counterclockwise. How would this affect the natural light
distribution in the room?

spatial imagination and reasoning

Navigate to the sofa. object navigation

From the parked car in the garage, walk towards the courtyard, follow the stone path between the two
blooming trees, and turn left at the end of the stone path, then walk to the front door of the house.

step-by-step fine-grained navigation

You are in the upper right corner of the classroom. Suppose the nearest desk to you is in the first row and
first column. Go to your seat in the third row and fourth column and stand at the upper right corner of
your desk.

precise navigation

Head to the fridge, open the fridge, take out an egg, wash it and crack it into a frying pan to fry it. sequential interaction

Determine the optimal placement of the living room TV to achieve the best viewing experience from
multiple seating positions.

multi-object spatial reasoning

Move the fruit plate from the kitchen table to the dining table with dishes. Make sure to take it from the
side of the kitchen table without chairs, and when placing it, put it in the corner of the dining table closest
to your starting position.

fine-grained object interaction

Table 4: Examples of the diverse tasks in EMBODIEDEVAL.
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Task Answer Options

If we were to host a birthday party,
which area of the house could accom-
modate the most people while ensur-
ing clear pathways to exits?

1. the master bedroom
2. the hallway
3. the study room
4. the open balcony with some green plants
5. the living room
6. the large guest room
7. the garden next to the living room
8. the backyard with a sunshade umbrella

Which is closer to the drink on the
round table, the ginger or the ice
cream?

1. Both are equally close to the drink.
2. The ice cream is closer to the drink.
3. The ginger is closer to the drink.
4. Neither is close to the drink.
5. The ginger is on the other side of the table.
6. The drink does not exist.
7. The ginger does not exist.
8. The ice cream does not exist.

Imagine you’re a cat on the empty
bookshelf. What would be the most
efficient path to reach the balcony
while minimizing contact with the
floor?

1. Jump onto the sofa, then onto the sofa table, onto the armchair, and finally onto the windowsill to enter
the balcony.
2. Jump onto the kitchen counter, then onto the dining table, then onto the sofa table, then onto the sofa.
Jump from the edge of the sofa armrest to the ground and finally enter through the balcony door.
3. Jump onto the sofa. Walk on the top of the sofa back to the end. Jump onto the floor lamp and then
onto the windowsill to enter the balcony.
4. Jump onto kitchen counter, then onto the dining table, then onto the television, then onto the armchair,
and finally onto the windowsill to enter the balcony.
5. Turn around and run to the left room at the end. Climb up the toilet and jump into the bathtub.
6. Pass through the small path between the sofa and the sofa table. Jump onto the armchair and then onto
the windowsill to enter the balcony.
7. Pass through the small path between the television and the sofa table. Jump onto the armchair and then
onto the windowsill to enter the balcony.
8. Jump onto the dining table. Jump from the dining chair to the carpet. Climb onto the sofa. Jump from
the edge of the sofa armrest to the windowsill and enter the balcony.

Can you describe the type of the
paintings in this house?

1. Pen and Ink Drawing
2. Oil Painting
3. Charcoal Drawing
4. Digital Painting
5. Mosaic Art
6. Pencil Drawing
7. Ink Painting
8. Silk Painting

Share some information about the
numerous red furniture items in the
open kitchen.

1. Only sofa, high stools and pendant lamps are red.
2. Only the refrigerator, high stools and pendant lamps are red.
3. There are no red objects in the paintings on the wall.
4. One piece of red furniture is used to store food.
5. All pendant lamps are red.
6. Only sitting furniture is red.
7. There is no red furniture.
8. All the furniture in the room is red.

Enter the dining area and see if there
is more than one door in the entire
house.

1. Yes, there are two doors.
2. No, there is only one door.
3. The room is painted blue.
4. Cannot determine, not enough information.
5. No, there are no doors.
6. The dining area has a sliding door.
7. Yes, there are multiple doors.
8. There is no dining area.

Compare the colors of the carpet, the
bedside table and the linen basket in
the bedroom, and find the one that is
most similar in color to the bed.

1. The basket and the carpet are vibrant. The bedside table’s color is muted and most similar to the bed.
2. The basket and the carpet are muted. The bedside table’s color is vibrant and most similar to the bed.
3. The basket and the bedside table are vibrant. The carpet’s color is muted and most similar to the bed.
4. The basket and the bedside table are muted. The carpet’s color is vibrant and most similar to the bed.
5. The bedside table and the carpet are vibrant. The basket’s color is muted and most similar to the bed.
6. The bedside table and the carpet are muted. The basket’s color is vibrant and most similar to the bed.
7. They are all muted and very similar to the bed.
8. They are all vibrant and very similar to the bed.

Table 5: Examples of the diverse answer options in EMBODIEDEVAL.
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Predicate Paramters Success Conditions

choose The right answer. When the agent selects the correct answer.
agent_at A navigation point. When the agent finally arrives at this point.

agent_pass A navigation point. When the agent has passed through this point at least once.
at An object and a specific point. When the object is at this point.

grab_once An object. When the agent has picked up this object at least once.
grab An object. When the agent picks up the object.

special_action_success An interaction action. When this interaction action has been successful.

Table 6: The predicates involved in EMBODIEDEVAL.

Action Text Execution Requirements

wash When the agent is holding the target object and stand next to the sink.
hand over When the agent is holding the target object and stand next to the person.
sit down When the agent is next to the target chair.
unlock When the agent is holding the target key and standing next to the drawer
greet When the agent is near the person.
ask When the agent is near the person.
mix When several target beverages are on the table next to the agent.

wipe off the table When the agent is holding an object for cleaning and standing next to the table.
check the results of the program When the agent is next to the computer.

Table 7: Some cases of the interaction actions involved in EMBODIEDEVAL.

Bed

Sofa

Furniture

Daily items

Food

Utensils

Figure 9: Examples of selected Objaverse assets and views of generated scenes.
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Figure 10: Front View of Scenes in Objaverse Synthetic. Top: Multiple rooms. Bottom: Single room.

Prompt for Multi-image MLLMs

You are an intelligent vision -language embodied agent skilled at solving tasks
and answering questions in a 3D environment. Your job is to efficiently

complete a specified task by choosing the optimal action at each timestep
from a set of available actions. You are given a series of ego -centric
images , and a history of previous actions with optional feedback (success/
failure or human response). Each image shows what you see at a particular
step in the action history , along with an extra image showing your

current view.

Current task: {}
Action history (action -> feedback): {}
Visual history: {}
Current view: {}
For the current step , your available options are listed as "[Option␣Number ].␣

Content" as follows: {}
Choose your action from the above options by replying with "Thought:␣Your␣

reasoning .\ nChoice:␣[Option␣Number]␣(e.g.␣[1])".

Note:
- If the task needs more information of the scene , navigate wisely to the

required targets (objects , places , or people).
- Avoid repeated actions like useless forward motion and circling.
- You can only interact with objects or humans (e.g. pick/place/open/close/

handover) if they are within your view and very close to you.
- You can only hold one object at a time. Put down any held object before

picking up another.
- Tasks containing "I" or "me" are requested by a person in the scene.
- Reflect on why previous actions fail to avoid repeating mistakes and ajdust

your current action.
- You have a limited number of {} steps to complete the task.

Figure 11: Prompt for Multi-image MLLMs.
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F Success Cases 1234

We present successful cases accomplished by closed-source MLLMs to gain deeper insights into their 1235

current capabilities. As discussed in Section 4.2, the models generally scored low and successfully 1236

completed only a limited number of tasks. A closer examination of these successful tasks reveals that 1237

they are typically simpler, involve fewer steps and require interaction with fewer objects. To better 1238

illustrate these findings, we present representative cases from five task types. These examples highlight 1239

the underlying behavioral patterns and reasoning processes of the models during task execution. 1240

F.1 Attribute QA 1241

Task: What do you think the owner of this room probably studies?

Options:

answer "interior design" answer "comparative literature"
answer "computer science" answer "theoretical physics"
answer "molecular biology" answer "digital marketing"
answer "music composition" answer "industrial design"

GPT-4o: answer "interior design"

turn left

The current view doesn't
provide enough
information about the
room's contents or any
clues about the owner's
field of study. I should
explore the room further
to gather more context.

1

move forward

The current view shows a
desk with books and an
open notebook, which
might provide clues
about the subject of
study. I should examine
the contents more
closely to make an
informed decision.

2

answer "interior
design"

The current view shows
books related to
architecture and design,
along with an open book
that appears to have
design content. This
suggests that the owner
of the room likely
studies something
related to design.

3

Task: What is inside the sink near the dining table?

Options:

answer "potato" answer "soap"
answer "water" answer "cup"
answer "bowl" answer "steel wool"
answer "apple" answer "tomato"

GPT-4o: answer "tomato"

turn left

I need to locate the
dining table and the
sink. Since the current
view shows a kitchen
area, I should explore
further to find the
dining table and sink.

1

turn left

I need to locate the
sink near the dining
table. The current view
shows a chair and a
recycling bin, but no
sink. I should continue
exploring to find the
sink.

2

answer "tomato"

The current view shows
the sink, and I can see
items inside it. I need
to identify what is
inside the sink near the
dining table.

3

Figure 12

Task: What color is the car parked around the house?

Options:

answer "red" answer "black" answer "red and white" answer "black and white"
answer "white" answer "blue" answer "blue and white" answer "yellow"

Qwen-VL-Max: answer "red and white"

turn left

I need to find the car
parked around the house.
I should start by
looking around the area.

1

turn left

I need to find the car
parked around the house.
I should start by
exploring the area.

2

turn left

I need to find the car
parked around the house.
I should explore the
area by turning left to
see if there is a car
nearby.

3

turn left

I need to find the car
parked around the house.
I should explore the
area by turning left to
see if there is a car
nearby.

4

move forward

I need to find the car
parked around the house.
I should start by moving
forward to explore the
area.

5

move forward

I need to find the car
parked around the house.
I should explore the
area by moving forward.

6

turn left

I need to find the car
parked around the house.
I should explore the
area by turning left to
see if there is a car
nearby.

7

move forward

I need to find the car
parked around the house.
I should explore the
area by moving forward.

8

turn left

I need to find the car
parked around the house.
I should explore the
area by turning left to
see if there is a car
nearby.

9

move forward

I need to find the car
parked around the house.
I should explore the
area by moving forward.

10

move forward

I need to find the car
parked around the house.
I should explore the
area further.

11

move forward

I need to find the car
parked around the house.
I should explore the
area further.

12

move forward

I need to find the car
parked around the house.
I should explore the
area further.

13

answer "red and
white"

The car parked around
the house is red and
white.

14

Figure 13
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Task: Compare the sizes of two side tables in the bedroom.

Options:

answer "The side table with the lamp is located near the window." answer "It's difficult to tell the difference in size between the two side tables."
answer "Both side tables are of equal size." answer "The side table with the lamp is larger than the one with the alarm clock."
answer "The side table with the alarm clock is larger than the one with the lamp." answer "The side table with the alarm clock has a drawer."
answer "The side table with the alarm clock is painted blue." answer "The side table with the lamp has two drawers."

Gemini-Flash: answer "The side table with the lamp is larger than the one with the alarm clock."

move forward

I need to get a better
view of both side tables
to compare their sizes.
I can't tell from the
current image.

1

move forward

I need to get a better
view of both side tables
to compare their sizes.
I can't tell from this
angle.

2

turn left

I need to get a better
view of both side tables
to compare their sizes.
I've already moved
forward twice, so I
should try turning to
get a better
perspective.

3

turn right

I need to get a better
view of both side tables
to compare their sizes.
I've already turned
left, so I should turn
right to get a different
perspective.

4

turn left

I need to get a better
view of both side tables
to compare their sizes.
I've already turned left
and right, so I need to
move closer to them.

5

move forward

I need to get a better
view of both side tables
to compare their sizes.
I've already turned left
and right, so I should
move forward to get a
closer look.

6

turn left

I need to get a better
view of both side tables
to compare their sizes.
I've already moved
forward and turned
around, so I need to
move closer to the
tables.

7

turn right

I need to get a better
view of both side tables
to compare their sizes.
I've been moving around,
but I haven't gotten a
good angle yet.

8

look up

I need to get a better
view of both side tables
to compare their sizes.
I've been moving around,
but I haven't found a
good angle yet.

9

look down

I need to get a better
view of both side tables
to compare their sizes.
I've already moved
around the room, but I
haven't looked down to
see the full extent of
the tables.

10

turn left

I need to get a better
view of both side tables
to compare their sizes.
I've already moved
around the room and
looked up and down, but
I haven't gotten a good
angle yet.

11

turn left

I need to get a better
view of both side tables
to compare their sizes.
I've already turned left
and right, so I need to
move closer to them.

12

turn right

I need to get a better
view of both side tables
to compare their sizes.
I've already turned left
twice, so I should try
turning right to see if
I can get a better
angle.

13

look up

I need to get a better
view of both side tables
to compare their sizes.
I've been turning around
a lot, but I haven't
gotten a good angle yet.
I'll try looking up to
see if that helps.

14

turn left

I need to get a better
view of both side tables
to compare their sizes.
I've already looked up
and down, so I need to
move closer to them.

15

move forward

I have been moving
around the bedroom,
trying to get a good
view of both side
tables. I've seen both
tables, but I haven't
been able to get a clear
view of their sizes. I
need to get closer to
one of the tables to
compare them.

16

answer "The side
table with the lamp
is larger than the
one with the alarm

clock."

I have moved around the
bedroom and have a good
view of both side
tables. I can see that
the side table with the
lamp is larger than the
one with the alarm
clock.

17

Figure 14
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F.2 Spatial QA 1242

Task: Determine if the sofas on the left will fit through the front door.

Options:

answer "There is no front door."
answer "Yes, the front door is wide enough, and all the sofas can pass through easily in any orientation.."
answer "No, only the smallest sofa can pass through."
answer "Yes, but the sofas need to be stood upright to pass through."
answer "No, the largest sofa cannot pass through."
answer "No, none of the sofas can pass through."
answer "There is no sofa."
answer "Yes, but the sofas need to be turned sideways to pass through."

GPT-4o: answer "Yes, but the sofas need to be turned sideways to pass through."

turn left

I need to gather more
information about the
sofas to determine if
they can fit through the
front door. Since the
current view is of the
front door, I should
turn left to check the
sofas.

1

turn right

I need to determine if
the sofas can fit
through the front door.
I should compare the
size of the sofas with
the door. The current
view shows the sofas,
but I need to see the
door again to make a
comparison.

2

look up

I need to determine if
the sofas can fit
through the front door.
I should first look at
the door to assess its
size.

3

turn left

I need to assess the
size of the sofas and
the front door to
determine if they can
fit through. The current
view is focused on the
door, but I need to see
the sofas again to make
a comparison.

4

answer "Yes, but the
sofas need to be
turned sideways to

pass through."

I need to determine if
the sofas can fit
through the front door.
I should compare the
size of the sofas to the
door. I have already
seen the door and the
sofas, so I can make a
decision based on the
current view.

5

Figure 15

Task: What direction does the bedroom doorway face when looking out?

Options:

answer "Opposite to the orientation of the table."
answer "Opposite to the orientation of the chair with many objects on it."
answer "Consistent with the orientation as the table."
answer "Consistent with the orientation as the toilet."
answer "Consistent with the orientation as the white cabinet."
answer "Consistent with the orientation of the bed."
answer "Consistent with the orientation as the fridge."
answer "Opposite to the orientation of the bed."

GPT-4o: answer "Consistent with the orientation of the bed."

turn left

The current view shows a
table with objects on
it, and a door is
visible. To determine
the direction of the
bedroom doorway, I need
to explore more of the
environment to
understand the layout
better.

1

look up

I need to gather more
information about the
room's layout to
determine the direction
of the bedroom doorway.
Since the current view
is limited, I should
explore further.

2

turn left

I need to determine the
orientation of the
bedroom doorway. The
current view shows a
wall with a painting,
which doesn't provide
enough information about
the doorway. I should
explore more by turning
to get a better view of
the room layout.

3

turn left

I need to determine the
orientation of the
bedroom doorway. The
current view doesn't
show the doorway, so I
should explore further
to find it.

4

move forward

I need to determine the
orientation of the
bedroom doorway. The
current view shows the
bed and windows, which
might help in
understanding the room's
layout. Since the task
is about the doorway's
direction, I should
explore more to find the
doorway.

5

answer "Consistent
with the orientation

of the bed."

I need to determine the
orientation of the
bedroom doorway. Based
on the current view and
previous images, I
should consider the
orientation of the bed,
as it is a significant
feature in the room.

6

Figure 16
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F.3 Navigation1243

Task: Walk straight past the kitchen on your left, turn right when you are almost at the bathroom door, and stop when you reach the book in the center of the sofa table.

Qwen-VL-Max: 

move forward

I need to walk straight
past the kitchen on my
left, which means I
should continue moving
forward.

1

move forward

I need to walk straight
past the kitchen on my
left, so I should
continue moving forward.

2

move forward

I need to walk straight
past the kitchen on my
left, which means I
should continue moving
forward.

3

move forward

I need to walk straight
past the kitchen on my
left, which means I
should continue moving
forward until I am
almost at the bathroom
door. Then, I will turn
right.

4

turn right

I need to turn right
after passing the
kitchen and before
reaching the bathroom
door.

5

move forward

I need to walk straight
past the kitchen on my
left, which means I
should continue moving
forward until I reach
the point where I need
to turn right. The
current view shows that
I am still in the
hallway, so I should
keep moving forward.

6

move forward

I need to move closer to
the sofa table to find
the book.

7 8

Figure 17

Task: I want to find a human-shaped statue which is placed on the table below the wall where the iris painting hangs. Please navigate to it.

Qwen-VL-Max: 

look up

I need to find the
human-shaped statue on
the table below the wall
where the iris painting
hangs. I should start by
looking around to
identify any potential
locations that match
this description.

1

turn left

The task requires me to
find a human-shaped
statue on a table below
a wall with an iris
painting. I should start
by looking around to
identify any potential
locations that match
this description.

2

turn left

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
start by exploring the
room and looking for any
paintings or statues.
Since I am currently
facing a blank wall, I
should turn left to
explore other parts of
the room.

3

move forward

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
move towards the wall
with the iris painting
to locate the statue.

4

turn right

The task requires me to
find a human-shaped
statue on a table below
the wall where the iris
painting hangs. I should
move towards the wall
with the iris painting
to locate the statue.

5

move forward

The task requires me to
find a human-shaped
statue on a table below
the wall where the iris
painting hangs. I should
move towards the wall
with the iris painting
to locate the statue.

6

turn right

The task requires me to
find a human-shaped
statue on a table below
a wall with an iris
painting. I should move
towards the wall with
the iris painting to
locate the statue.

7

move forward

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
move towards the area
where the iris painting
is located, which is
visible in the current
view. Moving forward
will bring me closer to
the painting and
potentially the statue.

8

move forward

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
move towards the area
where the iris painting
is located, which is
visible in the
background of the
current view. Moving
forward will bring me
closer to that area.

9

move forward

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
move towards the area
where the iris painting
is located, which is
visible in the
background of the
current view. Moving
forward will bring me
closer to the painting
and potentially the
statue.

10

move forward

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
move towards the area
where the iris painting
is located, which is
visible in the current
view. Moving forward
will bring me closer to
the painting and
potentially the statue.

11

move forward

The task requires me to
find a human-shaped
statue on a table below
a wall where the iris
painting hangs. I should
move towards the area
where the iris painting
is located, which is
visible in the current
view. Moving forward
will bring me closer to
the target location.

12

move forward

The task is to find a
human-shaped statue on a
table below a wall where
the iris painting hangs.
I need to move closer to
the table where the
statue is located.

13

move forward

The task is to find a
human-shaped statue on a
table below a wall where
the iris painting hangs.
I should move closer to
the table to confirm if
the statue is there.

14

turn right

The task requires me to
find a human-shaped
statue placed on a table
below a wall where the
iris painting hangs. I
have been moving around
the room and now I am
near the window. I
should turn right to
face the wall with the
iris painting and locate
the statue.

15

move forward

The task is to find a
human-shaped statue
placed on a table below
the wall where the iris
painting hangs. I should
move closer to the table
to inspect it.

16 17

Figure 18
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F.4 Object Interaction 1244

Task: Is there an egg inside the fridge?

Options:

answer "Yes, and there are two eggs, one in the upper part and one in the lower part."
answer "Yes, in the lower part of the fridge."
answer "Yes, there are two eggs in the upper  part of the fridge."
open the lower fridge door
answer "There is no fridge."
answer "No, there are no eggs in the fridge."
answer "Yes, in the upper part of the fridge."
open the upper fridge door
answer "Yes, there are two eggs in the lower part of the fridge."

Qwen-VL-Max: answer "Yes, in the lower part of the fridge."

turn left

I need to find the
fridge first to check
for eggs. The current
view does not show the
fridge, so I should turn
to face it.

1

turn left

To determine if there is
an egg inside the
fridge, I need to first
locate the fridge and
then check its contents.
The current view does
not show the fridge, so
I should turn to find
it.

2

turn right

To check for eggs in the
fridge, I need to go to
the fridge and open it.
The fridge is located to
the right of my current
position.

3

turn right

To check for eggs in the
fridge, I need to go to
the fridge and open it.
The fridge is located to
the right of my current
position.

4

move forward

To check for eggs in the
fridge, I need to go to
the fridge and open it.
The fridge is not
visible in the current
view, so I should move
towards it.

5

turn left

To check for eggs in the
fridge, I need to go to
the fridge and open it.
The current view does
not show the fridge, so
I need to turn towards
it.

6

move forward

To check for eggs in the
fridge, I need to go
closer to the fridge and
then open it to inspect
its contents.

7

move forward

To check for eggs in the
fridge, I need to
approach the fridge and
open it. The current
view shows the fridge in
the distance, so I
should move closer to
it.

8

open the upper
fridge door

I need to check inside
the fridge to determine
if there are any eggs.
The current view shows
the top of the fridge,
so I should open it to
see the contents.

9

open the upper
fridge door

I need to check inside
the fridge to determine
if there are any eggs.
Since I am already at
the fridge, I should
open the doors to
inspect the contents.

10

open the upper
fridge door

I need to check inside
the fridge to determine
if there are any eggs.
The previous attempts to
open the fridge were
unsuccessful, so I will
try again.

11

open the lower
fridge door

I need to check inside
the fridge to determine
if there are any eggs.
The previous attempts to
open the upper fridge
door were unsuccessful,
so I should try opening
the lower fridge door
instead.

12

open the upper
fridge door

I need to check if there
is an egg inside the
fridge. I should open
the fridge doors to look
inside.

13

answer "Yes, in the
lower part of the

fridge."

The task is to determine
if there is an egg
inside the fridge. I
have already opened the
lower fridge door and
can see an egg inside.
Therefore, I can confirm
that there is an egg in
the fridge.

14

Figure 19
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Task: Pick all round objects into trash can.

Options:
pick up place to the trash can

Gemini-Pro: 

pick up

I see a round object (a
basketball). I should
pick it up and place it
in the trash can.

1

move forward

The pick up action
failed, likely because I
was too far from the
ball. I need to move
closer to the ball
before trying to pick it
up again.

2

pick up

The pick up action
failed, likely because I
was too far from the
ball. I moved forward,
and now I am closer to
the ball. I should try
to pick it up again.

3

place to the trash
can

I successfully picked up
the basketball. Now I
need to put it in the
trash can.

4

turn right

I successfully picked up
the basketball, but
failed to place it in
the trash can. This
likely means the trash
can is not in my current
view. I should turn
around to find it.

5

turn left

I successfully picked up
the basketball but
failed to place it in
the trash can. This
might be because the
trash can is not in my
view. I turned right to
look for the trash can,
but I don't see it. I'll
try turning left to
search for the trash
can.

6

turn left

I successfully picked up
the basketball, but
failed to place it in
the trash can. This
likely means the trash
can is not in my current
view. I need to turn
around to find it. Since
I've already turned
right and left from the
initial position,
continuing in one
direction might be more
efficient.

7

turn right

I have turned left
several times and ended
up facing the wall. I
need to find the trash
can and the remaining
round objects. The last
successful pick up was
the basketball. I will
turn right to explore
the room and hopefully
find the trash can and
any remaining round
objects.

8

turn left

I successfully picked up
the basketball, but
failed to place it in
the trash can. This
means the trash can is
not in my current view.
I need to explore the
room to find it. I will
turn left to search for
the trash can.

9

turn left

I successfully picked up
the basketball and
attempted to place it in
the trash can, but
failed. This likely
means the trash can
isn't in my current
view. I need to explore
the room to find it.
I'll turn left to see
what's in that
direction.

10

place to the trash
can

I have picked up one
round object and tried
to place it in the trash
can, but failed. I have
turned around a bit, and
now I see a trash can.
Let me try placing the
object in it now.

11

turn right

I have successfully
picked up a round object
(basketball) but failed
to place it in the trash
can. I turned a lot,
which didn't help, so
maybe I'm just not
facing the trash can. It
looks like the trash can
is close to my current
location, so I'll turn
towards it and try
again.

12

turn right

I have successfully
picked up one round
object, the basketball,
but failed to place it
in the trash can. I've
tried placing it from
different angles, but it
hasn't worked. I need to
find the trash can. I
can see from previous
images that it's near
the desk. I will turn
around and navigate to
the desk to find the
trash can. I'm currently
looking at the wall
where I failed to place
the object last time, so
turning right might give
me a view of the desk.

13

turn right

I successfully picked up
a round object, but
failed to place it in
the trash can. This
might be because I
wasn't facing the trash
can. I need to turn
around and locate the
trash can before
attempting to place the
object again. I will
turn right first to
explore the room.

14

turn left

I have picked up one
round object and tried
to place it in the trash
can but failed, possibly
because I wasn't facing
the trash can. I turned
around a bunch, then
tried again and still
failed. I need to find
the trash can. I'll turn
to face the desk,
because the trash can
was next to it.

15

turn right

I have picked up the
basketball and tried to
place it in the trash
can, but failed. I need
to navigate to the trash
can. I last saw the
trash can when I looked
at the desk. I will turn
around to face the desk
area again.

16

turn right

I successfully picked up
a round object, but
failed to place it in
the trash can. This
could be because I
wasn't facing the trash
can. I need to navigate
to the trash can before
attempting to place the
object again. I'll turn
to explore the room and
find it.

17

move forward

I successfully picked up
the basketball and
failed to place it in
the trash can. I've
turned a lot since then,
and now I'm facing the
desk. The trash can is
near the desk.

18

move forward

I have successfully
picked up one round
object. I failed to
place it in the trash
can perhaps because I
was not facing it. I've
turned and moved around
a bit, and now I see the
trash can next to the
desk. I should move
closer to it.

19

place to the trash
can

I have picked up one
round object and tried
to place it in the trash
can but failed maybe
because I was not close
enough. I moved closer
to the trash can so now
I can try placing the
object in the trash can
again.

20

turn right

I have picked up one
round object and tried
to place it in the trash
can multiple times, but
failed. I suspect I'm
not facing the trash
can. I need to explore
and locate the trash
can. I've already turned
left and right multiple
times. I will turn
around to explore the
space behind me.

21

place to the trash
can

I successfully picked up
the basketball but
failed to place it in
the trash can. I have
been turning around a
lot, trying to find the
trash can. Now I am
looking at the trash
can, so I should try
placing the basketball
in it.

22 23

Figure 20
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F.5 Social Interaction 1245

Task: Wake up my dad. He is sleeping in the bedroom. The bedroom is the second room on your right as you walk forward.

Options:
speak "get up"

GPT-4o-Mini: 

turn right

To wake up your dad, I
need to navigate to the
bedroom, which is the
second room on the
right. Currently, I am
facing a hallway with
options to turn left or
right. Since the bedroom
is to the right, I
should turn right to
head in the correct
direction.

1

turn left

I need to navigate
towards the bedroom to
wake up my dad. Since I
have already turned
right, the next logical
step is to continue
moving in the direction
that will lead me to the
bedroom. The available
options include turning
left or right, looking
up, or speaking. Since
turning right again
would not be effective,
I will turn left to
continue towards the
bedroom.

2

move forward

I need to navigate
towards the bedroom,
which is the second room
on my right as I walk
forward. Since I have
already turned right and
left without making
progress, I should move
forward to get closer to
the bedroom.

3

move forward

I need to reach the
bedroom, which is the
second room on my right
as I walk forward.
Currently, I am facing a
hallway with a clear
path ahead. Since I have
already turned right and
left previously, I
should move forward to
get closer to the
bedroom.

4

move forward

I need to wake up my
dad, who is in the
bedroom, which is the
second room on my right
as I walk forward.
Currently, I am facing a
hallway with a view that
suggests I am close to
the bedroom. Since I
have already moved
forward twice and turned
right and left without
success, I should now
move forward to reach
the bedroom.

5

turn right

I need to wake up my
dad, who is in the
bedroom, which is the
second room on my right
as I walk forward.
Currently, I am facing a
hallway, and I have
already moved forward
multiple times. Since I
am not yet in the
bedroom, I should turn
right to head towards
the bedroom.

6

speak "get up"

I am currently in front
of the bedroom where my
dad is sleeping. Since
the task is to wake him
up, the most direct
action is to speak to
him. This will allow me
to complete the task
without unnecessary
movement.

7

move forward

I am currently in front
of the bedroom where my
dad is sleeping. I
previously attempted to
wake him by speaking,
but it failed. Since I
am already facing the
bedroom, I should try to
move forward into the
room to get closer to
him. This will allow me
to interact more
effectively.

8

speak "get up"

I am currently in the
bedroom where my dad is
sleeping. I previously
attempted to wake him by
speaking, but it failed.
Since I am already in
the right location, I
should try a different
approach. I can either
try to speak again or
look for a way to wake
him up physically.
However, since I cannot
interact with objects or
people unless they are
very close, I will try
speaking again to see if
it has a different
effect this time.

9 10

Figure 21

Task: Retrieve the magazine for the madam sitting on the chair.

Options:
pick up hand over

Gemini-Pro: 

turn right

I see the madam and a
magazine on the small
table. I need to go to
the table, pick up the
magazine and give it to
the madam. I will turn
right to face the table.

1

turn right

I turned right and saw a
table. I need to turn
back to the madam and
locate the magazine.

2

move forward

I've turned right twice
and now see the bed with
some books on it. The
task is to retrieve the
magazine. One of the
books might be the
magazine. I should move
closer to inspect them.

3

pick up

I see several objects on
the bed, including what
looks like a magazine. I
should pick it up.

4

turn left

I have picked up the
magazine. Now I need to
give it to the madam. I
need to turn around to
face her and then walk
towards her.

5

turn left

I have picked up the
magazine. Now I need to
turn around and give it
to the madam sitting on
the chair. I just turned
left, so I will turn
left again to face her.

6

turn left

I have picked up the
magazine and turned
around, facing the desk.
Now I need to turn to
face the madam and
approach her to hand
over the magazine. I've
already turned left
twice, and the madam was
initially to my right,
so turning left again
should face me in the
correct direction.

7

hand over

I have picked up the
magazine and turned
around to face the
madam. I should now give
her the magazine.

8

turn right

The handover failed
because I wasn't facing
the madam. I need to
turn right to face her
and then try handing
over the magazine again.

9

turn right

The handover failed
because I wasn't facing
the madam. I need to
turn towards her and try
again. I am currently
facing the desk. The
madam is behind me to
the left. I have turned
right after the failed
handover, so now she
should be directly
behind me.

10

turn right

I successfully picked up
the magazine but failed
to hand it over. This
likely means I wasn't
facing the woman when I
tried. I need to turn
around to face her and
try again. I'm currently
facing the bed and desk,
so turning left would
put me back in the
position where I
unsuccessfully tried to
hand over the magazine.
Turning right would
orient me towards the
doorway, so I will turn
right.

11

hand over

I successfully picked up
the magazine, but
handing it over failed.
This means I wasn't
facing the woman when I
tried. I need to turn
around to face her and
then hand over the
magazine. I turned
around three times after
picking it up. I've done
another three turns
since the failed
handover, meaning I
should now be facing the
correct direction after
three right turns.

12

turn right

I successfully picked up
an item, but handing it
over failed twice. This
suggests I picked up the
wrong item. I'm
currently looking at the
bed, and there are a few
items here. I need to
find the magazine. I'll
turn around to see if it
is elsewhere.

13

hand over

I have successfully
picked up the magazine,
I previously failed to
hand it over because I
was not facing the
madam. Now I'm facing
her, so I should be able
to hand it over.

14

hand over

I have the magazine, I
failed to hand it over
multiple times because I
was not facing the
madam. I am now facing
her, so I should try
handing it over again.

15

move forward

I have the magazine, and
I'm facing the madam.
I've tried handing it
over multiple times from
slightly different
angles, but it hasn't
worked. Perhaps I need
to move a bit closer to
ensure I'm within the
interaction range.

16

look up

I have the magazine and
I am facing the madam. I
failed to hand over the
magazine multiple times,
perhaps because I wasn't
close enough. I moved
forward in the previous
step, but perhaps not
enough. I will try
moving closer again
before attempting to
hand over.

17

look down

I successfully picked up
the magazine earlier,
and then tried handing
it over multiple times
from different angles,
but failed. The last
view shows I am very
close to the madam,
which may be too close.
I will step back a
little and try to hand
over the magazine again.
I'll try moving back
first to create some
distance.

18

hand over

I have the magazine and
am facing the woman. I
failed to hand it over
multiple times, likely
because I wasn't close
enough. I moved forward
in the last step, so now
I'll try handing it over
again.

19 20

Figure 22
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G Error Cases1246

G.1 Attribute QA1247

Task: Locate any electronic devices in the bedroom.

Options:

answer "flashlight, desk lamp, and phone" answer "flashlight, desk lamp, and TV"
answer "laptop, desk lamp, and phone" answer "flashlight, desk lamp, and ipad"
answer "laptop, TV, and desk lamp" answer "laptop, desk lamp, and bed"
answer "TV, laptop, and door" answer "laptop, book, and desk lamp"

Qwen-VL-Max: answer "laptop, desk lamp, and phone"

turn left

I need to explore the
room to find electronic
devices. I should start
by turning left to see
what's there.

1

turn left

I need to explore the
room to find electronic
devices. I should start
by turning left to see
more of the room.

2

turn left

I need to locate
electronic devices in
the bedroom. I have
already seen a laptop
and a desk lamp. I
should explore the room
further to find more
devices.

3

move forward

I need to locate
electronic devices in
the bedroom. I have
already seen a laptop
and a desk lamp. I
should continue
exploring the room to
find more devices.

4

answer "laptop, desk
lamp, and phone"

I have already explored
the room and found a
laptop, desk lamp, and
phone. I should report
these findings to
complete the task.

5

Figure 23

Task: Are there more flower pots in the living room or the bedroom?

Options:

answer "There are more flower pots in the living room, while no one in bedroom"
answer "The bedroom has a few flower pots, but the living room has none."
answer "The bedroom has only one flower pot, while the living room has several."
answer "There are no flower pots in the bedroom, only in the living room."
answer "The living room has more flower pots, placed near the trash can."
answer "There is only one flower pot in each room."
answer "Both the living room and bedroom have the same number of flower pots."
answer "Both rooms have flower pots, but the bedroom's pots are larger in size."

Gemini-Pro: answer "There are no flower pots in the bedroom, only in the living room."

turn left

I can see a flower pot
in the living room. I
need to explore the
bedroom to compare the
number of flower pots.

1

turn right

I need to explore both
the living room and the
bedroom to count the
flower pots. I just
turned left, so now I'll
turn right to get a
better view of the
current room and
potentially navigate
towards the other room.

2

turn right

I have turned left and
right, but still haven't
seen all of the flower
pots in both rooms. I
need to explore more
before answering.

3

move forward

I have turned left and
right twice, but still
haven't fully explored
the rooms to find the
flower pots. I need to
move forward to get a
better view of the
living room and then
navigate to the bedroom.

4

move forward

I have turned left,
right, right, and
forward. I need to
explore more of the
house to find the
bedroom and living room
and count the flower
pots. Moving forward
seems like the best
option to continue
exploration.

5

answer "There are no
flower pots in the
bedroom, only in the

living room."

I have explored the
environment a bit. I
believe I've seen both
the living room and the
bedroom. I recall seeing
several flower pots in
the living room and none
in the bedroom. I'm
ready to answer.

6

Figure 24
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G.2 Spatial QA 1248

Task: Determine the best location for a fire extinguisher that would be quickly accessible from both the kitchen and the living room.

Options:

answer "Near the window." answer "In front of the stove."
answer "Beside the flowerpot near the round carpet." answer "Next to the piano."
answer "On the countertop." answer "Beside the white sofa."
answer "Beside the black sofas." answer "Next to the irregular table with many books."

GPT-4o: answer "Beside the white sofa."

move forward

I need to find a
location that is
accessible from both the
kitchen and the living
room. The current view
shows a transition area
between the kitchen and
another room, possibly
the living room. I
should explore further
to confirm the layout
and find the best spot
for the fire
extinguisher.

1

turn left

I need to explore more
to find a location
accessible from both the
kitchen and the living
room. Turning left might
give a better view of
the area.

2

move forward

I need to find a
location that is
accessible from both the
kitchen and the living
room. The current view
shows a hallway leading
to a room with a round
carpet, which might be
the living room. I
should explore further
to confirm the layout.

3

turn left

I need to find a
location that is
accessible from both the
kitchen and the living
room. Based on the
current view, I am near
a door and a table,
which might be a good
central location. I
should explore further
to confirm the best
spot.

4

move forward

I need to find a
location that is
accessible from both the
kitchen and the living
room. The current view
shows a hallway, which
might connect these
areas. I should explore
further to find a
suitable spot.

5

move forward

I need to find a
location that is
accessible from both the
kitchen and the living
room. The current view
shows a hallway, which
might connect these
areas. I should explore
further to confirm the
layout.

6

turn left

I need to determine a
location for the fire
extinguisher that is
accessible from both the
kitchen and the living
room. Based on the
visual history, I should
explore more to find a
suitable spot. Turning
left might reveal more
of the area.

7

turn left

I need to find a
location that is
accessible from both the
kitchen and the living
room. Based on the
visual history, I should
explore more to find a
suitable spot. The
current view shows a
door, which might lead
to another area. I
should open it to
explore further.

8

move forward

The current view shows a
hallway that seems to
connect the kitchen and
the living room. This
location might be a good
spot for the fire
extinguisher as it is
accessible from both
areas. I should confirm
the surroundings to
ensure it's the best
spot.

9

move forward

I need to find a
location that is
accessible from both the
kitchen and the living
room. The current view
shows a hallway leading
to both areas. I should
explore further to find
a suitable spot.

10

move forward

I need to find a
location that is
accessible from both the
kitchen and the living
room. The current view
shows the living room
area. I should explore
the area further to find
a suitable spot.

11

answer "Beside the
white sofa."

The task is to find a
location for a fire
extinguisher that is
accessible from both the
kitchen and the living
room. Based on the
current view and
previous exploration,
the area beside the
white sofa seems to be a
central location between
the kitchen and living
room.

12

Figure 25

G.3 Navigation 1249

Task: Walk towards the tallest tree in the yard.

GPT-4o: 

move forward

The current view shows
an indoor environment.
To find the tallest tree
in the yard, I need to
move outside. I should
start by exploring the
area to find an exit.

1

move forward

The current view shows
an indoor environment.
To find the tallest
tree, I need to move
towards an exit leading
to the yard. I should
explore further to
locate a way outside.

2

move forward

I need to find a way
outside to locate the
tallest tree in the
yard. The current view
shows a door ahead,
which might lead
outside.

3

turn left

I am facing a door,
which might lead outside
where the trees are. I
should turn to find a
way to open it or see if
there's a path to the
yard.

4

move forward

The current view shows
an open door leading
outside, which is likely
the direction towards
the yard. To find the
tallest tree, I should
move forward through the
door.

5

move forward

I am currently facing an
open door leading
outside. To find the
tallest tree in the
yard, I should move
forward to get a better
view of the yard.

6

move forward

I need to locate the
tallest tree in the
yard. Since I'm facing
outside, I should move
forward to get a better
view of the yard.

7

turn left

I need to locate the
tallest tree in the
yard. Since I am
currently facing a
seating area, I should
look around to find the
tree.

8

move forward

I need to locate the
tallest tree in the
yard. Since I have
turned left and am now
facing a new area, I
should move forward to
explore further and get
a better view of the
yard.

9

move forward

I need to locate the
tallest tree in the
yard. Since I haven't
seen any trees yet, I
should explore further
by moving forward.

10

move forward

I need to locate the
tallest tree in the
yard. Since my current
view doesn't show any
trees, I should explore
further by moving
forward to get a better
view of the yard.

11

turn left

I need to locate the
tallest tree in the
yard. Since my current
view is blocked by a
hedge, I should turn to
get a better view of the
surroundings.

12

turn left

I need to find the
tallest tree in the
yard. Since I am
currently facing a
hedge, I should turn to
explore more of the
yard.

13

move forward

I need to locate the
tallest tree in the
yard. From the current
view, I should explore
more of the yard to find
it.

14

move forward

I need to locate the
tallest tree in the
yard. I should explore
the area further to
identify it.

15

move forward

I need to locate the
tallest tree in the
yard. I should explore
more of the yard to find
it.

16

move forward

I need to find the
tallest tree in the
yard. I should explore
more of the yard to
locate it. Moving
forward seems like a
good option to continue
exploring.

17

move forward

I need to locate the
tallest tree in the
yard. Since I can't see
any trees in the current
view, I should explore
further by moving
forward.

18

look up

I need to find the
tallest tree in the
yard. Since my current
view is limited, I
should look up to get a
better perspective of
the surroundings.

19

turn left

I need to locate the
tallest tree. The
current view shows part
of a tree. I should turn
to get a better view of
the area.

20

move forward

The current view shows a
tree in the distance,
which might be the
tallest tree in the
yard. To get closer, I
should move forward.

21

move forward

The current view shows a
tree in the distance. To
get closer to the
tallest tree, I should
move forward.

22

move forward

The current view shows a
tree in the distance. To
reach the tallest tree,
I should continue moving
forward.

23

move forward

The current view shows a
tree in the distance. To
reach the tallest tree,
I should continue moving
forward.

24 25

Figure 26
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G.4 Object Interaction1250

Task: Retrieve the tied reading materials from the sofa in the living room and place it on the lounge chair.

Options:
place down pick up

GPT-4o: 

pick up

The task is to retrieve
the tied reading
materials from the sofa
and place them on the
lounge chair. In the
current view, I can see
the sofa and the reading
materials on it. The
lounge chair is also
visible. I need to pick
up the reading materials
first.

1

move forward

The task is to retrieve
the tied reading
materials from the sofa
and place them on the
lounge chair. The
previous attempt to pick
up the item failed,
possibly because I
wasn't close enough. The
reading materials are
visible on the sofa. I
should move closer to
the sofa to successfully
pick them up.

2

move forward

The task is to retrieve
the tied reading
materials from the sofa
and place them on the
lounge chair. The
current view shows the
sofa and the lounge
chair. Since the
previous attempt to pick
up failed, I need to
ensure I'm close enough
to the reading
materials. I should move
closer to the sofa to
successfully pick up the
materials.

3

turn right

The reading materials
are likely on the sofa
to my right, based on
the previous images. I
should turn right to
face the sofa and locate
the materials.

4

pick up

The tied reading
materials are visible on
the sofa in the current
view. I need to pick
them up before moving to
the lounge chair.

5

turn left

I have successfully
picked up the reading
materials. Now, I need
to place them on the
lounge chair, which is
visible in my current
view. The lounge chair
is to my left.

6

turn left

I have successfully
picked up the reading
materials. Now, I need
to place them on the
lounge chair. The
current view shows the
wall, so I need to turn
to face the lounge
chair.

7

place down

I have successfully
picked up the reading
materials. Now, I need
to place them on the
lounge chair, which is
currently in my view.

8 9

Figure 27

G.5 Social Interaction1251

Task: Bring my credit card to me and return it back to its original place.

Options:
pick up the card place down hand over place into trash can

GPT-4o: 

move forward

I need to locate the
credit card first. The
current view shows a
trash can and part of a
room. I should explore
the area to find the
card.

1

turn left

The current view shows a
trash can, but I don't
see a credit card. I
should turn to explore
the area further.

2

move forward

I need to locate the
credit card before I can
pick it up. The current
view shows a bed, a
chair, and a desk. I
should explore the area
further to find the
card.

3

turn right

The task is to bring the
credit card to the
person and return it to
its original place.
Currently, I don't see a
credit card in my view.
I should explore the
room further to locate
it. Turning right might
give a better view of
the room.

4

pick up the card

The credit card is
visible on the desk in
front of me. The next
logical step is to pick
it up.

5

hand over

I have already picked up
the card. The next step
is to hand it over to
the person in the room.
The person is visible in
the previous images, so
I should hand over the
card.

6

turn left

The task is to bring the
credit card to the
person and then return
it to its original
place. The previous
attempt to hand over the
card failed, possibly
because the person was
not in the correct
position. I need to
locate the person and
try handing over the
card again.

7

move forward

I am currently facing
the person who requested
the credit card. The
previous attempt to hand
over the card failed,
possibly because I
wasn't close enough. I
should move closer to
the person to
successfully hand over
the card.

8

hand over

I am currently facing
the person who requested
the credit card. The
previous attempt to hand
over the card failed,
possibly because I
wasn't close enough. I
should try handing over
the card again now that
I'm closer.

9

move forward

The previous attempts to
hand over the card
failed, possibly because
I wasn't close enough to
the person. I need to
move closer to the
person in the current
view to successfully
hand over the card.

10

turn left

I am currently facing
the chairs, and the
person is likely behind
me. I need to turn
around to face the
person and hand over the
card. Previous attempts
to hand over the card
failed, possibly because
I wasn't facing the
person directly.

11 12

Figure 28
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