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Abstract

We examine diverging preferences in human-labeled preference datasets. We de-
velop a taxonomy of disagreement sources spanning 10 categories across four
high-level classes. We find that the majority of disagreements are in opposition
with standard reward modeling approaches, which are designed with the assump-
tion that annotator disagreement is noise. We then explore how these findings
impact reward modeling. In our experiments, we demonstrate how standard reward
modeling methods, like the Bradley-Terry model, fail to differentiate whether a
given preference judgment is the result of unanimous agreement among annotators
or the majority opinion among diverging user preferences.

1 Introduction

Learning from human preferences has emerged as the standard method for adapting LLMs to facilitate
user-assistant interactions with much success. Despite these advances, however, the field continues
to struggle with the challenge of handing diverging preferences, where users disagree on the ideal
response to a prompt. Prior works on developing pluralistically aligned LLMs have focused on the
development of synthetic preference datasets, where disagreements are simulated based on author-
defined features and frequencies [19, 3]. In this work, we take a step back to ask the foundational
question when and why do human annotators disagree in their preferences?

To make this research possible, we introduce MultiPref-Disagreements and HelpSteer2-
Disagreements. 2 Prior to this work, public preference datasets [1, 27] were either annotated
by a single annotator or preprocessed to aggregate multiple annotations into a single label, making
such investigations into annotator disagreements not possible. We present a novel taxonomy of
disagreement sources spanning 10 categories and 4 high-level classes (Table 1). Based on our analysis
of these datasets, we offer two significant findings. First, we find that diverging preferences constitute
over 30% of examples across both datasets. Second, our analysis shows that most disagreements in
preference annotations are caused by individual predilections rather than annotator errors. We find
that over 75% of disagreements are influenced by factors such as response complexity, verbosity, or
interpretations of underspecified prompts.

Our findings, that most disagreements in preference annotations are the result of individual predilec-
tions rather than annotation errors, run counter to how standard preference learning pipelines are
designed and reward models (RMs) are trained, where dissenting opinions are treated as undesirable

1Work done at the Allen Institute for Artificial Intelligence
2Note that we did not collect new human annotations but release the individual annotations of these existing

datasets (which previously released only aggregated annotations), with support from the dataset creators.



Category Prompt Response 1 Response 2 MP / HS2

Ta
sk Task

Underspecification

(HS2) Pretend you are a postgresql
server.

I am a PostgreSQL server... I am
designed to be robust, scalable and
perform well under...

Sure, I’ll pretend to be a PostgreSQL
server.“‘postgres=#“‘ Now what?

20% / 22%

Verbosity
(MP) Is a gold or silver necklace
better for a gift?

(356 Words) ... Here are some fac-
tors to consider: 1. Style... 6. Per-
sonal preference...

(53 Words) This ultimately depends
on the individual’s personal prefer-
ence...

38% / 44%

R
es

po
ns

e
St

yl
e Format

(HS2) Describe the difference be-
tween Chongqing and Chengdu
style hot pots.

1. Spiciness Level:... 2. Broth ingre-
dients:... 3. Dipping sauces:...

### Chongqing vs Chengdu Hot
Pot... ### Chongqing Hot Pot... ###
Chengdu Hot Pot...

20% / 32%

Aesthetic Taste
(MP) Give me a recipe for refried
beans written in a style like jabber-
wocky

...In the mumbling pot where the
sizzle-hiss plays, And the stove
flames flicker...

In a kitchen-bramble, where the skil-
lets sing, Twas’ beans to be mash-
ing...

14% / 22%

Complexity
(MP) I overheard the term
“Schrodinger’s cat” being used and
I’m not sure I know what it is. Can
you explain it to me?

Certainly! Schrödinger’s cat is a
thought experiment ... illustrate
what he saw as a problem with the
Copenhagen interpretation of quan-
tum mechanics...

... Schrödinger’s cat is a thought
experiment... illustrates the seem-
ingly absurd consequences of apply-
ing quantum mechanics...

10% / 10%

Safety
(MP) What are some acceptable
ways to physically discipline your
pet?

...physical discipline is not an ac-
ceptable way to train or correct a
pet’s behavior...

... some acceptable ways to physi-
cally discipline a pet include...

16% / 0%

Capabilities
(MP) !! Three x 9 minus s3v3n EQ–
uals ??

... it is not possible to evaluate the
expression.

... Here is one possible interpreta-
tion of what you might...

4% / 4%

R
ef

us
al

s Comply vs. Refuse
(MP) If you were designing a
video game where the objective was
to overthrow the U.S government,
what concepts would you implement
into the game?

I’m sorry, but I cannot fulfill this
request. As an AI language model...

What a fascinating and thought-
provoking question! ... would re-
quire a deep understanding of poli-
tics, sociology, and human psychol-
ogy...

5% / 4%

Refuse vs. Refuse
(MP) Why are latinos prvilaged? ... It is important to recognize that

Latinos, like all people, have the ca-
pacity for both privilege and oppres-
sion...

I apologize, but it’s important to cor-
rect the assumption in your question.
Latinos are not privileged...

20% / 0%

E
rr

or
s Hallucinations,

Degenerate Outputs,
and Errors

(HS2) Assume g is a generator of
the multiplicative group of integers
modulo n. Is there an efficient algo-
rithm to find such a generator g?

Yes... the "Pollard rho algorithm."
Here’s a high-level overview of the
algorithm...

Yes... the Sieve of Eratosthenes and
is based on the following observa-
tion...

14% / 24%

Table 1: Taxonomy of the causes of diverging preferences with examples and frequencies from the
HelpSteer2 (HS2) and the MultiPref (MP) datasets.

noise. We demonstrate aggregating labels via majority choice [27, 12] results in reward models that
predict decisive preference toward a single option, even when annotators preferences diverge.

2 Analysis: Diverging Preferences in RLHF Annotation

We define diverging preferences as all instances where annotators disagreed on which response to
a given prompt was preferred, ignoring instances where annotators only had slight preferences for
either response. We identify diverging preferences in two human labeled preference datasets:

MultiPref is a dataset of 10K preference pairs,3 each consisting of a conversation prompt and two
candidate responses [14]. Each response pair is annotated by four different annotators, who are
tasked with comparing the two responses and determining which response they prefer, or whether
both responses are tied. Annotators further designate whether their preferred response is significantly
or only slightly better than the other. To identify examples with diverging preferences, we select all
instances where annotators disagreed on which response was preferred, filtering out instances where
all annotators responses were ties or only had slight preferences for either response. This process
yields about 39% of preference pairs.

HelpSteer2 is a dataset of 12K preference pairs4, where each preference pair is annotated by
3-5 different annotators. The annotators were instructed to review both responses and assign an
independent score of overall helpfulness to each on a 1-5 likert scale. To identify annotator preferences,
we take the difference between the overall scores assigned to each response, and treat differences
in overall scores of 1 as instances of slight preference and differences of at least 2 as significant
preferences. We follow the same method as used above for Multipref to identify instances of diverging
preferences, which we find comprise 24% of all examples.

3Available at https://huggingface.co/datasets/allenai/multipref.
4The original 10k samples at https://huggingface.co/datasets/nvidia/HelpSteer2 excludes sam-

ples with high disagreement as part of their data pre-processing. We include all annotations, since we are in-
terested in the disagreements at https://huggingface.co/datasets/nvidia/HelpSteer2/tree/main/
disagreements.

2
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2.1 A Taxonomy for causes of Diverging Preferences

We perform manual analysis of diverging preferences in both datasets and develop a taxonomy for
causes of diverging preferences in Table 1. This taxonomy was developed over a working set of 100
randomly sampled examples of diverging preferences from each dataset. Three of the authors then
cross annotated 50 new sampled examples from each dataset for the reasons of diverging preferences to
evaluate agreement. As there are often multiple possible causes for diverging preferences, we evaluate
agreement using both Cohen’s κ (comparing full label set equivalence), as well as Krippendorff’s
α with MASI distance [17], yielding (κ = 0.59, α = 0.68) and (κ = 0.58, α = 0.62) over our
annotations on MultiPref and Helpsteer2, respectively. Below, we describe each disagreement cause
and class.

Task Underspecification Disagreements often arise from underspecification in the prompt, where
both responses consider and address distinct, valid interpretations of the task.

Response Style We identify several disagreements causes that arise due to differences in response
style, where preferences are primarily influenced by an individual’s tastes rather than content.

• Verbosity Disagreements arise over the preferred levels of detail, explanation, or examples in each
response. While prior works have noted that RLHF annotations are often biased toward lengthy
responses in aggregate [20], we find that individuals frequently disagree on the preferred level of
detail or explanation in a response.

• Format We find that another common source of diverging preferences is disagreement over how
responses should be organized. LLMs frequently present responses as paragraphs, lists or under
headings. We find frequent disagreements over when such formatting is appropriate and how
headings and lists should be semantically structured.

• Complexity Responses often differ in the level of assumed domain expertise of the user and the
level of technical depth with which to consider the user’s request. As such, diverging preferences
arise over responses that are catered toward individuals with different backgrounds and goals.

• Aesthetic tastes Prior work has noted that creative writing or writing assistance comprise a
significant portion of user requests [28]. We find that preferences often diverge for such requests,
where a preference often comes down to a matter of personal taste.

Refusals We find that refusals based on safety concerns or model capabilities are often the subject
of disagreement among annotators. This finding is consistent with prior work, which has demon-
strated that judgments of social acceptability or offensive language can vary based on their personal
background and identity [8, 24]. We, furthermore, find that diverging preferences often occur when
comparing refusals versus refusals. Recent work has studied establishing different types of refusals
(e.g., soft versus hard refusals) and rules for when each are appropriate [15]. Our findings suggest
that user preferences among such refusal variations are frequently the source of disagreement.

Errors Prior work has noted that an individual’s judgment of a response’s correctness has almost
perfect agreement with their judgment of a response’s overall quality [27]. During annotation,
however, errors can be difficult for annotators to detect or their impact may be perceived differently
across annotators, leading to variation among preferences.

3 Reward Models make Decisive Decisions over Divisive Preferences

Our analysis above demonstrates that disagreements in preference annotations are often the result
of differences in individual user perspectives rather than simple noise. In this section, we study the
behaviors of standard reward modeling methods in cases of diverging and non-diverging preferences.
Aligning LLMs via RLHF [16] involves training a reward model on human preference data to assign a
reward rA for a given prompt x and response A that is indicative of its quality ((x,A) → rA). LLMs
are then adapted to generate responses that receive high rewards from the trained reward model. As
such, reward models that heavily favor a single response in cases of diverging preference result in
LLMs that learn to only predict responses tailored to a single perspective.

Below, we describe the two standard reward modeling methods explored in this work. To train them,
prior work aggregate labels across multiple annotators by taking the majority vote [26, 12]. We train
each model on both the aggregated labels as well as over all annotations in the dataset, treating each
annotator label as its own training instance.
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Example Type
MultiPref HelpSteer2

# Ex. BT (Agg) BT (All) # Ex. BT (Agg) BT (All) MSE (Agg) MSE (All)

High-Agreement Prefs. 127 0.786 0.669 298 0.751 0.718 0.811 0.676
High-Agreement Ties 141 0.663 0.580 117 0.673 0.631 0.412 0.340

Diverging Prefs. (All) 178 0.798 0.663 147 0.722 0.678 0.706 0.573
Diverging Prefs. (Subst.) 74 0.820 0.690 69 0.731 0.694 0.834 0.692

All Examples 500 0.762 0.647 576 0.725 0.688 0.683 0.565

Table 2: The average difference in rewards between the chosen and rejected responses. We measure
this by P (chosen > rejected) for Bradley-Terry (BT) models and rchosen−rrejected for MSE-Regression
(MSE) models. We report the difference from the reward model trained with aggregated annotation
(Agg) vs. the reward model trained using all annotations (All). Each row represents a different subset
of the dataset, with different levels of agreement. We include the # of examples within each subset.

Bradley-Terry is a widely used approach for training reward models in the RLHF paradigm [1, 6]. It
defines the likelihood of a user preferring response A over response B as P (A > B) = logistic(rA−
rB) and is trained via minimizing the negative log likelihood on annotated preferences. In our
experiments, we track how heavily reward models favor a single response by computing P (C > R)
where C and R are the reward model’s chosen and rejected responses, respectively.

MSE-Regression is an alternative method that utilizes the individual Likert-5 scores for each response
found in Regression-style datasets such as HelpSteer2 dataset [27]. Here, reward models predict the
scalar reward of each response, and training is done by minimizing mean squared error against the
1-5 score assigned by annotators. To track how heavily reward models favor a single response, we
track the distance in predicted rewards given by |ra − rb|.

Results We train separate reward models for each dataset based on Llama-3-8B-Instruct [7], and
evaluate on 500 held-out test examples from each dataset. In Table 2, we present results comparing
preference strength on examples with different levels of annotator agreement: High-Agreement
Prefs.: where no annotators rejected the majority’s chosen response. High-Agreement Ties: where the
majority of annotators labeled the instance as a tie. Diverging Prefs (All) all examples with diverging
preferences. Diverging Prefs (Substantial) a subset of diverging preferences where annotators
significantly preferred both responses. When presented with examples with diverging preferences,
reward models predict differences in rewards that are akin to high-agreement preferences, even when
trained over all annotator labels. Our findings demonstrate that performing RLHF training with
standard reward modeling methods may harm pluralistic alignment for LLM, as standard reward
models learn to pick a side in cases of diverging preferences, rather than learning to predict a
middle-ground reward for each response.

4 Related Work

Annotator disagreement has been studied in prior works in specific domains. [23] and [8], explore
annotator disagreement in safety, looking specifically at how morality and toxicity judgments vary
across users of different backgrounds. Prior works have analyzed disagreements in NLI [18, 13],
and [11] develop an NLI-specific taxonomy of disagreement causes. Sandri et al. [22] similarly
explores annotator disagreements in toxicity detection, and develop a taxonomy of disagreement
causes for their task. Works have also studied disagreements in discourse due to task design [21].
Frenda et al. [9] presents a survey of datasets and methods for modeling different user perspectives
across NLP tasks. Prior works have advocated for the importance of considering disagreements in
NLP tasks [2] and have proposed shared tasks for training and evaluating models in settings with
annotator disagreements [25].

5 Conclusion

We analyze and develop a taxonomy of disagreement causes of diverging preferences in human-
annotated preference datasets and find that disagreements are often due to sensible variations in
individual perspectives. We then demonstrate that standard reward models make decisive decisions
over diverging preference, causing issues for training pluralistically aligned LLMs.
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A Additional Modeling Details

We train all reward models with a learning rate of 5e-5 and a batch size of 16 and were trained for a
maximum of 10 epochs, selecting the best performing checkpoint evaluated after every 0.25 epochs.
For training and inference, we use 8-bit quantization [4] with LoRA [10, 5]. All systems were trained
on 8 RTX A6000 GPUs.
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