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ABSTRACT

The Ambharic language is morphologically rich language in which single
lemma can form variety of words through inflection or derivation forms.
Generating such variants of words manually for second language learners
and NLP applications is challenging task that needs an automatic mor-
phology generator tool. In this study, we have developed new Ambharic
morphology generator tool for inflecting lemmas of nouns and verbs to pos-
sessive, gender, and number forms. In case of possessive inflection, nouns
can be inflected for both singular and plural forms while verbs can be in-
flected only for singular forms. For number inflection both nouns and verbs
can be inflected. To construct these rules, we have followed Amharic word
affixation rules of linguists. Before we apply the suffixation and letter series
transformation rule we have analyzed the word’s root form in the sentence
which helps us to accurately apply the new inflected word formation rules
based on the lemmas POS. Finally, we have evaluated the performance
of the tool by comparing the inflected form result generated by linguists
and the tool generates 76.9% accuracy compared with linguists-generated
results. So as the result shows Ambharic common nouns, mass nouns, and
verbs suffix inflection form is generated correctly while the tool considers
some proper nouns as common nouns to generate their inflected forms that
need to be optimized in further studies.

1 INTRODUCTION

Morphology generation is the process of producing new words from lemma by applying in-
flectional rules of the language. Ambharic is a Semitic family language which is largely spoken
in Ethiopia and it is one of morphologically complex language, it uses Ge’ez Ethiopic scripts
(Gezmu et all, 2018). Recently Amharic has become one research_area for different NLP
applications (Nigusie & Tegegnd, 2022), like text classification (Nigusie & Tesfa, 2022),
and morphological analysis (Michael, 2011). Morphology is defined as the study of the in-
ternal structures of words, over time it has been developed into a branch of linguistics that
inclydes formation of words, their internal structures, and derivational forms (Joaquin,
1991). The advantage of having deep understanding about the morphology of a specific
language is it enables learners and NLP applications to understand the appearance of words
into a language and how various inflections and derivations are formed [ Booij, 2010. 5].
Morphological analysis and morphological generation are the common sub-parts of studying
word morphology. Morphological generation is producing a correct word form, by inflection
or re-inflection rules of lemma ([Ling, 2021)), while morphological analysis is learning about
the morphological structure of a given word form such as morphological tagging, and seg-
mentation. Generating morphological features for both nouns and verbs is crucial task in
machine translation (Kavirajan et al), 2017). The newly formed word using morphological
generation will be derivational or inflectional form of the lemma. Deriving a word that
has different concrete lexical meaning than the lemma is derivational morphology whereas
changing the word form considering its grammatical requirements by the language is inflec-
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tional morphology (Ling, 2021)) Since morphology is generated based on the target language
sentence pattern. The basic principle of morphological generation is to get variant forms
of lemma and a set of lexical categories. The process relies on two sources of information
such_as dictionary/lemma of words and a set of inflectional paradigms (Melinamath &
Mallikarjunmath, 2011). The lemmas can be inflected interims of number, possession, case,
and others, such inflected words have significant contribution for indexing occurrence of
the words in information retrieval (Khaled et all, 007). In this study, we have developed
Ambharic morphology generator tool using suffix inflection for nouns and verbs.

2 RELATED WORKS

Morphological generation is often implemented by concatenating related morphemes (pre-
fixes and suffixes) with a root or lemma (Oleg et all, 2017), furthermore consonant duplicat-
ing and vowel change are also used. These lemma words can be inflected for expressing var-
ious grammatical categories, such as mood, voice, aspect, person, gender, number, and case
(Khaled et all, 2007). Considering such variety of forms helps to understand the inflectional
and derivational word formation from lemma (Waad & Nilotpald, 2022). Understanding
the morphological structure of words in a wider form helps for better comprehensive read-
ing and writing abilities. Because of such reasons, teachers and linguists give attention to
morphology formation to increase the lexical capacity of students and speakers (Girmay,
2011). Generating the correct inflectional and derivational morphology depending on the
languages is an essential part_of the research and it is fundamental task in natural lan-
guage processing task (Ling, 2021). To generate these inflectional and derivational forms,
the word lemma will be analyzed first using morphological analysjs process (LLing, 2021)),
then adding different affixes for the lemma word (Violetta et all, 2000). To generate such
variants_of word formation the morphological rules need be specified by conditions (if and
then) (Joaquin, 1991). The if part is matched against the value of the feature root and
then part includes addition, deletion, and replacement of prefixes, infixes, and suffixes. The
other common approach for morphological generation is uses finite state transducers (Meli-
namath & Mallikarjunmath, 2011), generate morphology of the word using affix strata and
concatenation rule sets for nouns and verbs which is working aligned with the analysis such
as Arabic words represented in the standard orthography using Arabic finite state lexical
transducer (Kenneth, 1996). These rules rely on hand-crafted rules and lexjcography, the
machine learning model such as conditional random field (Durrett & DeNerg, 2013) is also
employed for such morphology generation process by extracting orthographic transformation
rules the Long Short-Term Memory (LSTM) network is also used to learn the paradigms of
a morphologically complex language by giving knowledge of partial structural forms of the
word to generate the remaining unobserved inflected forms (Robert, 2016). Transform the
input to a sequence of outputs by representing the inflected form through grouping words
lemma with their inflection using neural network sequence to sequence transducer, the re-
sult of the accuracy of these neural encoder-decoder models depends on the length of the
word (Manaal et al|, 015). Such morphology generation strategies and investigation help
to know the properties of the languages and to make them easily learnable. To study the
morphology of the Amharic langnuage priory rule-based morphological learning methods are
applied (Wondwossen & Michael, 2012) which targeted on 216 manually prepared Amharic
verbs. Furthermore, the Amharic language is morphologically complex in different parts of
speech words, such as nouns, adjectives adverbs verbs are common word types that follow
separate affixation rules, because of this we have conducted the work for generating mor-
phology of Amharic nouns and verbs using different combination and transformation rules
of the lemma word.

3 WORD FORMATION

Word formation is process of generating new words from an existing root by adding affixes or
another word and the process involves four major rules (Kenneth, 1996), such as Affixation,
the addition of prefixes, suffixes, and infixes to the root word, reduplication the repetition
of all or parts of the root or stem word, symbolism change the structure of the lemma by
altering it in some way or compounding rule that forms new word by combining two or more
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root morphemes. Ambharic language shares these list of rules to generate morphology of root
words based on its part of speech (Wondwossen & Michael, 2012). The morphology gen-
eration of the Amharic lemma word are inflectional or derivational according to its part of
speech class. This inflectional or derivational morphology of the lemma can be affixed to per-
son, number, gender, tense, aspect, passive, causative, and polarity (affirmative/negative).
To generate the morphology of these different parts of speech lexicons, the root or lemma
word, affixes, and concatenation set of rules are the basic resources required in new word
formation (Melinamath & Mallikarjunmath, 2011). The lemma of the word and its part of
speech is analyzed before applying this word formation using morphological analysis process
which is the sub-parts of morphology generation. One of the main objectives of the tagging
task is to provide lexical information that can be employed for syntactic analysis (Gezmu
et al), 2018). Finite-state transducers (FSTs) and rule-based transformations are the two
commonly used methods for word formation (Khaled et al), 2007). The Finite-state trans-
ducers which is working based on letter path through the lexical trees from a legal starting
state to a final leaf (Kenneth, 1996). The rule-based morphological generation is_used to
form the inflection form of the lemma using its specified feature list as input (Nizar &
Arabid, 2004).

3.1 NOUN AFFIXATION

Ambharic nouns are used to name an object and they include three subcategories (Mersie,
1948), such as Proper Nouns used to name a specific person, place or thing like ANCY9°
(Abrham), a¢% #(Ethiopia). These proper nous do not have infixes and suffixes unless they
are replaced by common nouns. Common nouns are used to name the common representative
name of person, place or thing like A@+(human), h-+*7(city), A704(lion). These nouns can be
inflected for number, gender, possessives and etc, for example, h-+e9(city) can be inflected
as hH9°F(cities) for number inflection by adding suffix &%F and h+e9¥7 (our city) for first
person singular feminine and masculine by adding &4%%. The third types of noun are general
nouns which are used to name the collective of common nouns or name tribe. The name
a7t (wood) and AIA(crop) are some examples of general nouns in Amharic. Similar to
common nouns these general nouns can be inflected to number, gender, possessive, and
others.

3.2 VERB AFFIXATION

Verbs are used to express action, state of being, or a relation between words in the sentence
(Jeff, 2021)). Amharic has complex verbal morphology that used to express the actions and
can be inflected in different forms. The following are some of the inflectional properties of
these Amharic verbs tense (past, present, or future), number (singular or plural), gender,
mood (such as subjunctive), person (first, second, or third), and voice (active or passive).
For example, the lemma verb fA(ate) can be inflected as Na-(eat) for third person plural
feminine and masculine.

4 MORPHOLOGICAL ANALYSIS

Morphological analysis of highly inflected languages like Ambharic is a non-trivial task
because of its complex morphological structure (Abate & Assabid, 2014). This analysis
process focuses on studying the word structure and part of speech (Girmay], 2011). In
this study, we have used the morphological analysis process for extracting the smallest
meaningful word(lemma) with its part of speech information. This lemma extraction
from the word before applying morphological generation helps us to form variants of
morphologically inflected words based on their part of speech from the analyzed lemma.
For instance, for the word 0AFv-(belachu), it is morphologically inflected word, so it is
impossible to apply different morphological formation rules without finding the minimal
meaning of full word or lemma. So the morphological analyzer is applied to handle such
issues for splitting the word to lemma and affix such as 0A and suffix F-. The root
word (1A can be concatenated with different suffixes for inflectional as well as derivational
morphology generations. The HornMorpho: a system for morphological processing of
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Ambaric, Oromo, and Tigrinya (Michael, 2011) is used to find the lemma of the word
and to identify its part of speech. The identification of POS of the word also helps us to
apply accurate morphology generation rule, because the affixation rule of Amharic verbs is
different from that of Amharic nouns.

5 MORPHOLOGICAL GENERATION

Morphological generation is process of forming new words using different inflection and
derivation rules (Ling, 2021). This new word formation process is depending on the specific
language subject verb argument and word part of speech. Developing morphological gener-
ation tool is vital method for understanding the structure of the language. In this paper, we
have developed tool for Amharic language morphological generation. The inflected words
can be generated in different forms using rules that can be applied to the lemma (Girmay)).
These rules include affixation which is the addition of prefixes, suffixes, and infixes to the
lemma, for example, the word A@+(sew) can be inflected as ¢a@- through adding prefix ¢
and NPT by adding the suffix A%F. The second method is reduplication which is generating
new word by repetition of all or parts of a stem. The word AfICC(sbrbr) can be generated
from QNG (sbr) by repeating parts of the root (1€) word. The other method is compounding
which is the process of formation of new word by combining two or more root morphemes.
The morphological generator tool that we have developed in this study is forming inflected
words by adding suffixes and/or changing parts of the word. Our main focus in developing
the morphological generator tool is for inflecting nouns and verbs to possessive (for both
singular and plural), number, and gender. Some of the rules that we have used to develop
the morphology generator tool are for possessive inflection of nouns which end with the
3rd and 5th Ambharic series of litters, the first person singular feminine and masculine in-
flection will add ¢(ye) at the end, the first person plural feminine and masculine will add
P FF7(wochachn) at the end. Number inflection for the words end up with 2nd, 3rd, 5th,
and 7th series will add @7 at the end. The detailed rules that we have used for such nouns
possessive inflection is described in Table 1.

Table 1: Nouns possessive affixation.

Words 1#p. 2nd 2nd grd 34 P

end with  sing Fpopml psing(m) p.sing(f) 4pipal psing(m) p.sing(f) Fippel
3 & Sth

letter +¢ + FFY +v + 1 + FFuk + @ +F + FF@
zeries

4%%{ +F  +F +1 + 1 + Fr + + F + Fa
zeries

6Bletter 62 g4t 4y + 7 6 >4y gthonged gth n gt gth o gty
series =50 F3 For (R.34) Fa
Toletter + ¢ 2 TR=gE +v +H 7o = gl + @ +7 70 = gh
seriex (REN+FF (RFN)+ Fo- (RFN)+ Fao-

Similar to nouns Amharic verbs have their own structure and inflectional rules which we
have applied to vary them using the tool we have developed in this study. Amharic verbs can
be inflected for possessive (first person, second person, and third person). To inflect these
different cases, we have used the rules such as the verbs ending with 1st series of letters are
inflected as the last letter changed to 6th series and add f(ku) for second person singular
masculine inflection. For example, the word 7Tima will be inflected as TimAh, for the second
person singular masculine by changing the last letter to 6th and add 7. The detailed verb
case inflection rule that we have applied in this study is described in Table 2 below.
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Table 2: Verb possessive affixation.

3rd .
Words end 1% p. 1% p. 2 2md ; ooop
. ; ; ) 2vp prul p.sin - 31 p_prul
with sing prul psmg(m) p.sing(f) P fn) ( p-sing(f) P
=t th L = nd
19 letter series 196" U 19563  1%.6% +h  1%.6%+ 3 ; 4 - +F 12+
th T
4Better series  + 1+ +3 +v + 4 + Frr - + F 1850

In the above Table 2 as the 7th column shows it does not take any suffixation which indicates
the lemma verbs will be used for 3rd person singular masculine inflection. For example, the
word we have used before, 7Ttma will be used directly as it is for the 7th column types of
inflection rule.

6 RESULT AND DISCUSSION

In this study, we have developed morphological generator tool for Amharic nouns and verbs.
Because morphology generation is an essential issue for natural language processing tasks
and learners of the language (Girmay), 2011)). The word form generation has recently gained
attention in many languages to increase_the understandability and sentence formation of
specific language (Khaled et all, 2007; Joaquin, 1991). The morphology generation tool
that we have developed in this study is based on suffixation rules. Inflecting both Amharic
noun and verb lemmas to possessive, gender, case, and number. To evaluate the new
word formation performance of the tool for these different inflectional types, we have used
sample test sentences from such test sentences A% h71C @M (he is out the country) is one
example sentence used for testing the generation performance of the tool which its result is
illustrated in Table 3 and 4. Ambharic nouns can be inflected for both singular and plural
possessives (1st person, 2nd person, and 3rd person) while verbs can be inflected for singular
possessive forms. As below tables (Table 2 and 3) show before we applied the inflectional
rules, we analyzed its part of speech that helps us to apply the right inflection based on
its part of speech type. In Table 3 the nouns A%. and V1C are inflected for eight singular
possessive forms. The formation of these inflectional rules considers letter series changing
or transforming in addition to adding different inflectional suffixes, for example, when the
word U1C is inflected for 3rd person both feminine and masculine the last letter(€) of the
word is changed to other series (&) from the sixth series to fourth series and the suffix Fa-
is added. Based on Ambharic nouns suffixation rules [13], the word end with sixth series will
add vowel A (a) and consonantF@- for such 3rd forms of possessive inflection. Ambharic
verbs can also have inflected for such eight types of singular possessive forms, while their
way of suffixation is different from the suffixation rules of nouns, for instance, the verb
in Table 3 row 4 for third person singular feminine and masculine inflection, the last letter
of the word (M) is changed to second series (me), based on the suffixation rule of Amharic
verbs end with fourth series of letter will be changed to second series of letter.

Table 3: Nouns singular possessive inflection.

Word POS 1stM&F 1stM&F 2ndM 2nd F 2Znd M&F 3rd M 3rd F 3rd M&F

S n A AFFT 4BV AET AE T AE  AF AE T
v n Ul UlFr wicy Uich PPtk Ut E U T
@ v DTk @3 @my @R il B2 @M T @
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The next inflection for these Amharic nouns is plural forms of possessive inflection. This plu-
ral noun suffixation has also specific rules as Row 3 shows in Table 4 the word is inflected
as 71CFFa- for 3rd person plural possessive form the last letter of the word is changed to
seventh series and add F*F@-, while verbs are not inflected for such plural possessive forms.

Table 4: Nouns plural possessive inflection.

Word POS 1stM&F 1stM&F 2ndM 2nd F 2nd M&F 3rdM 3rd F 3rd M&F

A n A AFFr  AFY  AFN AT AE A% AFTo-
v n U1 UFT Uiy Uich Uik U E U T
] " DT Ty @My @R @MEL T T @

The last inflectional rule we have considered in this study is Amharic nouns and verb number
inflection. In case number both noun and verb lemas can be inflected, as Table 5 shows the
noun AP (child) is inflected to AZF(children). the rule such as nouns that end with 6th
series of letter will add vowel A(o) and consonant #, while for verbs it will add vowel A~(u)
such as the word @» is changed to #®m- (they come).

Table 5: Nouns and verbs number inflection.

word POS  Plural form

0 A n QEF
1 uIc n Uick
Z e v -

The performance of the tool is evaluated by comparing it with linguist’s result (Mersid,
1948). As the result shows the tool correctly generates the inflectional form of common
nouns, mass nouns, and verbs for possessive number and gender inflection however in some
cases the common nouns that come as proper non in the sentence are considered as common
nouns which need to be improved in further studies.

7 CONCLUSION

Recently the morphological generation process has gained attention in different languages
because morphological knowledge helps to express the idea verbally. Amharic languages have
large variants of inflectional and derivational forms for single word which is challenging for
second language learners to easily generate variant forms and for NLP applications to form
such variants, due to this reason we are motivated to develop new Amharic morphological
generator tool. The tool is developed based on variant rules for inflecting Amharic nouns and
verbs for possessive, gender, and number. We have formed the rules based on linguists’ rules
for forming valid inflected forms for lemma. Before we apply such inflectional suffixation
rules and letter series transformation, we have applied a morphological analysis process to
identify the word part of speech, which helps us to use the right inflection rule based on its
POS. Finally, we have compared the generation performance of our tool with the linguist’s
generated result, the tool generates the correct possessive form of 10(76.9%) words from 13
words of a single sentence that matches correctly with the linguist’s result.
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