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ABSTRACT

Precisely predicting Drug-Target binding Affinity (DTA) is essential for drug
discovery. Recently, deep learning methods have been popular with DTA prediction.
However, the prediction accuracy is still far from satisfaction. In this work, inspired
by the recent success of retrieval methods, we propose kNN-DTA, a non-parametric
embedding-based retrieval method adopted on a pre-trained DTA prediction model,
which can extend the power of the DTA model with no or negligible cost. Compared
to traditional chemical similarity retrieval, our embedding-based retrieval shows
extremely high efficiency. Different from existing methods, we introduce two
neighbor aggregation ways from both embedding space and label space that are
integrated in a unified framework. Specifically, we propose a label aggregation with
pair-wise retrieval and a representation aggregation with point-wise retrieval of the
nearest neighbors. This method executes in the inference phase and can efficiently
boost the DTA prediction performance with no training cost. In addition, we
propose an extension, Ada-kNN-DTA, an instance-wise and adaptive aggregation
with lightweight learning. Results on four benchmark datasets show that kNN-
DTA brings significant improvements, outperforming previous state-of-the-art
(SOTA) results, e.g, on BindingDB IC50 and Ki testbeds, kNN-DTA obtains
new records of RMSE 0.684 and 0.750. The extended Ada-kNN-DTA further
improves the performance to be 0.675 and 0.735 RMSE. These results strongly
prove the effectiveness of our method. Results on other settings and comprehensive
studies/analyses also show the great potential of our kNN-DTA approach. Our
code is released at https://github.com/kNN-DTA/kNN-DTA.

1 INTRODUCTION

Drug discovery has been more and more important, which is a long and expensive process that
usually takes tens of years and billions of dollars. Therefore, Computer-Aided Drug Discovery
(CADD) plays an important role to help accelerate the journey, especially in the early stage. Among
various CADD applications, Drug-Target binding Affinity (DTA) prediction is an essential one. DTA
measures the interaction strength between a drug and a target, and the accurate prediction can greatly
benefit Virtual Screening (VS) (Inglese & Auld, 2007) and expedite drug repurposing (Pushpakom
et al., 2019), e.g., finding potential drugs for COVID-19 (Zhou et al., 2020). Along the way, various
computational methods have been proposed for DTA prediction (Gilson & Zhou, 2007; Trott & Olson,
2010; Salsbury Jr, 2010; Pahikkala et al., 2015).

Recently, Deep Learning (DL) methods have been widely applied for DTA prediction with the
increased available affinity data, and huge process has been made (Öztürk et al., 2018; Nguyen et al.,
2021; Huang et al., 2020). Though DL-based methods are popular, DTA is still an unsolved problem
with unsatisfied accuracy (D’Souza et al., 2020). Besides, the training cost of DL-based DTA methods
is still high (e.g., multi-GPUs with tens of hours or days) and there are many different deep models
already trained for DTA prediction. Therefore, we are thinking of the following question, how can
we further exploit the potential of these existing DL-based DTA models with no or little effort?

Luckily, non-parametric methods (e.g., k-nearest neighbors) have shown success in various tasks
recently, such as language modeling (Khandelwal et al., 2019), machine translation (Gu et al.,
2018; Khandelwal et al., 2020), and question answering Guu et al. (2020a). These methods have
demonstrated their effectiveness by making the neural models expressive, adaptable and interpretable.
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Therefore, in this paper, we propose kNN-DTA as a solution to answer the above question, which is
an embedding-based non-parametric approach for DL-based DTA prediction from nearest neighbors.
That is, we utilize the drug and target representations extracted from the trained models to retrieve
the nearest samples in a datastore (e.g., the original training data). Compared with traditional
chemical similarity retrieval (e.g., Tanimoto similarity (Fligner et al., 2002)), our embedding-based
retrieval has much higher efficiency (100× faster) and also quality guarantee (see Section 5.2).
Different from common approaches, kNN-DTA introduces two aggregation ways for the retrieved
neighbors from both label and embedding spaces. Specifically, a label aggregation is performed
on the nearest neighbors of drug-target pairs with a pair-wise embedding retrieval. Besides, a
representation aggregation is also conducted on the nearest drug or target representations with a
point-wise embedding retrieval. The integrated labels and the model prediction are then combined
as the final affinity score. Noting that kNN-DTA only needs to execute in the inference phase for a
pre-trained DTA model, hence it boosts affinity predictions without any extra training in an efficient
and effective way.

We further introduce an extension of kNN-DTA, Ada-kNN-DTA, with lightweight training cost. In
Ada-kNN-DTA, a plug-and-play learning module is designed, where the neighbor distances are taken
as input to obtain adaptive and instance-wise weights for aggregation. The intuitive motivation behind
is that, since each data sample has different neighbors w.r.t the embedding/label distance closeness,
adaptive aggregation can potentially boost more precise prediction from these neighbors. Besides, the
light training module can automatically learn how to aggregate the neighbors so to avoid manually
hyperparameter tuning cost.

We conduct extensive experiments on four benchmarks for evaluation, including BindingDB IC50

and Ki, DAVIS and KIBA datasets. On all datasets, significant performance improvement is achieved
by kNN-DTA against pre-trained models, and new state-of-the-art (SOTA) results are obtained. For
example, on BindingDB IC50 and Ki testbeds, kNN-DTA reaches new best RMSE, 0.684 and 0.750.
With Ada-kNN-DTA, the prediction error is further reduced about 0.01 RMSE. We then test on four
generalization testsets through zero-shot transfer learning, in which kNN-DTA also demonstrates
its potential generalization ability. At last, we also deeply show the effectiveness of kNN-DTA and
Ada-kNN-DTA through comprehensive studies.

The contributions of this work are as follows. (1) We propose kNN-DTA, a novel non-parametric
embedding-based retrieval method to exploit the great potential of existing DL-based DTA models
without extra training, which includes two proposed aggregation ways from both embedding space
and label space with different retrieval methods. (2) We further introduce an extension of a lightweight
Ada-kNN-DTA framework to learn adaptive aggregations with little cost. (3) We conduct extensive
experiments and comprehensive studies to demonstrate the effectiveness and high efficiency of our
approaches, and new SOTA results are achieved among various testbeds. (4) Lastly, since affinity
prediction is highly crucial for virtual screening so to efficiently select potential drugs, our paper
delivers the message to chemists/data scientists that using embedding retrieval method upon deep
models is a good way to do DTA prediction. We hope our approach can benefit/inspire more people
(especially in AI4Science) to think along this way and do more advanced innovations.

2 RELATED WORK

Drug-Target binding Affinity (DTA) Prediction aims to estimate the strength between drug-target
interaction. The experimental assay (Inglese & Auld, 2007) is the most reliable method, but it is
labour-intense with high cost. Hence, computational methods have been applied, which can be divided
into structure-based and structure-free methods. For structure-based ways, molecular docking (Trott
& Olson, 2010; Verdonk et al., 2003) and molecular dynamics simulations (Salsbury Jr, 2010) are
typical ones. For structure-free methods, machine learning ways include Random Forest (Shar et al.,
2016), kernel-based works (Cichonska et al., 2017), and gradient boosting machines (He et al., 2017).
Thanks to the increased available affinity data, deep learning models (Öztürk et al., 2018; Nguyen
et al., 2021; Öztürk et al., 2019; Huang et al., 2020; Nguyen et al., 2022) are now dominating the DTA
prediction, which take different neural networks (e.g., GNNs, CNNs) for representation learning.

Similarity-based Virtual Screening is commonly adopted in classical binding prediction, which
usually generates drug and target similarity matrices (Thafar et al., 2022; Abbasi et al., 2020; Ding
et al., 2014; Shim et al., 2021; Shi et al., 2018; Ru et al., 2022; Islam et al., 2021). These similarity
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matrices serve as features to be integrated into different methods, such as kernel regression (Yamanishi
et al., 2008), matrix factorization (Bolgár & Antal, 2016), gradient boosting machine (Tanoori et al.,
2021; Thafar et al., 2021), neural network classifiers (Shim et al., 2021; An & Yu, 2021) and so on.
Several works also utilize the drug/target similarity to integrate the affinity labels (Van Laarhoven &
Marchiori, 2013; Liu et al., 2022). SVM-KNN (Zhang et al., 2006) is a work that combines the kNN
with SVM classifier for prediction, but it differs a lot from ours on motivation and process.

Nearest Neighbor Learning and Memory Networks. Recently, kNN retrieval is popular in Natural
Language Processing (NLP) (Kaiser et al., 2017; Gu et al., 2018; Borgeaud et al., 2021; Zheng
et al., 2021; Lewis et al., 2020). Khandelwal et al. (2019) is among the first work that successfully
combines the language model with kNN retrieval method. Later, Khandelwal et al. (2020) shares the
similar idea to apply kNN retrieval to machine translation. After that, the kNN-based methods are
widely spread, such as question answering (Lewis et al., 2020), pre-training (Guu et al., 2020a;b),
and dialogue conversation (Fan et al., 2021). Our kNN-DTA is inspired by them but differs from
the aggregation methods and the regression prediction scenarios. Another related field is Memory
Networks (Weston et al., 2015; Sukhbaatar et al., 2015; Zhang et al., 2017) which utilize explicit
memory module. However, memory networks are part of the model and must be trained and updated,
which are mainly designed for LSTM (Hochreiter & Schmidhuber, 1997) to extend the memory cell.

3 METHOD

In this section, we first mathematically define the DTA prediction task and necessary notations. Next,
we introduce our kNN-DTA with two aggregation and retrieval ways. Then, we present the extension
Ada-kNN-DTA. Finally, we give some discussions.

Preliminary Let D = {(D,T, y)i}Ni=1 denotes a DTA dataset, where (D,T, y) is a triplet sample
and N is the dataset size. Here D/T is one drug/target from the dataset, and y is the label measuring
the binding affinity strength (e.g., IC50, Ki, Kd) between the drug-target pair (more in Appendix A.1).
The DTA prediction is then a regression task that aims to predict the affinity score between the
drug-target pair. Mathematically, the goal is to learn a mapping function F : D × T → y. A drug
D can be represented by different formats, such as simplified molecular-input line-entry system
(SMILES) (Weininger, 1988), or graph with nodes (atoms) and edges (bonds), or a 3D conformation
where the coordinates of all atoms are available. Similarly, a target T can be represented by amino
acid sequences or a 3D conformation. In this work, we take the SMILES strings for drug and amino
acid sequences for target. Due to the superior performance of Transformer (Vaswani et al., 2017), we
use two Transformer encoders MD and MT to encode the drug D and target T and obtain RD and
RT . The RD and RT are fed into a prediction module P to get the predicted affinity ŷ.

3.1 RETRIEVAL-BASED kNN-DTA

Our kNN-DTA incorporates two retrieval methods and aggreation ways, which are label aggregation
with pair-wise retrieval and representation aggregation with point-wise retrieval.

3.1.1 LABEL AGGREGATION WITH PAIR-WISE RETRIEVAL

Intuitively, similar drug-target pairs possibly have similar binding affinity scores. Hence, we propose
label aggregation with pair-wise retrieval, which is to aggregate the ground-truth affinity scores from
k nearest neighbors retrieved by the embeddings of drug-target pair. Shortly speaking, we first build
a key-value memory datastore that contains the encoded representations of all drug-target pairs and
their corresponding labeled affinity values, which can be quickly done through a single forward pass
of the pre-trained DTA model. Then, the kNN retrieval is performed when evaluating on test samples.

Datastore The memory datastore is constructed offline with a set of key-value pairs (ki, vi). Since
the affinity score y corresponds to a specific drug-target pair (Di, Ti) instead of one drug or target
only, the key ki in our datastore is the concatenated representation of RDi

and RTi
, that is [RDi

;RTi
],

and the value vi is the ground-truth affinity score yi. This is the why we call pair-wise retrieval. The
datastore (K,V) is created by the key-value pairs for all the samples in dataset D,

(K,V) = {([RDi ;RTi ], yi)|((Di, Ti), yi) ∈ D)}. (1)
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Figure 1: The overall framework of our kNN-DTA and Ada-kNN-DTA. We use two Transformer
encoders MD and MT to encode drug D and target T . The representations RD and RT are then
separately used for representation aggregation with point-wise retrieval. Meanwhile, the concatenation
of RD and RT are then used for label aggregation with pair-wise retrieval. The dashed grey ‘Ada’
parts are the lightweight learning modules in Ada-kNN-DTA. ‘P’ stands for the prediction module,
(K,V), KD, KT are the datastores, and N , ND, NT are retrieved nearest neighbors. The aggregated
representation and the affinity are in red outline.

Noting that we only need a single forward pass of the pre-trained DTA model to obtain (K,V), which
can be quickly done.

Pair-wise Retrieval, Label Aggregation, Affinity Prediction Given a test sample (Dt, Tt), we
first encode the data through encoder MD and MT to obtain representations RDt and RTt . Then
the concatenated [RDt ;RTt ] is used as query to retrieve the k nearest neighbors N = {(ki, vi)} =
{([RDi ;RTi ], yi)} from the datastore. The retrieval depends on a specific similarity measurement
s(·, ·) between query and the datastore, such as L2 distance. With the retrieved nearest neighbor set,
we then do label aggregation among the labeled affinity from the neighbors in an attentive way. That
is, we aggregate the retrieved affinity values yi by the attention weights αi to be y′t. Mathematically,

y′t =
∑

(ki,vi)∈N

αi ∗ yi, αi =
exp (s([RDt

;RTt
], ki)/τ)∑

(kj ,vj)∈N exp (s([RDt
;RTt

], kj)/τ)
, (2)

where τ is the temperature, and yi equals to vi in above equations. The integrated affinity score yt is
supposed to produce a good prediction with the help of retrieved neighbors. The aggregated affinity y′t
from neighbors will be used in the unified framework to produce the final prediction (Section 3.1.3).

3.1.2 REPRESENTATION AGGREGATION WITH POINT-WISE RETRIEVAL

Apart from above label aggregation that directly affects the predicted affinity scores through the label
space, we also introduce another representation aggregation with point-wise retrieval to leverage
the nearest neighbors from the embedding space. This is related to the similarity-based VS methods.
Different from the above pair-wise retrieval, here we use separate point-wise retrieval for kD nearest
drug representations and kT nearest target representations. Generally speaking, we build separate
datastores for drugs and targets, with only the key (drug and target representations) saved in the
datastore since the values we need is the same as the keys (also the drug/target representations). Then
kNN retrieval is performed on test drug and target to aggregate representations.

Datastore, Point-wise Retrieval, Representation Aggregation, Affinity Prediction We build a
datastore KD for drugs and a KT for targets. Instead of the key-value pairs, these datastores only
save keys kDi and kTi . That is, the encoded drug/target representation RDi/RTi is stored in KD/KT .
Noting that these RDi

and RTi
are the same as that in above pair-wise retrieval method. Thus

KD = {RDi
|Di ∈ D},KT = {RTi

|Ti ∈ D}, where Di and Ti are the unique drugs and targets.

At test time, given the test sample(Dt, Tt), we use RDt
/RTt

as query to retrieve nearest repre-
sentations from KD/KT with similarity metric s(·, ·). The retrieved sets are ND = {RDi} and
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NT = {RTi
}. The kNN retrieval is also based on similarity metric s(·, ·) between query rep-

resentation and the ones in datastore. With the retrieved sets ND and NT , attentive representa-
tion aggregation is conducted. Same as the label aggregation, the representation aggregation is
R′

Dt
=

∑
RDi

∈ND
αD
i ∗RDi

, αD
i =

exp (s(RDt ,RDi
)/τD)∑

RDj
∈ND

exp (s(RDt ,RDj
)/τD) , and R′

Tt
is calculated in a same

way. With R′
Dt

/R′
Tt

, we further aggregate them with query RDt
/RTt

to obtain the final drug and
target representation, R̂Dt

= λD ∗RDt
+ (1− λD) ∗R′

Dt
and R̂Tt

= λT ∗RTt
+ (1− λT ) ∗R′

Tt
,

which are then inputted to the model P for affinity prediction ŷt = P(R̂Dt , R̂Tt).

3.1.3 UNIFIED FRAMEWORK

Each of the above aggregation methods can be used to enhance DTA prediction. In order to make the
best use of above two ways, we systematically combine them in a unified framework, which is shown
in Figure 1. Given the test sample (Dt, Tt), the whole test process is as follows. (1) Use encoders
MD and MT to obtain the representations RDt

and RTt
; (2) Concatenate RDt

and RTt
and use it

as a query to retrieve the nearest samples from (K,V). The label aggregation is performed to the
retrieved neighbors’ affinity values to obtain y′t; (3) Use RDt /RTt as query to separately retrieve
the nearest drug/target representations from KD/KT , and aggregate retrieved representations and
the query representations to obtain R̂Dt /R̂Tt , then get model prediction ŷt = P(R̂Dt , R̂Tt); (4)
The aggregated y′t are then combined with the predicted ŷt to produce the final affinity prediction
yt = λ ∗ ŷt + (1− λ) ∗ y′t.

3.2 EXTENSION: ADAPTIVE RETRIEVAL-BASED ADA-kNN-DTA

The above kNN-DTA only requires retrieving nereast neighbors in the inference phase, and the
calculation of the aggregation is parameter-free and training-free. Though efficient, the coefficients
for aggregation, e.g., λ/λD, are manually designed hyper-parameters in current kNN-DTA and shared
for all the test data, without considering the aggregation quality for each specific sample. Hence, to
further exploit the power of kNN-DTA and reduce the manually tuning cost of these hyperparameters,
we propose an adaptive learning extension Ada-kNN-DTA.

In Ada-kNN-DTA, some lightweight modules are introduced to meta-learn the aggregation weights,
e.g., α/αD, and the coefficients, e.g., λ/λD. Concretely, the embedding distances between the query
and neighbors s(·, ·) are fed into a light meta-network to learn the weights/coefficients1 and then
perform the aggregation. Take the label aggregation as an example, these k distances are first put as a
vector (denoted as S = [s1, ..., sk]) and then the calculation is:

yt = α1 ∗ ŷt +
k+1∑
i=2

αi ∗ yi, αi =
exp(hi)∑

hj∈h exp(hj)
, h = max(0, SW1 + b1)W2 + b2, (3)

where W and b are the learnable parameters. Specially, the output dimension of h is k + 1. The first
α1 in α is the coefficient λ. In this way, we now automatically learn the coefficient λ and adaptive
weights α for aggregation. Noting that the training is a meta way that is only conducted on the valid
set and then the trained meta-network is directly applied on the test data.

3.3 DISCUSSION

We put some clarification and discussion here. (1) For nearest neighbor retrieval, chemists/biologists
usually utilize data-specific chemical similarity, such as fingerprint-based (Fligner et al., 2002)
Tanimoto similarity for molecule and SW score (Yamanishi et al., 2008) for protein. Though domain
specific, we compare them with our embedding similarity retrieval (in Section 5.2). Results show that
embedding-based similarity has not only much higher efficiency (100× faster) but also outstanding
performances. Hence, this is highly valuable to prove the superiority of the embedding retrieval. (2)
Our kNN-DTA builds three datastores, e.g., the drug-target pair datastore (K,V) and the drug/target
datastore KD/KT . Actually, the representations stored in KD/KT are the same as the ones in paired
(K,V) with only duplicates removing. Thus, only one forward pass is required for constructing these

1We also tried a cross-attention way as in Transformer decoder to feed in the query and neighbors’ represen-
tations (key) for weights learning, but the results do not show much difference in our experiments.
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datastores. (3) Different hyperparameters (e.g., λ, k) need to be searched in kNN-DTA. To reduce the
cost, we first separately search for the label and representation aggregations, then we slightly search
near these best configurations of them for the unified framework. We have compared the time and
storage cost with detailed statistics in the Appendix B.2. (4) When aggregating the nearest labels or
representations, we use the similarity-based softmax for combination. The simplest method is to
use average pooling. In our experiments, we find our attentive way is better than the average one. (5)
Our current method uses embeddings of drugs and targets for retrieval and aggregation. Since drugs
and targets are from two different domains, there remains much possibility for better integration, e.g.,
interaction-based attentive aggregation, this would be an interesting future point. (6) Finally, the
basic assumption of our work depends on the similarity of the drug and target in the datastore (same
as similarity-based VS), and we have somehow shown the reason behind the success in Appendix C.1.
In reality, the limitation is that when there are extremely different (new) targets, this would be not
easy to be effective practically (as shown in Section 5.3)), which is even hard for medicine chemists.
This means the future direction towards new targets virtual screening is very important.

4 EXPERIMENTS

To evaluate our kNN-DTA, we first pre-train a DL-based DTA model as test model, and then perform
the kNN retrieval. We introduce the experiments with different settings in this section. If not specified,
the pre-trained model, the datastore creation, and the testset are all from the same domain.

4.1 DATASETS AND PRE-TRAINED DTA MODELS

We evaluate on four well-known DTA benchmarks, including BindingDB IC50 and Ki (Liu et al.,
2007), DAVIS (Davis et al., 2011), and KIBA (Tang et al., 2014). Besides, there are four generalization
testsets for zero-shot transfer learning. The statistics of these datasets are in the Appendix A.1.

BindingDB (Liu et al., 2007) is a database of different measured binding affinities. Following
previous works such as DeepAffinity (Karimi et al., 2019) and MONN (Li et al., 2020), we evaluated
on IC50 and Ki affinity scores with same data split, which are 60% for training, 10% for validation
and 30% for test. The label of affinity scores are transformed to logarithm scales as commonly
done. To evaluate the zero-shot transfer ability of kNN-DTA, following (Karimi et al., 2019), we
test on four generalization testsets, ion channel/GPCR/tyrosine kinase/estrogen receptor, where the
targets are not in the training set. DAVIS (Davis et al., 2011) contains selectivity assays of the kinase
protein family and the relevant inhibitors with their respective dissociation constant (Kd) values.
KIBA (Tang et al., 2014) includes kinase inhibitor bioactivities measured in Ki, Kd, and IC50, and
the labels were constructed to optimize the consistency between them by using the statistics they
embedded in these quantities (Öztürk et al., 2018). Following DeepPurpose (Huang et al., 2020), we
split DAVIS and KIBA datasets into 7 : 1 : 2 as train/valid/test sets.

To evaluate kNN-DTA, we first pre-train DL-based DTA models for each dataset, which consist of
Transformer (Vaswani et al., 2017) encoders and the upper Transformer layers for affinity prediction.
The performance of these DTA models is ensured to be good when comparing to previous works.
Then our kNN-DTA/Ada-kNN-DTA are performed upon the pre-trained DTA models. More details
of the model architecture and the DTA model training are put in Appendix A.3.

4.2 PARAMETERS OF kNN-DTA AND EVALUATION METRICS

To find the best hyperparameters for kNN-DTA, we do search on each valid set. We tune k, kD, kT in
[21, 22, ...27], τ , τD and τT , in [101, 102, ..., 105], λ, λD and λT in [0.1, 0.2, ..., 1.0]. When searching
neighbors, we use FAISS (Johnson et al., 2019), which is a library for efficient nearest neighbor
search in high-dimensional spaces. The parameters for the best valid performance are applied to the
test set. For training Ada-kNN-DTA, the hidden dimension of the meta-network is 32 and we take no
more than 5k steps training on one GPU on the valid data. The detailed costs are in Appendix B.2.

We follow previous works (Huang et al., 2020; Öztürk et al., 2018; Karimi et al., 2019) to evaluate the
performance. Specifically, (a) root-mean-square error (RMSE) and (b) Pearson Correlation coefficient
(R) (Abbasi et al., 2020) are used to evaluate on BindingDB datasets, (c) mean-square error (MSE)
and (d) Corcondance Index (CI) (Gönen & Heller, 2005) are on DAVIS and KIBA datasets.
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Table 1: Performance of different methods on BindingDB IC50 and Ki datasets. The ↓ and ↑ indicate
the directions of better results. We report the mean (standard deviation) results with three runs.

Dataset IC50 Ki

Method RMSE↓ R↑ RMSE↓ R↑
Random Forest (Karimi et al., 2019) 0.910 0.780 0.970 0.780
DeepAffinity (Karimi et al., 2019) 0.780 0.840 0.840 0.840
DeepDTA (Öztürk et al., 2018) 0.782 0.848 - -
MONN (Li et al., 2020) 0.764 0.858 - -
BACPI (Li et al., 2022) 0.740 0.860 0.800 0.860

Pre-trained DTA 0.717 (0.0066) 0.880 (0.0037) 0.785 (0.0016) 0.876 (0.0008)
+ kNN-DTA 0.684 (0.0021) 0.889 (0.0012) 0.750 (0.0016) 0.882 (0.0004)
+ Ada-kNN-DTA 0.675 (0.0004) 0.889 (0.0000) 0.735 (0.0021) 0.884 (0.0008)

Table 2: Performance of different methods on DAVIS and KIBA datasets. We report the mean (stan-
dard deviation) results with three runs. The first four baselines are reported in DeepPurpose* (Huang
et al., 2020), others are from the original paper. (-) means the standard deviation is not reported.

Dataset DAVIS KIBA
Method MSE↓ CI↑ MSE↓ CI↑
KronRLS (Pahikkala et al., 2015) 0.329 (0.019) 0.847 (0.006) 0.852 (0.014) 0.688 (0.003)
GraphDTA (Nguyen et al., 2021) 0.263 (0.015) 0.864 (0.007) 0.183 (0.003) 0.862 (0.005)
DeepDTA (Öztürk et al., 2018) 0.262 (0.022) 0.870 (0.003) 0.196 (0.008) 0.864 (0.002)
DeepPurpose* (Huang et al., 2020) 0.242 (0.009) 0.881 (0.005) 0.178 (0.002) 0.872 (0.001)
DeepCDA (Abbasi et al., 2020) 0.248 (-) 0.891 (0.003) 0.176 (-) 0.889 (0.002)
Affinity2Vec (Thafar et al., 2022) 0.240 (-) 0.887 (-) 0.111 (-) 0.923 (-)

Pre-trained DTA 0.205 (0.0008) 0.893 (0.0021) 0.162 (0.0012) 0.866 (0.0004)
+kNN-DTA 0.190 (0.0004) 0.905 (0.0021) 0.146 (0.0004) 0.886 (0.0004)
+Ada-kNN-DTA 0.191 (0.0009) 0.902 (0.0026) 0.147 (0.0000) 0.885 (0.0004)

4.3 RESULTS ON BINDINGDB BENCHMARK

The RMSE and Pearson Correlation results of BindingDB IC50 and Ki are shown in Table 1. For
comparison, we take several works and existing best models as baselines (introduced in Appendix A.2),
including Random Forest (Karimi et al., 2019), DeepAffinity (Karimi et al., 2019), DeepDTA Öztürk
et al. (2018), MONN (Li et al., 2020), and BACPI (Li et al., 2022). These baseline results are reported
from original papers (Random Forest is reported in DeepAffinity and DeepDTA is reported in
MONN). From Table 1, we can see: (1) Comparing with existing works, our pre-trained DTA models
achieve strong performances (e.g., 0.717 RMSE), which outperform the previous best BACPI (Li
et al., 2022) on both RMSE and R. (2) After combined with our kNN-DTA, the performances can be
largely improved. For instance, RMSE results on IC50 and Ki benchmarks are improved to 0.684
and 0.750, which significantly overpass the pre-trained models by 0.033 and 0.035 RMSE. (3) With
Ada-kNN-DTA, the performances are further improved. The RMSE is reduced to be 0.675 and 0.735.
Therefore, these numbers can clearly demonstrate the effectiveness of our kNN-DTA and also the
adaptive learning in Ada-kNN-DTA.

4.4 RESULTS ON DAVIS AND KIBA BENCHMARKS

We then evaluate on DAVIS and KIBA datasets, and the results are presented in Table 2. Compared
with BindingDB datasets, DAVIS and KIBA are relatively small-scale. The baseline methods are
KronRLS (Pahikkala et al., 2015), GraphDTA (Nguyen et al., 2021), DeepDTA (Öztürk et al., 2018),
DeepPurpose (Huang et al., 2020), DeepCDA Abbasi et al. (2020), and Affinity2Vec Thafar et al.
(2022). Again, we see that our pre-trained Transformer models obtain good performances compared
to previous best works, e.g. 0.205 and 0.162 MSE on DAVIS and KIBA respectively. By applying
our kNN-DTA, MSE is reduced to be 0.190 and 0.146. However, Ada-kNN-DTA performs similarly
to the kNN-DTA. We then study the reason and find the shape of probability density function for
DAVIS/KIBA affinity is highly sharp and different from BindingDB (Appendix A.1). We suspect
this centralized distribution may hinder the learning effectiveness from the samples that are not
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specific and diverse enough. Nevertheless, Ada-kNN-DTA still achieves strong improvements upon
the pre-trained DTA model. All of these results demonstrate that kNN-DTA can work well.

4.5 RETRIEVAL FROM OTHER DATASTORE

Table 3: Performance of the DAVIS pre-trained
model with different datastores on DAVIS testset.

Method MSE↓ CI↑
Pre-trained DTA 0.205 0.893

+ kNN-DTA 0.190 0.905
+ kNN-DTA + BindingDB 0.168 0.914
+ Ada-kNN-DTA + BindingDB 0.168 0.916

Apart from above experiments, we further ver-
ify whether adding other/external datastore for
retrieval is beneficial. In this experiment, we
take the pre-trained model on DAVIS. Besides
the DAVIS training set as datastore, we also add
BindingDB training data in the datastore, hence
the datastore is from two different datasets. Note
that part of the targets in the DAVIS are also in
BindingDB, so this actually enlarge the retrieval
datastore. The evaluation is performed on DAVIS testset and the results are presented in Table 3. We
compare the kNN-DTA retrieval on DAVIS datastore, and DAVIS+BindingDB, and Ada-kNN-DTA
on DAVIS+BindingDB. It can be seen that retrieval method benefits from additional data and im-
proves the DTA performance, e.g., MSE is reduced from 0.189 to 0.168 when comparing the retrieval
from DAVIS only with DAVIS+BindingDB. This experiment shows the easy adoption of our method
and also the great potential in real applications.

5 STUDY

To better understand our work, we conduct extensive studies. Without specific mention, we take
BindingDB Ki as testbed. Due to space limitation, many meaningful studies are in Appendix B/C.

5.1 ABLATION

Table 4: Ablation study on BindingDB Ki

dataset with RMSE metric.

Method Valid Test
Pre-trained DTA 0.795 0.784

kNN-DTA 0.758 0.748
- Label Aggregation 0.772 0.762
- Representation Aggregation 0.763 0.753

We first conduct ablation study to investigate the
effect of our two aggregation ways. We remove
the label aggregation and representation aggrega-
tion from our kNN-DTA separately and check the
performance effect. In Table 4, we can see that (1)
removing each of the two aggregation methods hurt
the prediction performance. (2) Besides, both ag-
gregation methods benefit the DTA prediction (each
of the removing experiment still outperforms our
pre-trained model). (3) When comparing these two methods, we can conclude that label aggregation
contributes more to the success of kNN-DTA, e.g., the performance drop when removing label
aggregation (0.748 v.s. 0.762) is more than removing representation aggregation (0.748 v.s. 0.753).

5.2 RETRIEVAL WITH CHEMICAL/BIOLOGICAL SIMILARITY

Table 5: Retrieval methods comparison on
BindingDB Ki with label aggregation.

Method Time Cost Valid
Pre-trained DTA 5.27 (min) 0.795

Chemical Retrieval 655.73 (min) 0.776
Embedding Retrieval 5.30 (min) 0.763

In drug discovery, a widely adopted way to retrieval
similar molecule/protein is to use chemical/biological
similarity measure, e.g., the 2D/3D structure similarity
of the molecules/proteins. The most popular one for
molecule is Tanimoto similarity (Fligner et al., 2002)
based on fingerprint and SW score (Yamanishi et al.,
2008) for protein. Hence we make a comparison of our
embedding-based retrieval and the chemical/biological
similarity retrieval. Specifically, we use RDKit (Landrum et al., 2013) and Biopython (Cock et al.,
2009) to do molecule/protein similarity search, and we keep the size of retrieved nearest neighbors to
be 322. Then we evaluate kNN-DTA (for simplicity, we only use label aggregation) by these two

2Due to the heavy cost of RDKit and Biopython (Appendix B.1), we first reduce the searching space to be 64
using our embedding search, then retrieve the nearest 32 neighbors by these tools for statistic comparison. For a
fair comparison, we first calculate the fingerprints of drugs and save them in advance.
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retrieval methods. The retrieval cost and the RMSE performance are shown in Table 5. We can
see that our embedding-based retrieval shows strong advantage over the chemical retrieval on both
efficiency (100×) and the prediction performance, which clearly demonstrate its practical value.

5.3 RESULTS ON ZERO-SHOT TRANSFER

Above experiments build datastores from the training set used for pre-trained model, and the testset is
from same domain, which intuitively ensure the similarity between the datastore and the testset. To
evaluate the generalization ability of our kNN-DTA, we conduct a zero-shot transfer experiment on
BindingDB generalization testsets. Specifically, the targets in ER/Ion Channel/GPCR/Tyrosin Kinase
are hold out before data splitting, which are unseen and increasingly different from the BindingDB
training set. Thus, we take the model pre-trained on BindingDB, build the datastore on BindingDB
training set, and then apply kNN-DTA to evaluate on these four testsets. The results of RMSE and
Pearson Correlation are reported in Table 6. We can see that though these testsets are much different
from the data in datastore, kNN-DTA also improves the results on some specific sets. For instance, on
ER Ki, Tyrosin Kinase IC50 and Ki, the RMSE reduced about 0.004/0.006. Noting this zero-shot
transfer is extremely hard. Thus, our method has potential towards the generalization ability. From
this experiment, we can see this hard setting should be an important direction for future works.

Table 6: RMSE/R performance evaluation of different methods on the BindingDB generalization
testsets with IC50 and Ki metrics. ‘x/y’: x is the RMSE score and y is the Pearson Correlation.

Dataset ER Ion Channel GPCR Tyrosin Kinase
Method IC50 Ki IC50 Ki IC50 Ki IC50 Ki

Random Forest 1.41/0.26 1.48/0.14 1.24/0.16 1.46/0.21 1.40/0.25 1.20/0.19 1.58/0.11 1.75/0.10
DeepAffinity 1.53/0.16 1.76/0.09 1.34/0.17 1.79/0.23 1.40/0.24 1.50/0.21 1.24/0.39 2.10/0.16

Pre-trained DTA 1.42/0.38 1.40/0.29 1.47/0.13 1.50/0.27 1.39/0.31 1.31/0.38 1.26/0.48 1.54/0.40
+kNN-DTA 1.41/0.40 1.34/0.36 1.46/0.13 1.49/0.27 1.39/0.31 1.30/0.38 1.22/0.49 1.51/0.40

5.4 CASE STUDY OF NEAREST NEIGHBORS

We finally provide some retrieved cases (more in Appendix C) to better understand the effect of our
method. The study is performed on the pair-wise retrieval for simplicity. We randomly choose one
sample that improves after applying our kNN-DTA. Then we look into their retrieved nearest pairs
for study. For the specific drug-target pair and their retrieved neighbors, we have several findings. (1)
The targets in these retrieved pairs are the same (UniProt ID: P13922), which means these drugs can
bind to this same target. This meets the reality as we discussed in Section B.5. Hence we can suspect
the benefit is from these drugs that bind to the query target. (2) We plot these drugs in Figure 2
and we can see these drugs are indeed similar from their chemical structure space, which further
demonstrates that similar drugs can benefit most to our method for DTA prediction.

Figure 2: One case sample (left) and its retrieved 4 nearest neighbors (right).

6 CONCLUSIONS

In this paper, we propose an embedding-based non-parametric retrieval method, kNN-DTA and
its extension Ada-kNN-DTA, for drug-target binding affinity prediction so as to further exploit
the potential upon an existing DTA model with no or light cost. Through a label aggregation
with pair-wise embedding retrieval and a representation aggregation with point-wise embedding
retrieval, kNN-DTA greatly benefits DTA prediction from these retrieved neighbors. We verify the
effectiveness of kNN-DTA on four benchmark sets (BindingDB IC50 and Ki, DAVIS, KIBA), and
obtain significant improvements over previous best models. Comprehensive studies and experiments
prove the great potential/practicality of our work. In the future, we will improve our method for better
efficiency and also extend it to other applications for drug discovery.
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A EXPERIMENTAL SETTINGS

A.1 DATASET DETAILS

The datasets we used for evaluation are BindingDB IC50, Ki, KIBA, DAVIS, also the BindingDB
generalization testsets. Besides, BindingDB Kd dataset is used for out-of-domain datastore creation
in Section 4.5. For BindingDB IC50 and Ki, we randomly split them into train/valid/test with 6:1:3
as in (Karimi et al., 2019). For KIBA and DAVIS, train/valid/test sets are 7:1:2 as in (Huang et al.,
2020). We give the detailed statistics of these datasets in Table 7 and BindingDB generalization
testsets in Table 8, including the number of drug-target pairs, the unique molecules and proteins. The
affinity label y (floating number) of these datasets are as follows. The affinity values in DAVIS range
from 5.0 to 10.8, and the KIBA affinity scores range from 0.0 to 17.2, BinddingDB IC50 and KI
range from 2.0 to 11.0. To better show the label information, we further give the label distribution
plots of BindingDB IC50, Ki, DAVIS and KIBA datasets in Figure 5. We can see that the affinity
distributions of BindingDB are like normal distribution. However, the data distributions of DAVIS
and KIBA are different, where the shape is sharp and the values are centered around specific area.
This somehow hinders the learning ability of the Ada-kNN-DTA and affects the further performance
gain of Ada-kNN-DTA on them.

Table 7: Dataset details.

Information Pairs Molecules Proteins
BindingDB IC50 376,751 255,328 2,782
BindingDB Ki 144,525 87,461 1,620
BindingDB Kd 7,900 63,233 1,504
KIBA 118,254 2,068 229
DAVIS 30,056 68 379

Table 8: BindingDB generalization testsets details.

Dataset Pairs Molecules Proteins

BindingDB IC50

ER 3,374 2,115 6
Ion Channel 14,599 12,795 125

GPCR 60,238 48,712 313
Tyrosin Kinase 34,318 24,608 127

BindingDB Ki

ER 516 287 6
Ion Channel 8,101 6,838 78

GPCR 77,994 51,182 323
Tyrosin Kinase 3,355 2,367 48

A.2 DETAILS OF COMPARED BASELINE METHODS

The baseline models we take for comparison are described as follows.

• DeepDTA (Öztürk et al., 2018) uses the sequence information for drug and target to extract
the features for DTA prediction. The networks are CNN (Albawi et al., 2017)s on both
SMILES and protein sequences. DeepDTA was originally evaluated on DAVIS and KIBA
datasets, and MONN (Li et al., 2020) evaluated DeepDTA on BindingDB dataset.

• DeepAffinity (Karimi et al., 2019) uses RNN (Medsker & Jain, 2001) to encode the SMILES
and protein sequences for unsupervised pre-training. Then, CNN layers are appended to
make DTA prediction. DeepAffinity was evaluated on BindingDB.

• MONN (Li et al., 2020) uses a GCN module to encode molecule and a CNN module for
protein. A pairwise interaction module is introduced to link the molecule and protein for
drug-target interaction modeling. MONN was evaluated on BindingDB.
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Figure 3: The label distribution of BindingDB IC50 and Ki datasets. The x axis is the affinity value
(processed log version), and the y axis is the frequency ratio of the affinity value.

• KronRLS (Pahikkala et al., 2015) is a similarity based method. It employs the Kronecker
Regularized Least Squares (KronRLS) algorithm that utilizes similarity-based representation
of drugs and targets (Pahikkala et al., 2015). KronRLS was evaluated on DAVIS and KIBA.

• GraphDTA (Nguyen et al., 2021) uses graph neural networks (Kipf & Welling, 2016;
Veličković et al., 2017; Xu et al., 2018) to encode molecule and CNN to encode protein,
then a feed-forward layers for prediction. GraphDTA was evaluated on DAVIS and KIBA.

• DeepPurpose (Huang et al., 2020) trains customized prediction models by implementing
different encoders and various architectures. They were evaluated on DAVIS and KIBA.

• BACPI (Li et al., 2022) utilizes a bi-directional attention neural network for integrating the
representations from GAT (Veličković et al., 2018) and CNN encoded drugs and targets.
BACPI was evaluated on BindingDB.

A.3 MODEL CONFIGURATIONS

For better understanding the DTA model, we show the architecture of our model in Figure 4. We use
two Transformer encoders for molecule encoder MD and protein encoder MT respectively, and each
follows RoBERTa (Liu et al., 2019) architecture and configuration that consists of 16 layers. The first
12 layers of both encoders are initialized from pre-trained molecule model and pre-trained protein
model respectively. Specifically, the pre-trained molecule model is from a Transformer-based encoder
that trained on molecules from PubChem (Kim et al., 2021) dataset, and the pre-trained protein
model is the same as the one in TAPE (Rao et al., 2019) trained on proteins from Pfam (Finn et al.,
2014) dataset (but we re-trained using Fairseq (Ott et al., 2019)). As commonly done, both encoders
take the masked language modeling objective for pre-training. The remained last 4 Transformer
layers are randomly initialized for MD and MT . Then, the total 16 layer encoders and an upper
prediction module P are combined for DTA model training, which is the “Pre-trained DTA” that
we used for later kNN retrieval. The embedding/hidden size and the dimension of feed-forward
layer are 768 and 3, 072 respectively. The max lengths for molecule and protein are 512 and 1, 024
respectively. The regression prediction head P is 2-MLP layers with tanh activation function and
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the hidden dimension is 768. During training, to save the computational cost, the first two pre-trained
12-layer molecule and protein encoders are fixed and used as feature extractors, and only the last 4
Transformer layers and 2-MLP layers are learnable for DTA prediction. The implementation is based
on Fairseq toolkit3. The model is optimized by Adam (Kingma & Ba, 2014) with learning rate 1e−4.
The dropout and attention dropout of two encoders are 0.1. The learning rate is warmed up in the first
5% update steps and then linearly decayed. The batch size is 32 and we accumulated the gradients 8
times during training.

Multi-Head 
Attention

Add & Norm

Feed 
Forward

Add & Norm

Multi-Head 
Attention

Add & Norm

Feed 
Forward

Add & Norm

Drug 
Embedding

Protein 
Embedding

Linear

Linear

Tanh

ො𝐲

𝓜𝐃 𝓜𝐓

N×N×

𝓟

Figure 4: The architecture of our DTA prediction model, which contains one drug encoder and one
target encoder (MD and MT ), and one upper prediction module (P). Note that the first 12 layers of
N = 16 layers encoder is pre-trained on unlabeled molecules and proteins and then fixed. Only the
last 4 layers are finetuned for DTA prediction.

B MORE INVESTIGATIONS

B.1 RETRIEVAL COST COMPARISON: TANIMOTO SIMILARITY/SMITH-WATERMAN
ALIGNMENT SCORE V.S. EMBEDDING SIMILARITY

As we discussed before, the commonly adopted retrieval method in drug discovery for molecule
is using structure similarity, e.g., Tanimoto similarity (Fligner et al., 2002) based on fingerprint.
For protein target, the common method is normalized score of the Smith-Waterman alignment of
the amino acid sequence (SW) (Yamanishi et al., 2008), which compares segments of all possible
lengths of the protein sequence and optimizes the similarity measure. Hence, we make a separate
experiment to compare the retrieval cost by Tanimoto similarity and Smith-Waterman alignment
score with our embedding similarity. We take the whole BindingDB Ki training set as the datastore
(not like in Section 5.2 that we reducing the search space to 64 at first). For robustness, we use several
drugs/targets as the queries, and then count the average retrieval cost on the whole datastore(i.e.

3https://github.com/pytorch/fairseq
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unique drugs/targets set of the whole set). The result is that, averagely speaking, each drug takes
about 0.0156 milliseconds for embedding similarity calculation and then ranking, while the RDKit
takes about 168.4 milliseconds for Tanimoto similarity calculation and ranking. Each target takes
about 0.0021 milliseconds for embedding similarity search, while calculating Smith-Waterman
alignment score by biopython needs about 738k milliseconds. From the comparison, we can see that
embedding-based similarity retrieval is extremely faster than traditional chemical similarity search,
which greatly shows the high efficiency of the embedding similarity retrieval.

B.2 MODEL TRAINING AND INFERENCE COST

Table 9: DTA model training time cost on different datasets.

Dataset Epochs Cost (GPU hours)
BindingDB IC50 30 307.2
BindingDB Ki 100 163.2
KIBA 100 149.6
DAVIS 200 104.0

Table 10: Inference cost on different datasets. The time cost is counted by GPU minutes.

Dataset BindingDB IC50

Method Pre-trained model +kNN-DTA +Ada-kNN-DTA

Training time (mins) 18,424 0 0
Datastore building time (mins) 0 128 128
Meta-network training time (mins) 0 0 76
Inference time (mins per batch) 0.0172 0.0173 0.0177
Inference GPU memory (GB) 4.11 8.56 9.84

Dataset DAVIS
Method Pre-trained model +kNN-DTA +Ada-kNN-DTA

Training time (mins) 6,240 0 0
Datastore building time (mins) 0 11 11
Meta-network training time (mins) 0 0 20
Inference time (mins per batch) 0.0159 0.0159 0.0175
Inference GPU memory (GB) 4.10 5.30 7.62

To study the training and inference cost of our method, we first count the total cost time for pre-
training the DTA models on different datsets (which we used as datastore for retrieval). The training
experiments of pre-trained models are conducted on NVIDIA Tesla 8×V100 GPUs. The number
of maximal training epochs varies with datasets. We report the total GPU training hours in Table 9.
We can see that each training costs more than 100+ GPU hours. In comparison, with the trained
models, the inference time cost is low, where the inference is performed on one Tesla V100 GPU. We
simply count the inference cost on BindingDB IC50 and DAVIS datasets for comparison. During
model inference, we set batch size to be 32 for fast inference, and also 32 batch size for building the
datastore of our kNN-DTA. The counted results are presented in Table 10, and we can see that our
kNN-DTA requires external time for building datastore used for retrieval, but it is less than 1% when
compared to the training time cost. For example, it takes 18, 424 minutes for training on BindingDB
IC50, but the datastore building only takes 128 minutes, which is only 0.6% of the training cost.
As for the inference cost of pre-trained model and our kNN-DTA model, they are comparable (we
count the cost of per batch inference data to avoid the effect from testset size). Our kNN-DTA does
not increase the inference time. For example, our kNN-DTA costs 0.0173 minutes per batch, and
it is similar to pre-trained model (0.0172 minutes per batch). Besides the training time cost, we
also put the inference GPU memory cost. Our kNN-DTA indeed needs more GPU memory for
retrieved neighbors, but it is affordable since inference will not take too much GPU memory, and it
also varies with the size of the datastore. We also separately count for the Ada-kNN-DTA cost. The
meta-network is trained on one NVIDIA Tesla V100 GPU. Compared with kNN-DTA, the only extra
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requirement is the meta-network training and more GPU memory, and we can see that the cost is not
much, which means that the Ada-kNN-DTA method is efficient.

B.3 EFFECT OF THE SIZE OF RETRIEVAL DATASTORE

We further do another study to see the effect of the size of retrieval datastore. We conduct this study
on BindingDB Ki dataset, and we vary the datstore size from the full training data to half and quarter
of the full set, then we evaluate the performance of the valid and test sets. The results are shown
in Table 11. From the table, we can clearly observe that the datastore size indeed impacts the final
performance, but they all surpass the original model (without kNN retrieval). Generally, the larger
the datastore is, the more possible that we can retrieve for similar drug-target pairs, and the larger
performance improvement we can get.

Table 11: Performance effect when varying the size of retrieval datastore on BindingDB Ki.

Retrieval size Valid Test
Pre-trained DTA w/o kNN 0.795 0.784

+kNN-DTA on full set (1) 0.758 0.748
+kNN-DTA on half set (1/2) 0.768 0.759
+kNN-DTA on quarter set (1/4) 0.770 0.760

B.4 EMBEDDING SIMILARITY MEASUREMENT

Table 12: Effect of embedding similarity measure-
ments on BindingDB Ki dataset w.r.t. RMSE.

Similarity Measurement Valid Test
L2 Distance 0.758 0.748
Dot Product 0.777 0.765
Cosine Similarity 0.794 0.782

Our kNN-DTA requires specific embedding
similarity measurement for retrieval. To see
the effect of different similarity measurements,
we compare the results of L2 distance, cosine
similarity and dot product on BindingDB Ki

dataset. Note that different similarity measure-
ments need different τ because their similarity
values are not in the same scale, thus we modify
τ to make sure that they are in the same scale.
The results are shown in Table 12. We can see that L2 distance is better than dot product and cosine
similarity. Thus we take L2 distance as similarity metric in our experiments.

B.5 EFFECT OF k NEAREST NEIGHBORS

It is necessary to study the effect of number k of nearest neighbors, which will affect the retrieval
results and also the final prediction performance. We fix all τ as 1, 000 for simplicity and study
on BindingDB Ki. Specifically, we vary k and kD in [21, 22, ..., 27] for label aggregation and
representation aggregation respectively, and the performance curves are shown in Figure 5a. We do
not study kT since our preliminary search results show that target neighbors can slightly help the
representation aggregation. This is reasonable since usually different drugs can work for one target,
but targets are quite different and it is hard for a drug corresponds to multiple targets (this is exactly
the difficulty of drug repurposing). Therefore, aggregation of the representations for different targets
may not be beneficial a lot. From the figure, we can see that different k and kD do impact and a
relative scale of neighbor size is important.

B.6 EFFECT OF AGGREGATION COEFFICIENTS

We further study the aggregation coefficients λ and λD, which affect the integrated labels and
representations in kNN-DTA. The study is also on BindingDB Ki. Similarly, we vary the value of λ
and λD in [0, 0.1, ..., 0.9], and plot the performance changes on BindingDB Ki valid set in Figure 5b.
The curves show that different λ and λD affects a lot to the prediction performance. This suggests
that searching aggregation coefficients is necessary for real-world application, which also somehow
indicates the importance of automatic coefficient learning in Ada-kNN-DTA. Hence, we also study
the learned λ = α0 in Ada-kNN-DTA, and the automatically learned α0 also ranges in a similar way
but is instance different.
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Figure 5: The effects of different hyperparameters (k and λ).

B.7 kNN-DTA FOR OTHER BACKBONE MODELS

Generally speaking, our kNN-DTA is model agnostic and it does not depend on specific architecture
or what kind of pre-trained DTA model. Hence, in this subsection, we evaluate on different pre-
trained DTA models. Besides the Transformer network that used as DTA model in this paper, we also
apply our kNN-DTA to graph neural network (GNN)-based DTA model prediction. Specifically, we
first take the 12-layer pre-trained molecule/protein encoders and finetune it on DTA. We also take
the 4-layer Transformer encoders that trained from scratch for DTA prediction. Above two DTA
models are still based on Transformer architecture but with different performances. Besides, we
take the recent best GNN work, BACPI Li et al. (2022), as DTA backbone model. Then we apply
kNN retrieval on these different pre-trained DTA models to evaluate the performance on BindingDB
Ki test set. The results are as shown in Table 13. For the two Transformer-based DTA models,
applying our kNN-DTA can consistently improve the model performance as we shown in our main
experiments. For our reproduced BACPI, it achieves RMSE score 0.815 and Pearson Correlation
0.8564 , with kNN-DTA, the results are improved to be 0.797 RMSE and 0.863 Pearson Correlation.
These comparisons show the universal effectiveness of our kNN retrieval method. The method can
improve performance not only on different model architectures but also on pre-trained DTA models
with different performances.

Table 13: Performance of kNN-DTA applied on different pre-trained DTA models on BindingDB Ki.

Pre-trained DTA RMSE↓ R↑
12-layer pre-trained DTA 0.854 0.844

+kNN-DTA 0.824 0.853

4-layer DTA train from scratch 0.892 0.827
+kNN-DTA 0.872 0.836

BACPI Li et al. (2022) 0.815 0.856
+kNN-DTA 0.797 0.863

C MORE CASE STUDIES

We provide more cases about the retrieved nearest neighbors by the pair-wise retrieval method. We
randomly choose some cases that benefit from our kNN-DTA method w.r.t the prediction performance.
In Figure 6, we plot the paired cases with their drug (PubChem ID, graph visualization), target
(UnitProt ID, 3D visualization), and also their groundtruth binding affinity score (Ki), the pre-trained
DTA predicted score and our kNN-DTA predicted score. For the retrieved neighbors of drug-target

4We use the officially released code for reproduction, but the result is worse than the reported one in the
original paper, e.g., 0.815 RMSE by our reproduction and 0.800 by the original report. But the improvement is
still gained by our kNN-DTA.
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pairs (k = 32), we show the graph visualization, PubChem ID of the drugs for clear understanding,
and the UnitProt ID of targets, also the affinity scores. From these cases we have several interesting
findings. (1) For the retrieved neighbors, almost all of the pairs are with the same target, and the
differences are from the drugs. This is reasonable since multiple drugs can be used for one target, and
these pairs can help for the test sample. For instance, in case 1, the target is adenosine receptor A1
and it shares for all retrieved neighbors. We can also see from the visualized graphs that the retrieved
drugs are in similar structure. (2) Our kNN-DTA model indeed helps the predicted affinity score to
be closer to the ground-truth value, specifically for some out-of-distributed pairs. For example, we
can see that in case 1 and case 2, the ground-truth values of the test samples are far different from
the neighbors. The predictions from our pre-trained model are based on the training data so that the
predictions are also far from the ground-truth. With the help of neighbors by our kNN-DTA, the
predicted values are pushed to be much closer to the ground-truth. This is interesting and demonstrate
the value of kNN-DTA. For case 3, though the prediction of pre-trained model is not far away from
ground-truth (in-distribution), our kNN-DTA can make the prediction more accurate.

C.1 EMBEDDING VISUALIZATION

Our retrieval-based method is mainly based on the assumption that for one drug-target pair, other
drugs that are similar to the specific query drug may have similar affinity binding scores (e.g.,
point-wise drug retrieval). In order to better prove this assumption and demonstrate the effect of
the retrieval-based method, we provide the drug embedding visualization for case 3 in Figure 6c.
Specifically, we plot the embeddings for all drugs that can bind the P29274 (UniProt ID) target, the
results are shown in Figure 7. The query drug (CID: 11791862) is in red color, and the nearest 8
drugs are in blue color. The label for each node is its binding affinity score to the P29274 target.
From the embedding visualization and the labeled affinity score, we can clearly observe that the
nearest neighbors have similar affinity scores, especially when comparing to the right bottom drugs.
Hence, this embedding visualization with affinity score can prove the assumption of our kNN retrieval
method and support the motivation of our work.
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CID: 348130 Adenosine receptor A1
UniProt ID: P25099

Ground Truth: 5.088
Prediction without kNN: 7.878
Prediciton with kNN: 6.919

(a) Case 1. Among these 32 neighbors, the target is same for all neighbors.

CID: 9881905
Bifunctional dihydrofolate 
reductase-thymidylate synthase
UniProt ID: P13922

Ground Truth: 9.256
Prediction without kNN: 5.605
Prediciton with kNN: 6.527

(b) Case 2. Among these 32 neighbors, 30 are with the same target and 2 are different.
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CID: 11791862 Adenosine receptor A2a 
UniProt ID: P29274

Ground Truth: 5.656
Prediction without kNN: 5.767
Prediciton with kNN: 5.653

(c) Case 3. Among these 32 neighbors, the target is same for all neighbors.

Figure 6: Three cases of the test samples (top) and retrieved neighbors (bottom). The test sample
includes drug (PubChem ID, graph visualization), target (UniProt ID, 3D visualization) and their
ground-truth binding affinity in Ki measurement in log space, the pre-trained DTA predicted score
and our kNN-DTA predicted score. The retrieved nearest neighbors include drug (PubChem ID,
graph visualization), target (UniProt ID) and their binding affinity in Ki measurement in log space.
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Figure 7: Embedding visualization for all the drugs that can bind to target (UniProt ID: P29274) in
Figure 6c. The query drug (CID: 11791862) is in red color, and the nearest 8 drugs are in blue color.
The number of each node is the ground-truth binding affinity score.
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