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Abstract
Large language models (LLMs) exhibit pow-001
erful general intelligence across diverse sce-002
narios, including their integration into chat-003
bots. However, a vital challenge of LLM-004
based chatbots is that they may produce hal-005
lucinated content in responses, which signif-006
icantly limits their applicability. Various ef-007
forts have been made to alleviate hallucination,008
such as retrieval augmented generation and re-009
inforcement learning with human feedback, but010
most of them require additional training and011
data annotation. In this paper, we propose a012
novel post-hoc Citation-Enhanced Generation013
(CEG) approach combined with retrieval ar-014
gumentation. Unlike previous studies that fo-015
cus on preventing hallucinations during gen-016
eration, our method addresses this issue in a017
post-hoc way. It incorporates a retrieval mod-018
ule to search for supporting documents relevant019
to the generated content, and employs a natural020
language inference-based citation generation021
module. Once the statements in the generated022
content lack of reference, our model can re-023
generate responses until all statements are sup-024
ported by citations. Note that our method is a025
training-free plug-and-play plugin that is capa-026
ble of various LLMs. Experiments on various027
hallucination-related datasets show our frame-028
work outperforms state-of-the-art methods in029
both hallucination detection and response re-030
generation on three benchmarks. Our codes031
and dataset will be publicly available.032

1 Introduction033

Large Language Models (LLMs) have experienced034

rapid development in recent years, which show035

powerful general intelligence in various scenar-036

ios (Yue et al., 2023; Singhal et al., 2023). Current037

LLM-based chatbots, epitomized by ChatGPT and038

GPT-4, demonstrate impressive capabilities across039

distinct domains in communicating with humans.040

There is a growing consensus that LLM-based chat-041

bots can be the next generation of information ac-042

quisition methodology.043

Figure 1: An illustration of our method, which adds
citations for the generated content. If there are hallu-
cinations in the generated content, we prompt LLM to
regenerate a new response.

However, a critical and unsolved challenge of 044

LLM-based chatbots is the hallucination prob- 045

lem (Ji et al., 2023), which indicates these chatbots 046

may generate hallucinated content in responses ran- 047

domly. As the underlying mechanisms of hallucina- 048

tions remain unclear, this problem has substantial 049

constraints on the deployment of LLM-based chat- 050

bots in various sensitive scenarios, such as health- 051

care and education, where reliability is paramount. 052

Previous approaches have attempted to mit- 053

igate this issue through retrieval augmenta- 054

tion (Borgeaud et al., 2022; Izacard et al., 2022) and 055

value alignment (RLHF) (Ouyang et al., 2022; Tou- 056

vron et al., 2023) in response generation, but these 057

often require additional training and extensive data 058

annotation. For example, InstructGPT (Ouyang 059

et al., 2022) utilize RLHF to alleviate hallucina- 060
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tions in model output, but needs extra training.061

Gao et al. (2023a) attempt to reduce hallucination062

through adding retrieved related documents and063

citations before generation, while the pre-hoc way064

of incorporating citations may potentially harm the065

model performance, resulting in poor response re-066

sults with hallucinations.067

In this work, we propose a novel method to al-068

leviate hallucination in LLMs, which leverages re-069

trieval augmentation and Natural Language Infer-070

ence (NLI) technologies to implement Citation-071

Enhanced Generation (CEG) in a post-hoc way.072

Figure 1 is an illustration. Differing from previous073

studies, the retrieval augmentation module of the074

CEG framework works after generation (post-hoc),075

and CEG prompts the model to regenerate the an-076

swer when necessary. This approach is effective077

and easy to use, which can reduce the hallucination078

in the model’s output for various LLMs. We con-079

duct experiments on distinct hallucination-related080

benchmarks, including detection and response re-081

generation. where our method achieved state-of-082

the-art performance. Further analyses demonstrate083

the usefulness of each module on CEG.084

In summary, the main contributions of our work085

can be summarized as follows:086

• We are the first to propose the use of citation087

to alleviate hallucination in a post-hoc way088

with regeneration.089

• We design a novel post-hoc citation-enhanced090

generation framework combined with retrieval091

augmentation and NLI to avoid hallucinations,092

which is flexible for existing LLMs.093

• Experimental results show that our CEG094

framework achieves the best performance on095

three hallucination-related benchmarks.096

2 Related Work097

2.1 Hallucination Control in LLMs098

Generative AI has achieved significant advance-099

ments, while still facing the hallucination problem.100

Existing strategies can be categorized into major101

two types: mitigation during training and mitiga-102

tion during inference. For the first type, LLMs,103

such as LLaMA 2 (Touvron et al., 2023), undergo104

extensive training cycles with high-fidelity data105

sources like Wikipedia to bolster factual consis-106

tency in pre-training. Zhou et al. (2023) alleviate107

hallucination during instruction fine-tuning, which108

adopts high quality manually annotated content to 109

regulate hallucination. Some studies (Ouyang et al., 110

2022; Touvron et al., 2023) also introduce penalties 111

for nonfactual responses to alleviate hallucination 112

in RLHF. However, all these methods need extra 113

training and annotations. 114

On the other hand, researchers try to deal 115

with the hallucination challenge during inference. 116

Inference-Time-Intervention (Li et al., 2023b) 117

mitigates hallucination by shifting model acti- 118

vations along these factuality-related directions 119

during inference. Retrieval-Augmented Genera- 120

tion (RAG) (Lewis et al., 2020) has become a preva- 121

lent technique in alleviating hallucination by re- 122

trieving reliable documents before generation (Yu, 123

2022). While these methods still generate halluci- 124

nations due to the lack of post-hoc verification and 125

they are unable to provide citations for verification. 126

2.2 Citation Augmented LLMs 127

In the realm of LLMs, retrieval technology has be- 128

come a crucial component (Zhang et al., 2023b; 129

Gao et al., 2023b), as it provides related knowledge 130

in generating more reliable results (also mitigates 131

the occurrence of hallucinations). Previous studies 132

point out that citation, generated by retrieval mod- 133

els, is key to building responsible and accountable 134

LLMs (Huang and Chang, 2023). 135

Existing citation augmented strategies can be 136

divided into two types: parametric and non- 137

parametric. Parametric methods (Taylor et al., 138

2022) refer to information internalized from the 139

training data, often leading to inaccurate annotated 140

documents, as the annotation process itself can 141

give rise to hallucinations. Non-parametric meth- 142

ods (Gao et al., 2023a; Menick et al., 2022; Izac- 143

ard and Grave, 2021) involve querying relevant in- 144

formation and seamlessly integrating the retrieved 145

content from outside corpus, which provides more 146

reliable citations. Thus, most previous studies are 147

non-parametric, but they are pre-hoc based. For ex- 148

ample, Gao et al. (2023a) adopt retrieval processes 149

to facilitate the annotation of documents within 150

model-generated outputs. Nevertheless, their pre- 151

hoc annotation strategy inadvertently escalates the 152

complexity of a QA task by converting it into a dual 153

challenge of generating a response coupled with 154

simultaneous annotation. Different from existing 155

citation augmented studies, we propose a differ- 156

ent strategy to utilize retrieval models to generate 157

citations in a post-hoc way. 158
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Figure 2: An overview of our CEG framework. [R1] and [R2] denote segments. [D1] and [D2] represent retrieved
documents for each segment. [L1] and [L2] are labels (Factual/Nonfactual) generated by the NLI module.

3 Approach159

3.1 Overview160

Firstly, we give an overview of our proposed CEG161

framework. Illustrated in Figure 2, CEG has sev-162

eral critical modules: 1) Retrieval augmentation163

module, designed to search for documents Dj rel-164

evant to the original response R. In cases where165

responses are excessively lengthy, they can be bro-166

ken down into sub-claims R = {R1, R2, ..., Rn}.167

2) Citation generation module, which assesses if168

the retrieved documents Dj substantiate the {Ri}169

in response or not. 3) Regeneration module, tasked170

with creating a new prompt that integrates the orig-171

inal user query and key retrieved information for172

the LLM M to get a more reliable response R′.173

It is important to note that our method is a post-174

hoc framework and is highly adaptable across dif-175

ferent LLMs, as it does not require any additional176

training or fine-tuning. Consequently, we do not 177

specify a particular LLM here. 178

3.2 Retrieval Augmentation Module 179

Retrieval augmentation has been shown to have 180

powerful abilities in previous hallucination-related 181

studies (Gao et al., 2023a; Zhao et al., 2023). Dif- 182

ferent from these studies that aim to retrieve doc- 183

uments as evidence before response generation 184

(questions are queries), we propose to conduct re- 185

trieval augmentation in a post-hoc way to verify 186

the correctness of the generated claim Ri (claims 187

are queries). As there are various existing studies 188

on how to retrieve the most related document, we 189

use a simple but effective dense retrieval strategy 190

to verify the performance of our CEG framework, 191

and we believe stronger retrieval will bring further 192

improvements. 193

Query: For the response R, it will be seg- 194
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mented into several claims if necessary, resulting195

in R = {R1, R2, ..., Rn}. Here, we adhere to196

previous work (Chen et al., 2023) and employ a197

heuristic algorithm for segmentation. Utilizing the198

NLTK (Bird et al., 2009) sentence tokenizer, we199

split R to obtain reasonable results that align with200

user reading habits to get the claims Ri. Then, Ri201

is adopted as the query one by one.202

Corpus (Candidate Documents): The choice of203

Corpus decides the scope of applications, and there204

are multiple candidates. In this study, our focus lies205

predominantly in the domain of knowledge-based206

question answering, necessitating the employment207

of a curated corpus. To this end, we leverage a208

processed snapshot of Wikipedia from October 20,209

20231, segmented into approximately 100-word210

candidate documents, each demarcated by a period211

or newline character. Note that you can replace212

it with any other corpus, and we use it as most213

hallucination benchmarks are based on Wikipedia.214

Retriever: Dense vector based retrieval tech-215

nologies have demonstrated powerful perfor-216

mances in recent years, which are also widely used217

in existing RAG models. Here, we adopt the Sim-218

CSE BERT2 (Gao et al., 2021; Wang et al., 2023d)219

as the query and document encoder for its promis-220

ing efficiency in previous studies (Wang et al.,221

2023c,d). Then, candidate documents are ranked222

based on cosine similarity scores calculated by the223

following equation:224

Sim(Ri, dj) =
e(Ri) · e(dj)

∥e(Ri)∥ · ∥e(dj)∥
,225

Where e() is the SimCSE BERT encoder, dj is a226

candidate document in the corpus. As more doc-227

uments need more calculation in further modules,228

the top-k retrieved documents with higher similar-229

ity are selected to form the reference document set230

Di = {di,1, di,2, ..., di,k}. We add an extra thresh-231

old t to filter out the retrieved documents that have232

low cosine similarity. Apart from the top-1 docu-233

ment, if the Sim(Ri, dj) < t, dj will not be included234

in Di. These documents are subsequently concate-235

nated to construct the final retrieved content Di for236

further calculation.237

3.3 Citation Generation Module238

After getting the reference document Di for each239

response segment Ri, the next step involves gen-240

1https://dumps.wikimedia.org/enwiki/
2https://huggingface.co/princeton-nlp/sup-simcse-bert-

base-uncased/tree/main

erating labels and citations to verify the correct- 241

ness of Ri. We propose to adopt an NLI method 242

to determine the relationship between each claim- 243

document pair (Ri, Di). In general, the relationship 244

can be categorized into three types: support, inde- 245

pendence, and contradiction. But in hallucination- 246

related scenarios, to adhere to previous studies, we 247

only utilize two categories: (1) Factual, where Di 248

serves as a reference for Ri, thereby substantiat- 249

ing the claim. (2) Nonfactual, which means Di 250

presents a opposite claim to Ri. 251

Although numerous models (Honovich et al., 252

2022; Raffel et al., 2020) are capable of the NLI 253

method, our CEG framework seeks to fully lever- 254

age the language comprehension capabilities of 255

LLMs. Therefore, we prefer to utilize an LLM, 256

equipped with predefined prompts, to serve as the 257

NLI method. An illustrative prompt is provided 258

below: 259

260

Instruction: I will show you a question, a re- 261

sponse segment of this question, and a reference 262

document. Your task is to assess whether the 263

given response segment contains factual errors or 264

not with the help of the reference document. ... 265

266

When the LLM output indicates “factual”, the 267

document Di is identified as a valid reference for 268

the claim Ri. Consequently, this citation can be 269

added to the original response. If none of the re- 270

trieved top-k documents substantiate the claim Ri 271

or if there are documents opposing the claim, we 272

will label this claim as nonfactual (potential hallu- 273

cination) to remind users to keep carefully reading. 274

Based on the introduced two modules, we can de- 275

tect whether there are hallucinations in responses. 276

3.4 Response Regeneration Module 277

In previous modules, our framework offers a post- 278

hoc method to conduct citation-enhanced verifica- 279

tion for responses, where reliable responses are 280

incorporated with citations. However, a new chal- 281

lenge is how to deal with potential hallucinations. 282

So we propose a response regeneration module. 283

Assuming LLM M generates the original re- 284

sponse R, our framework will provide a new 285

prompt for regeneration. The prompt not only con- 286

tains the original query, but is also incorporated 287

with retrieved documents and the annotated nonfac- 288

tual segments. Here we provide a brief illustration 289

of the prompt (a full prompt is shown in appendix): 290
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291

User: Question; Chatbot: Response; User: [There292

were some factual errors in your output: (Nonfac-293

tual Claims). Please generate a new response based294

on relevant docs: (Relevant Docs).]295

296

Upon receipt of the regenerated response, we can297

initiate a new citation-enhanced generation process.298

If the response is adjudged to be free of factual299

errors, it becomes the final response and will be300

shown to users. However, if the new response still301

contains hallucinations, the regeneration cycle will302

be repeated. To conserve API resources and reduce303

the waiting time, a predefined parameter T can be304

set to constrain the max regeneration attempts.305

4 Experimental Settings306

4.1 Overview307

To verify the effectiveness of our framework, we308

adopt four hallucination-related datasets in our ex-309

periments: WikiBio GPT-3 (Manakul et al., 2023),310

FELM (Chen et al., 2023), and HaluEval (Li et al.,311

2023a), and WikiRetr. WikiBio GPT-3 and FELM312

are hallucination detection benchmarks. HaluEval313

is a hallucination generation benchmark. Besides,314

we construct a new dataset named WikiRetr, which315

is to evaluate the retrieval and citation annotation316

performance. Due to the tasks and baselines are317

distinct in various datasets, we will introduce each318

dataset and corresponding settings one by one.319

We use GPT models as the LLM backbones, and320

the version involved in different datasets is distinct321

for fair comparison with existing baselines. Unless322

otherwise specified, “ChatGPT” refers to GPT-3.5-323

Turbo-1106, and “GPT-4” refers to GPT-4-0613.324

We set the decoding temperature as 0 to maintain325

the reproducibility of the responses generated by326

LLMs. All prompts are listed in Appendix A, and327

more dataset information is shown in Appendix B.328

4.2 WikiBio GPT-3 Dataset329

WikiBio GPT-3 dataset is constructed to evalu-330

ate the hallucination of LLMs. Researchers ran-331

domly select 238 biographical articles from Wik-332

iBio dataset (Lebret et al., 2016), and utilize the333

text-davinci-003 to generate new passages. The334

passages are split into 1,908 sentences, and then335

manually annotated into three categories: Major In-336

accurate, Minor Inaccurate, and Accurate. Follow-337

ing previous studies, Major Inaccurate and Minor338

Inaccurate are categorized as Nonfactual (poten-339

tially with hallucinations, 1,392 segments), and 340

Accurate is treated as Factual (516 segments). 341

Baselines: 1) HalluDetector (Wang et al., 2023b) 342

utilizes external knowledge sources, a specific 343

classification model and a Naive Bayes classifier 344

to detect hallucination. 2) Focus (Zhang et al., 345

2023a) adopts a multi-stage decision-making pro- 346

cess, where both pre-retrieval and task specific 347

classifiers are adopted. 3) SelfCheckGPT 3, three 348

variants of which are utilized: w/BERTScore, 349

w/Prompt, and w/NLI (Manakul et al., 2023). Self- 350

CheckGPT w/BERTScore is based on the inher- 351

ent uncertainty of LLM, while SelfCheckGPT 352

w/Prompt and w/NLI draw upon external knowl- 353

edge sources. The Area Under the Precision- 354

Recall Curve (AUC-PR) and Balanced_Accuracy 355

are adopted as evaluation metrics. 356

4.3 FELM Dataset 357

FELM dataset is designed to evaluate hallucination 358

detection ability. Researchers assemble prompts 359

from diverse scenarios, and use them to instruct 360

GPT-3.5-Turbo-0301 to generate responses. These 361

responses are manually annotated as nonfactual and 362

factual, along with supporting documents. Our ex- 363

periments are conducted on the WorldKnowledge 364

subset of FELM as it is based on Wikipedia corpus. 365

Baselines: Following settings in FELM, we 366

adopt four strategies with ChatGPT, GPT-4, and 367

Vicuna-33B as the backbone LLM (Zheng et al., 368

2023): 1) Vanilla prompts. 2) Prompts augmented 369

with Chain-of-Thought (CoT) reasoning (Kojima 370

et al., 2022). 3) Prompts augmented with hy- 371

perlinks to reference documents and 4) Prompts 372

augmented with human-annotated reference doc- 373

uments (Chen et al., 2023). Experiments are con- 374

ducted at the individual response level. The metrics 375

are accuracy of nonfactual, factual, and balanced. 376

4.4 HaluEval Dataset 377

HaluEval dataset is a benchmark for assessing the 378

ability of LLMs to discern hallucinations. Each in- 379

stance comprises a question, a correct answer, and 380

a hallucinated answer (multiple answers are auto- 381

matically generated, and the most confusing one is 382

selected by ChatGPT). The QA subset of HaluEval 383

is adopted as it is constructed by Wikipedia corpus, 384

and 2,000 samples of which are randomly sampled. 385

Baselines: We adopt several models building 386

upon the updated version of ChatGPT as previ- 387

3The latest version in https://arxiv.org/pdf/2303.08896.pdf.
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Method
AUC-PR (%)

Balanced_Acc (%)
Nonfactual Factual

HalluDetector
CM = 14,CFA = 24 82.42 57.01 70.54
CM = 28,CFA = 96 86.45 61.96 74.82

Focus
LLaMA− 30Bfocus 89.79 65.69 73.64
LLaMA− 65Bfocus 89.94 64.90 74.08

SelfCheckGPT
w/BERTScore 81.96 44.23 59.31

w/NLI 92.50 58.47 70.55
w/Prompt 91.16 68.37 72.64

CEG top-k=6 92.31 70.24 77.59

Table 1: Experimental results of our method powered by GPT-3.5-Turbo-Instruct on WikiBio GPT-3. The Self-
CheckGPT with Prompt is also powered by GPT-3.5-Turbo-Instruct because GPT-3.5-Turbo-0613 is deprecated.

ous studies (Li et al., 2023a): 1) Vanilla prompts.388

2) Prompts augmented with CoT reasoning. 3)389

Prompts with Pre-RAG, where a strong and fine-390

tuned retriever, All-mpnet-base-v24, is used. Accu-391

racy is chosen as the evaluation metric.392

4.5 WikiRetr Datasets393

WikiRetr datasets are designed to conduct further394

analyses on our CEG framework, which is cre-395

ated based on the October 20, 2023 snapshot of396

Wikipedia. We randomly select 1,000 passages,397

and apply text-davinci-003 and GPT-4 to rewrite398

them as new claims, separately. So that each399

rewritten claim is accompanied by an original pas-400

sage. The constructed datasets are named WikiRetr-401

GPT3 and WikiRetr-GPT4, respectively.402

To analyze the retrieval module, we utilize403

various retrievers, including: 1) SimCSE BERT,404

which is employed in our CEG framework; 2)405

Sentence BERT (Reimers and Gurevych, 2019),406

a retriever trained with siamese networks; and 3)407

All-mpnet-base-v2. Recall@k is the metric to ver-408

ify if the original document is retrieved in top-k.409

Precision@k is the metric to verify if the claim is410

supported by a doc in top-k docs with NLI method.411

For NLI methods in the citation generation mod-412

ule, we randomly select 100 instances from each413

dataset for evaluation. We conduct manual anno-414

tation to assess whether the original passages can415

support the rewritten claims by three annotators.416

Labeling results show that 90% and 94% gener-417

ated claims are supported by original documents,418

which is the ground truth of NLI models. Then, we419

use 1) True-9B5 (Honovich et al., 2022) model and420

4https://huggingface.co/sentence-transformers/all-mpnet-
base-v2.

5https://huggingface.co/google/t5_xxl_true_nli_mixture.

2) GPT models as NLI methods in analyses. We 421

choose the consistency between manual and model 422

annotations as the evaluation metric. 423

5 Experimental Results and Analyses 424

5.1 Performance on Hallucination Detection 425

To verify the effectiveness of our method, we utilize 426

our retrieval augmentation and citation generation 427

modules for hallucination detection on WikiBio 428

GPT-3 and FELM datasets. 429

Overall performances in WikiBio GPT-3 dataset 430

are shown in Table 1, and we have the following ob- 431

servations: 1) Our CEG framework outperforms all 432

baseline methods in Balanced_ACC and AUC-PR 433

of Factual segments, achieving the second perfor- 434

mance in AUC-PR of nonfactual segments. These 435

results indicate the strength of our method. 2) Pre- 436

vious pre-retrieval augmented generation models, 437

SelfCheckGPT w/NLI and w/prompt, also get good 438

performances in AUC-PR. While suffering from 439

the lengthy text, they cannot achieve comparable 440

performance of our model in all metrics. 3) Our 441

model performs slightly worse than w/NLI in the 442

AUC-PR of nonfactual segments, the reason can be 443

the NLI module of SeftCheckGPT undergoes ad- 444

ditional training on detecting nonfactual segments 445

(but achieve poor results in factual). 446

Experimental results in FELM dataset are sum- 447

marized in Table 2. Firstly, our model achieves the 448

best result in balanced accuracy with GPT-4, indi- 449

cating its effectiveness. Most baseline models are 450

biased in classifying a single type. Then, CEG with 451

ChatGPT beats other ChatGPT baselines, showing 452

the flexibility of our model. Thirdly, CEG outper- 453

forms all pre-retrieval baselines, which shows the 454

strength of the proposed post-hoc segment-level 455

retrieval module in hallucination detection. 456
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Method
Accuracy (%)

Nonfact Factual Balanced

Vanilla
Vicuna-33B 72.8 34.0 53.4

ChatGPT 3.4 96.1 49.8
GPT-4 21.8 95.3 58.5

CoT
Vicuna-33B 40.8 62.3 51.6

ChatGPT 2.7 96.9 49.8
GPT-4 42.9 94.0 68.4

Link
Vicuna-33B 70.7 29.9 50.3

ChatGPT 11.6 94.3 52.9
GPT-4 35.4 93.2 64.3

Doc
Vicuna-33B 81.6 17.9 49.8

ChatGPT 34.7 73.2 54.0
GPT-4 88.3 40.8 64.6

CEG
ChatGPT 40.1 79.2 59.7

GPT-4 54.4 85.5 69.9

Table 2: Experimental results of our method powered by
ChatGPT and GPT-4 on FELM worldknowledge subset.
Baselines use the same GPT versions as our CEG, so
the performances may vary from their original papers.

To summarize, CEG outperforms various SOTA457

baselines in two benchmarks with distinct LLM458

backbones, indicating that post-hoc retrieval with459

NLI is powerful for hallucination detection.460

5.2 Results on Hallucination Regeneration461

Method Accuracy (%)

Baselines
Vanilla 63.40
w/CoT 68.55

w/Pre-Retrieval 61.35

CEG
w/ChatGPT 69.00

w/GPT-3.5-Turbo-Instruct 69.45

Table 3: Experimental results powered by ChatGPT on
the HaluEval QA subset. We employ two GPT models
as the NLI method in our citation generation module.

On the HaluEval dataset, we adopt the full frame-462

work of CEG to further evaluate the regeneration463

module. If the doc is helpful in solving the problem464

and any of the response segments are classified into465

nonfactual, our method will generate a new prompt466

for regeneration as introduced in Section 3.4. Be-467

sides, a 2018 Wikipedia snapshot is adopted as the468

corpus (Gao et al., 2023a) in this experiment due469

to the inconsistency between this dataset and the470

previous corpus.471

Experimental results are presented in Table 3.472

Firstly, our CEG framework with GPT-3.5-Turbo-473

Instruct achieves the best performance (69.45% in474

accuracy), which achieves 8.10% improvements475

compared to the pre-hoc retrieval strategy. CEG476

with ChatGPT also outperforms the pre-retrieval477

strategy, so these results demonstrate our post-hoc 478

method is robust. Secondly, pre-hoc retrieval strat- 479

egy even performs worse than the baseline with 480

CoT (Li et al., 2023a), which indicates the retrieved 481

documents are not always helpful. Thirdly, consis- 482

tent with our experiments related to NLI models in 483

Table 5, when using GPT-3.5-Turbo-Instruct as the 484

NLI model, the results are superior to ChatGPT. We 485

also conduct case studies to show our regeneration 486

results, and some cases are shown in Appendix C. 487

5.3 Further Analyses 488

5.3.1 Ablation Study 489

Variants
Accuracy (%)

Nonfact Factual Balanced

ChatGPT

w/o RA 17.7 90.1 53.9
w/o Threshold 40.1 78.2 59.2

ALL 40.1 79.2 59.7

GPT-4

w/o RA 30.6 93.3 61.9
w/o Threshold 50.3 83.6 67.0

ALL 54.4 85.5 69.9

Table 4: Ablation results of CEG on the subset of FELM.
‘RA’ means the Retrieval Augmentation module.

We conduct ablation experiments on the FELM 490

dataset, where the retrieval augmentation (k = 4) 491

and the document selection threshold are involved 492

(threshold = 0.5). As shown in Table 4, the re- 493

trieval augmentation module plays an important 494

role in providing better results on different back- 495

bone LLMs (ChatGPT and GPT-4). Furthermore, 496

the threshold of retrieved documents is necessary, 497

which can filter out irrelevant documents in citation 498

generation. Thus, all designed modules contribute 499

to improvements in the CEG framework. 500

5.3.2 Retrieval Models 501

Figure 3: Performances of different retrievers on the
WikiRetr-GPT3 dataset.

The choice of retrieval model significantly impacts 502

the performance of our retrieval augmentation mod- 503
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ule, as illustrated in Figure 3. Experimental results504

of three different retrieval models show that Sim-505

CSE BERT has better performances in post-hoc re-506

trieval tasks (76.8% when using top 10 documents),507

where 64 million documents are used as candidates.508

Besides, although a larger value of k can improve509

recall, it also requires more resources for further510

computation. For a balance between efficiency and511

effectiveness, the value of k is set between 4 and 6512

in our experiments.513

5.3.3 NLI Models in Citation Generation514

WikiRetr-GPT3 WikiRetr-GPT4
True-9B 84 84
ChatGPT 66 77

GPT-3.5-Turbo-Instruct 86 91
GPT-4 Turbo 83 90

GPT-4 83 96

Table 5: Agreement rate (%) of different NLI models
with human annotated instances on WikiRetr datasets.

The performance of different NLI models in the515

citation generation module is illustrated in Table 5,516

and there are two main observations we can make:517

1) Despite being a state-of-the-art task-specific NLI518

approach, True-9B performs worse than best LLMs519

in this scenario. LLMs, such as GPT-3.5-Turbo-520

Instruct and GPT-4, are capable of playing the NLI521

model in our citation generation module, as they522

achieve high agreement rates with human annota-523

tors. 2) LLMs show better performance on data524

they generate, which is consistent with previous525

studies (Wang et al., 2023a; Zheng et al., 2023).526

Metric Precision (%) Recall (%)
NLI model True GPT-4 -

Top-k 5 10 5 10 5 10
WikiRetr-GPT3 71.2 74.2 75.2 78.2 73.6 76.8
WikiRetr-GPT4 58.1 62.6 69.7 75.7 57.0 60.9

Table 6: NLI Precision of True-9B and GPT-4 on
WikiRetr Datasets.

Table 6 shows experimental results of the cita-527

tion generation module with distinct NLI models528

when the retriever is Simcse BERT, which indi-529

cate: 1) Even on the corpus with over 64 million530

candidates, our citation generation module exhibits531

outstanding performance, achieving 78.2 and 75.7532

on the precision of the two datasets, respectively.533

2) Compared to WikiRetr-GPT3, WikiRetr-GPT4534

constitutes a more challenging and higher-quality535

dataset. The reason is that WikiRetr-GPT4 demon-536

strates lower recall, suggesting a lower semantic537

similarity between the original text and the gen- 538

erated claim. While its precision surpasses recall, 539

indicating the generated claims are high quality. 540

5.3.4 Hyper-parameter Analysis 541

Figure 4: The variation of Balanced Accuracy with the
change of k on the FELM dataset.

Due to the space limit, we only show the hyper- 542

parameter analysis of k on FELM datasets in Fig- 543

ures 4. We have the following observations: 1) Ex- 544

perimental results on both FELM and WikiBio 545

GPT-3 datasets demonstrate that more documents 546

(larger value of k) do not always provide better 547

performance. The reason can be more documents 548

lead to longer input, attention becomes dispersed, 549

and simultaneously, the relevance of the retrieved 550

documents decreases. 2) Less or no retrieved docu- 551

ments also contribute to worse performance, which 552

indicates the usefulness of the retrieval augmen- 553

tation module in CEG. 3) The best performance 554

achieved when k near 5 (Top-4 for FELM dataset 555

and Top-6 for WikiBio GPT-3 dataset). 556

6 Conclusion 557

In this study, we propose a novel post-hoc citation- 558

enhanced generation framework to reduce hallu- 559

cinations in LLMs, which involves retrieval aug- 560

mentation and natural language inference tech- 561

nologies. Different from previous hallucination 562

studies, our framework is post-hoc and flexible, 563

which can be applied to distinct LLMs without addi- 564

tional training or annotations, making it hold signif- 565

icant practical implications. Experiments on three 566

hallucination-related benchmarks and our datasets 567

demonstrate that our CEG framework achieves 568

state-of-the-art performance in hallucination detec- 569

tion and regeneration. Further analyses show the 570

effectiveness of our proposed modules and adopted 571

models. In the future, we plan to further expand 572

the corpus to support more scenarios. 573
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Limitations574

Our study has several limitations: 1) Restricted575

retriever and corpus: In our experiments, we do576

not employ a fine-tuned specific retriever for post-577

hoc methods, and our method utilizes only the578

Wikipedia corpus, limiting the applicability of our579

framework to general knowledge-based question-580

answering scenarios but only demonstrate the effec-581

tiveness of our model. 2) Our experiments are con-582

ducted on existing benchmarks and manual annota-583

tions, where we do not propose new QA datasets584

for the verification of regeneration performance. 3)585

The adopted NLI method in the citation genera-586

tion module inherently relies on the LLM’s world587

knowledge. More powerful NLI methods can con-588

tribute to better performance.589
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Appendix797

A Prompts Used in Our Experiments798

The prompt used in the evaluation of CEG and w/o799

threshold variants of CEG on the FELM dataset, as800

well as in the citation generation experiments on801

the HaluEval dataset, is presented in Table 11. The802

prompt for w/o retrieval augmentation variants of803

CEG in the FELM dataset evaluation is presented804

in Table 12.805

The prompt to regenerate a new response on the806

HaluEval dataset is presented in Table 13.807

808

Context:809

{ Retrieved passages }810

Sentence:811

{ Sentence to be verified }812

Is the sentence supported by the context above?813

Answer Yes or No:814

815

The NLI prompt in experiments on WikiBio816

dataset is presented above.817

818

premise: { Passage retrieved } hypothesis: { Hy-819

pothesis to be verified }820

821

The NLI prompt employed by True-9B in experi-822

ments on WikiRetr datasets is presented above. We823

utilize the same prompt6 as in Gao et al., 2023a.824

The agreement rates with human annotaters of True-825

9B in Table 5 and the precision of True-9B in Ta-826

ble 6 are based on this prompt.827

828

Premise: { Passage retrieved }829

Hypothesis: { Hypothesis to be verified }830

Task: Determine the logical relationship between831

premise and hypothesis.832

Output format: If you believe the relationship is833

Entailment, output Entailment; for Contradiction,834

output Contradiction; for Neutral, output Neutral.835

836

The NLI prompt employed by GPT series mod-837

els in experiments on WikiRetr datasets is pre-838

sented above. The agreement rates with human839

annotaters of GPT models in Table 5 and the pre-840

cision of GPT models in Table 6 are based on this841

prompt.842

6You can find the original prompt at
https://github.com/princeton-nlp/ALCE/blob/main/eval.py

B Detailed Information About Adopted 843

Datasets 844

More Statistics of WikiBio GPT-3 dataset are 845

shown in Table 7, and statistics of WorldKnowl- 846

edge subset in FELM are summarized in Table 8. 847

#Passages #Sentences #Factual #Nonfactual
238 1,908 516 1,392

Table 7: Statistics of WikiBio GPT-3 dataset.

#Response Error rate (%) agreement rate (%)
Statistics 184 46.2 81.5

#Segment #Factual #Nonfactual
Statistics 532 385 147

Table 8: Statistics of WorldKnowledge subset in FELM.
The “Error rate” indicates the proportion of responses
containing factual errors. The agreement rate is agree-
ment rate between the two annotators during the annota-
tion process.

In Table 9, we provide an example of HaluEval 848

dataset. 849

#Knowledge#: The nine-mile byway starts south of
Morehead, Kentucky and can be accessed by U.S. High-
way 60. Morehead is a home rule-class city located
along US 60 (the historic Midland Trail) and Interstate
64 in Rowan County, Kentucky, in the United States.
#Question#: What U.S Highway gives access to Zilpo
Road, and is also known as Midland Trail?
#Right Answer#: U.S. Highway 60
#Hallucinated Answer#: U.S. Highway 70

Table 9: An example of HaluEval dataset.

The utilized modules in different datasets are 850

summarized in Table 10. 851

Datasets Retrieval Citation Regeneration
WikiBio GPT-3 ✓ ✓ -

FELM ✓ ✓ -
HaluEval ✓ ✓ ✓
WikiRetr ✓ ✓ -

Table 10: Modules of our framework used in four exper-
imental datasets. "✓" indicates this module is adopted
in the experiment, and "-" indicates not used.

C Case Studies on HaluEval Dataset 852

There are two cases in evaluation on HaluEval 853

dataset, presented in Table 14 and Table 15, re- 854

spectively. 855
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Instruction: I will show you a question, a response segment of this question, and a reference doc. Your
task is to assess whether the given response segment contains factual errors or not with the help of the
reference doc. If you believe the segment contains factual errors, your answer should be “Nonfactual”; if
there is no factual error in this segment, your answer should be “Factual”. This means that the answer
is “Nonfactual” only if there are some factual errors in the response segment. When there is no factual
judgment in the response segment or the response segment has no clear meaning, your answer should be
“Factual”. Think it step by step. Give your reasoning first and then output the Answer.
Question:
{ Question }
Response segment:
{ Response segment to be verified }
Reference doc:
{ Top-k docs concatenated with newline characters and numbers. }
Output:

Table 11: Prompt used for the evaluation of CEG and w/o threshold variants of CEG on the FELM dataset, as well
as in the NLI experiments on the HaluEval dataset.

Instruction: I will show you a question, a response segment of this question. Your task is to assess
whether the given response segment contains factual errors or not. If you believe the segment contains
factual errors, your answer should be “Nonfactual”; if there is no factual error in this segment, your answer
should be “Factual”. This means that the answer is “Nonfactual” only if there are some factual errors in
the response segment.When there is no factual judgment in the response segment or the response segment
has no clear meaning, your answer should be “Factual”. Think it step by step. Give your reasoning first
and then output the Answer.
Question:
{ Question }
Response segment:
{ Response segment to be verified }
Reference doc:
Output:

Table 12: Prompt used for the evaluation of w/o RA variant of our method on the FELM dataset.
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User:
Instruction: I want you act as an answer judge. Given a question, two answers, your objective is to select
the best and correct answer without hallucination and nonfactual information. You should try your best to
select the best and correct answer. If the two answers are the same, you can randomly choose one. If both
answers are incorrect, choose the better one. You MUST select an answer from the provided two answers.
Think it step by step. Give your reasoning first and then output your choice. Output in the following
format, “#Reasoning#:Your Reasoning\n#Choice#:Your Choice”. Your choice should be “Answer 1” or
“Answer 2”.
#Question#: { Question }
#Answer 1#: { Right_answer }
#Answer 2#: { Hallucinated_answer }
Chatbot:
Reasoning and Answer
User:
Documents:
{ Docs retrieved for the nonfactual segments }
In your previous response, there are factual inaccuracies in the following passages:
{ Nonfactual segments }
Please re-answer the previous question with the help of documents. If the documents are unrelated to the
issue, please ignore them. Output in the following format, “#Reasoning#:Your Reasoning\n#Choice#:Your
Choice”. Your choice should be “Answer 1” or “Answer 2”.

Table 13: Prompt used for regeneration of our method on the HaluEval dataset.

#Question#: What film was written by the newspaperman born in 1880?
#Right_Answer#: The Lemon Drop Kid
#Hallucinated_Answer#: The Great American Novel written by Damon Runyon.
#Reasoning1#: Damon Runyon was a newspaperman born in 1880 and is known for writing The Great
American Novel.
#Choice1#: Answer 2: The Great American Novel written by Damon Runyon.
#Segments#: 1.Damon Runyon was a newspaperman born in 1880 and is known for writing The Great
American Novel.

#NLI Results#: [0,0]

#Doc Retrieved for Segment1#: Damon Runyon Alfred Damon Runyon (October 4, 1880 – December
10, 1946) was an American newspaperman and short-story writer. He was best known for his short stories
celebrating the world of Broadway in New York City that grew out of the Prohibition era. To New Yorkers
of his generation, a “Damon Runyon character” evoked a distinctive social type from the Brooklyn or
Midtown demi-monde. The adjective “Runyonesque” refers to this type of character as well as to the
type of situations and dialog that Runyon depicted. He spun humorous and sentimental tales of gamblers,
hustlers, actors, and gangsters, few of
#Reasoning2#: Damon Runyon was known for his short stories celebrating the world of Broadway in
New York City, not for writing The Great American Novel.
#Choice2#: Answer 1: The Lemon Drop Kid

Table 14: HaluEval Example 1. The red part is the content generated for the first time and annotated with citations.
The green part is the content of the regeneration.
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#Question#: Which low-cost airline is headquartered in Sydney?
#Right_Answer#: Jetstar Airways
#Hallucinated_Answer#: Tiger Airways is headquartered in Sydney.
#Reasoning1#: Jetstar Airways is a well-known low-cost airline and is headquartered in Melbourne, not
Sydney. Tiger Airways used to be headquartered in Singapore, not Sydney.
#Choice1#: Answer 2: Tiger Airways is not headquartered in Sydney.
#Segments#: 1. Jetstar Airways is a well-known low-cost airline and is headquartered in Melbourne, not
Sydney. 2. Tiger Airways used to be headquartered in Singapore, not Sydney

#NLI Results#: [0,0]

#Doc Retrieved for Segment1#: Jetstar Airways Jetstar Airways Pty Ltd, trading as Jetstar, is an
Australian low-cost airline (self-described as \"value based\") headquartered in Melbourne. It is a wholly
owned subsidiary of Qantas, created in response to the threat posed by low-cost airline Virgin Blue. Jetstar
is part of Qantas’ two brand strategy of having Qantas Airways for the premium full-service market and
Jetstar for the low-cost market. Jetstar carries 8.5% of all passengers travelling in and out of Australia.
The airline operates an extensive domestic network as well as regional and international services from its
main base at Melbourne Airport, using a mixed

#Doc Retrieved for Segment2#: Australia Asia Airlines Australia Asia Airlines\“Àoyà Hángkōng
Gōngsı̄\”) was a wholly owned subsidiary of Qantas set up to operate services between Australia and
Taiwan (Republic of China). The subsidiary was established due to the People’s Republic of China
objection to national carriers of countries with which it had diplomatic relations flying to a territory that it
regarded as a breakaway province. The airline operated two Boeing 747SPs and a Boeing 767 aircraft
seconded from the Qantas fleet, repainted in a modified livery, which did not display the Flag of Australia,
or the kangaroo logo, which was replaced by
#Reasoning2#: According to the provided document, Jetstar Airways is headquartered in Melbourne, not
Sydney. There is no mention of Tiger Airways being headquartered in Sydney.
#Choice2#: Answer 1: Jetstar Airways

Table 15: HaluEval Example 2. The red part is the content generated for the first time and annotated with citations.
The green part is the content of the regeneration.
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