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Abstract

Despite their impressive generative capabilities, text-to-image diffusion models
often memorize and replicate training data, prompting serious concerns over privacy
and copyright. Recent work has attributed this memorization to an attraction
basin—a region where applying classifier-free guidance (CFG) steers the denoising
trajectory toward memorized outputs—and has proposed deferring CFG application
until the denoising trajectory escapes this basin. However, such delays often
result in non-memorized images that are poorly aligned with the input prompts,
highlighting the need to promote earlier escape so that CFG can be applied sooner
in the denoising process. In this work, we show that the initial noise sample plays
a crucial role in determining when this escape occurs. We empirically observe that
different initial samples lead to varying escape times. Building on this insight, we
propose two mitigation strategies that adjust the initial noise—either collectively or
individually—to find and utilize initial samples that encourage earlier basin escape.
These approaches significantly reduce memorization while preserving image-text
alignment. Code is available at https://github.com/hygnhan/init_noise_
diffusion_memorization.

1 Introduction

Text-to-image diffusion models have garnered significant attention for their remarkable ability to
generate high-quality images that are semantically aligned with textual prompts. Despite their success,
a growing body of work has revealed that these models are prone to memorizing and reproducing
content from their training data, sometimes generating images that are nearly identical to those seen
during training [39, 5, 40]. This memorization behavior poses serious concerns, including potential
leakage of privacy-sensitive or copyrighted material [4, 23]. In addition to the legal and ethical risks,
such behavior undermines the utility of diffusion models by limiting their generative diversity and
reducing their capacity to synthesize truly novel content. These concerns highlight the pressing
need to understand and mitigate memorization in diffusion models to ensure their safe and effective
deployment.

A range of approaches have been proposed to mitigate memorization in diffusion models [49, 19,
, 40]. Among them, inference-time mitigation strategies have gained particular attention due to
their computational efficiency and practicality for real-world deployment. Several studies have linked
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memorization to specific prompt-image associations, motivating mitigation methods that perturb
prompts during inference [40, 49]. Other researches have focused on internal model behaviors,
particularly within cross-attention layers, revealing that memorization can be attributed to sharply
focused attention maps [34] or a small set of specific neurons [19]. Building on these insights,
mitigation techniques such as attention logit rescaling [34] and neuron deactivation [19] have been
introduced.

A recent line of work has identified classifier-free guidance (CFG) [20] in the early stages of denoising
as a key factor contributing to memorization in diffusion models [22]. To explain this phenomenon,
Jain et al. [22] introduced the concept of an attraction basin—a region in the sample-time space where
applying CFG consistently drives the generation process toward memorized outputs, regardless of the
random initialization. To mitigate this effect, the authors proposed deferring the use of CFG until the
denoising trajectory exits the attraction basin. However, they also highlighted a trade-off: applying
CFG too late can lead to non-memorized images that are poorly aligned with the conditioning prompt.
To address this issue, they emphasized the need to escape the attraction basin earlier in the generation
process. Toward that end, the authors introduced opposite guidance, a strategy that applies inverted
conditional signals during early denoising steps to push the trajectory away from the attraction basin,
thereby enabling earlier and safer application of CFG.

In this paper, we propose a novel approach to mitigating memorization by enabling an earlier
escape from the attraction basin. In contrast to prior efforts that modify the denoising trajectory
through adjustments to guidance signals, we instead focus on the starting point of the trajectory.
Our empirical findings reveal that different initial Gaussian noise samples result in significantly
different escape times from the attraction basin. This observation motivates the hypothesis that certain
initializations naturally lie closer to the basin’s boundary, allowing the generation process to evade
the memorization-inducing steering force more quickly. Building on this insight, we propose two
inference-time mitigation strategies that find and utilize favorable initializations to promote early
basin escape. Specifically, we propose a batch-wise method, which adjusts initial samples collectively,
and a per-sample method, which adapts each initialization individually. Our approach offers a novel
perspective that diverges from the conventional wisdom [49, 22] that the choice of initialization has
minimal impact on memorization mitigation.

The key contributions of this paper are summarized as follows:

* We offer a novel perspective on the role of the initial noise sample in memorization mitigation,
employing the concept of the attraction basin—a region in which classifier-free guidance (CFG)
steers the denoising trajectory toward memorized outputs. We show that different initializations
lead to varying escape times from this basin.

* We propose two inference-time mitigation strategies—Batch-wise and Per-sample approaches—that
find and leverage initial samples likely to escape the attraction basin earlier. These methods adjust
the initial samples to produce non-memorized images while promoting better alignment with the
conditioning prompt.

* Our empirical evaluations demonstrate that the proposed initial sample adjustment strategies
produce more text-aligned, non-memorized outputs than those without adjustment, and outperform
existing inference-time mitigation baselines in reducing memorization.

2 Background

2.1 Diffusion models

Diffusion models [21, 42] aim to generate samples from a target data distribution g(x). During
training, a data sample xo ~ ¢(x) is progressively corrupted by Gaussian noise over T' timesteps
such that zr ~ N(0,I). At each timestep ¢, the forward noising process is defined as:

q(@e|zi-1) = N (245 /1 = Bray—1, BeT), (H
where 3; denotes the variance schedule. The noise predictor ¢y is trained to predict the noise added at

each timestep. At inference time, the sampling process begins from z1 ~ A(0, 1), and a sample is
generated by iteratively denoising via the reverse process:
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Text-to-image diffusion models such as Stable Diffusion [35] usually utilize CFG to steer the
generation process toward a desired conditioning input y. Given a null condition ¥y, representing
the unconditional case, CFG modifies the noise prediction at each timestep as:
F

EC G(Ifn t7 y) = €9 (xta ta ynull) + wCFG(GE' (xtv ta y) — €9 (l‘t, t7 ynull))a (3)
where wcpg controls the strength of the guidance. For notational convenience, we denote the
conditional noise prediction eg(x¢,t,y) — €g(¢, t, Ynun) as €g(x¢, t,y). It is worth noting that the
trained noise predictor ¢y approximates the score function at each timestep [20, 43]: €g(x¢, t,y) ~

—V1— Vg, logpe(a|y) and eg(x, t, ynun) = —v/1 — @V, log pe(z+).

2.2 Attraction basin

The attraction basin refers to a region formed in Trainingimage [780, 1] [680, 1] (500, 1 No guidance
the denoising trajectory where applying CFG ex-  "**"% ‘Nsy',“"i : j i
erts a strong steering force toward memorized out- ; =/
puts. To mitigate memorization, Jain et al. [22]
proposed deferring the application of CFG until
the trajectory escapes this basin. A key aspect of
this strategy is identifying when this escape occurs.
They observed that when sampling proceeds with-
out CFG, the magnitude of the conditional noise
prediction ||€p(z¢, t, y)||2 remains high within the
basin. This is interpreted as empirical evidence
of the memorization-inducing force present in this
region. Just before the escape, the magnitude drops L
sharply—this timestep is referred to as the tran- 1000 800 1 600 400 200 0
.. . . .. . . Transition point Time steps
sition point. This behavior is illustrated in Fig-
ure 1. Applying CFG before the transition point Figure 1: The magnitude of & (z, t,y) at each
(i.e., within the attraction basin) typically results timestep during sampling without CFG for a
in memorized outputs, whereas applying it after memorized prompt. Each image above corre-
the transition point leads to non-memorized images. sponds to an output generated when CFG is
However, excessively delaying CFG to avoid mem- applied over the timestep interval indicated by
orization may result in poor alignment with the the associated square brackets.
conditioning prompt. This trade-off underscores the importance of encouraging earlier escape from
the basin—i.e., shifting the transition point to an earlier timestep—to generate non-memorized images
that remain faithful to the prompt.
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3 Initial sample adjustment for mitigating memorization

3.1 Motivation

To effectively mitigate memorization, CFG should be applied after the denoising trajectory escapes
the attraction basin—i.e., after the transition point. This motivates the need to shift the transition
point to an earlier timestep. To this end, we investigate the influence of the initial Gaussian sample
7, which defines the starting point of the trajectory. As shown in Figure 2, we consistently observe
across different memorized prompts that varying z results in different transition points. This
suggests that the location of x7, relative to the attraction basin, influences how quickly the trajectory
escapes. Based on this observation, we conjecture that initial samples closer to the basin’s boundary
facilitate earlier escapes and thus earlier transition points. To validate this conjecture, we require a
proxy for estimating a sample’s proximity to the basin’s boundary. Prior work [22] reports that the
magnitude of the conditional noise prediction, ||ég(z¢, ¢, y)||2, remains elevated within the basin and
drops sharply upon exit. Leveraging this insight, we hypothesize that initial samples with smaller
magnitudes ||ég(z7, T, y)||2 are more likely to escape the basin earlier. To test this hypothesis, we
introduce a novel method that adjusts z to obtain a modified sample 7 with reduced magnitude
of conditional guidance ||€y(Z7, T, y)||2- We then analyze the magnitude of the conditional noise
predictions throughout the denoising process.
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Figure 2: The magnitude of the conditional noise prediction at each timestep during sampling without
CFG for three memorized prompts. Each line color corresponds to a different initial Gaussian sample.
Transition points occur at different timesteps depending on the choice of initial sample.

3.1.1 [Initial sample adjustment using sharpness

To facilitate clear analysis of the impact of ||ég(zr, T, y)||2, we introduce a one-step adjustment
method that modifies the initial sample x7 using a tunable step size that controls the strength of the
magnitude reduction. To this end, we adopt the sharpness definition from Foret et al. [16] to reduce

the magnitude of the conditional noise prediction. According to prior works [20, 11], the conditional
noise prediction can be approximated in terms of the score function:
€o(ze,t,y) & —V1 — uVa, log po(ylz:). )

Letting L(z:) = — log pe(y|xt), we obtain ||€p (x4, t, y)||2 = /1 — &|| V4, L(xt)||2, indicating that
reducing the magnitude of conditional guidance corresponds to minimizing the gradient norm of
L(x). To achieve this, we adopt the following sharpness measure:

Liparp (1) = ||f5r|l|?)<(p L(xy + 0) — L(xy). 5)

This definition captures the worst-case local increase in L within an ¢5-ball of radius p centered at
x4, and penalizing this sharpness term has been shown to correspond to gradient norm minimization
[16, 53]. Based on this formulation, we obtain the adjusted initial sample zr, which yields the
reduced magnitude of conditional guidance, as follows:

jT =T — ’szTLsharp(xT)a (6)

where + is a step size hyperparameter. To compute V.. Liparp (z7), we follow Foret et al. [16] and
first approximate the inner maximization in Equation (5) using a first-order Taylor expansion to obtain

0* (zp) = argmax L(zp + 0) ~ argmax L(zp) + 0| V., L(zp) = argmaxd ' V. L(zg). (7)
l18l12<p l16]l2<p l16]12<p

Since this approximation can be seen as a classical dual norm problem, its solution ) (z7) is given by:

A Va:T L(.’tT)
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By substituting ) (z7) from Equation (8) into the sharpness definition in Equation (5), and differenti-
ating with respect to x7, we obtain the update rule in Equation (6) as follows:

Fr = a7 — YV (L(wr + 0(21)) — L(z7))
~xr = V(Var L(@7)| 0 4 507y — Var LzT)). )

Here, we follow Foret et al. [16] and approximate the gradient by omitting second-order terms.
Substituting V., L(z1) ~ \/1i7aT€9 (xr,T,y), we express the final adjustment rule in terms of the

noise predictor:

Fr~ar — (e (xr + 6(xr), T, y) — o2, T,y)), (10)

fo(2r.Thy) L. Both ¥ and p are treated as hyperparameters.

where 6(zr) = p - T toe T and 7 = =
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Figure 3: Plots showing the magnitude of the conditional noise prediction at each timestep during
sampling without CFG under different adjustment strengths 7 for two memorized prompts. Each
row corresponds to a different memorized prompt, and each column corresponds to a different initial
Gaussian sample z7. The baseline corresponds to ¥ = 0.

3.1.2 Magnitude analysis of conditional guidance for adjusted initial samples

In order to test our hypothesis, we use the adjusted initial sample Z7 obtained via Equation (10) and
observe the £5>-norm of the conditional noise prediction at each timestep when CFG is not applied.
We employ Stable Diffusion [35] with p = 50 and vary the adjustment strength 5 € {0,0.5,1.0,1.5}
to investigate the influence of the magnitude of conditional noise prediction at the initial timestep
T. Figure 3 presents the results across different memorized prompts and initial samples. Each row
corresponds to a different prompt, while each column shows the effect of applying the proposed
adjustment to a different initial sample. The baseline denotes the unadjusted case (¥ = 0). First, we
observe that the magnitude of the conditional noise prediction at the initial timestep 7" decreases as
7 increases. This confirms that the proposed adjustment method successfully adjusts zr to yield
an updated sample 7 with reduced magnitude ||éy(Z7, T, y)||2, as intended. Second—and more
notably—we find that the transition point consistently occurs earlier in the denoising process as ¥
increases. This trend holds across different prompts and initial samples, although the exact degree of
the shift varies. These results support our hypothesis that initial samples with smaller magnitudes of
conditional guidance ||ég(x, T, y)||2 are more likely to escape the attraction basin earlier, thereby
advancing the transition point.

3.2 Proposed mitigation methods

Motivated by the above observations, we propose two mitigation approaches: Batch-wise mitigation
and Per-sample mitigation. Batch-wise mitigation adjusts initial samples x7 collectively across a
batch. This method reduces the magnitude of the conditional noise prediction using a small number of
additional function evaluations (NFEs), producing adjusted samples z7 with minimal computational
overhead. In contrast, Per-sample mitigation modifies each sample x7 individually. It reduces the
magnitude of conditional noise prediction through direct backpropagation, continuing the update
until the transition point is eliminated for each generation process. As a result, this method does not
require an additional hyperparameter—a predefined timestep at which to begin applying CFG.

3.2.1 Batch-wise mitigation

For Batch-wise mitigation, we adopt the adjustment strategy introduced in the previous section.
Given a batch of initial samples x7, we apply the update rule in Equation (10) to the entire batch
simultaneously. This update is repeated M times, where M is a tunable hyperparameter that
determines the number of adjustment steps. The resulting adjusted samples Z7 are then used as
initial samples for the image generation process. Additionally, following Jain et al. [22], we apply



Algorithm 1: Batch-wise mitigation

Input: adjustment strength 7, sharpness parameter p, number of adjustments M, CFG
application start timestep T
Output: generated images x

Draw a batch of initial noise samples z7 ~ N(0, 1)
/* Adjust the initial samples xp with a small number of additional NFEs x*/
fori =1to M do

N _ . _&(zr,Tyy)
0(*7) = P T (ar T
i‘ET =TT — ﬁ(ge(fT + 6(xT)7 T7 y) - g@(‘rT? T7 y))
T = ‘%T
end
/* Perform the denoising process using the adjusted initial samples x/
fort =T to1ldo
if t > 7 then
| €6 (@, t,y) = ea(e, t, Ynun)
else
| €6 (a4, t,y) = €o(me, t, ynun) + werc(€o(Te, t,y) — €o(4, ty Youn))
end

Tt—1 = \/% (It - \}%ECFG(xtata y))
end

CFG after a certain timestep to avoid generating memorized outputs. The complete procedure for
Batch-wise mitigation is outlined in Algorithm 1.

3.2.2 Per-sample mitigation

For Per-sample mitigation, we adjust each initial sample 7 individually by directly minimizing
l|€o(z7, T, y)||2 via backpropagation. The adjustment continues until ||ég(z7, T, y)||2 falls below a
predefined target 10ss lzrger. In contrast to Batch-wise mitigation, CFG is applied from the beginning
of the sampling process. As shown in the rightmost plot of the bottom row in Figure 3, when the
magnitude is sufficiently minimized (e.g., ¥ = 1.5), the transition point effectively disappears. This
suggests that early application of CFG no longer induces memorization, thereby eliminating the need
to predefine a specific timestep at which to begin applying CFG. Consequently, Per-sample mitigation
enables the generation of non-memorized images even when CFG is applied from the initial timestep
T'. We conjecture that this behavior arises because sufficiently strong minimization yields an initial
sample that lies outside the attraction basin. The pseudocode for Per-sample mitigation is provided in
Appendix A.

4 Experiments

4.1 Experimental setup

Diffusion models and datasets. In line with prior works on memorization in diffusion models
[40, 49, 34, 19, 8], we evaluate our proposed methods using Stable Diffusion v1.4 [35]. Although
Stable Diffusion v2.0 exhibits fewer memorization issues due to being trained on a de-duplicated
dataset, it still suffers from template memorization—a form of memorization in which a set of
prompts leads to images that are highly similar to training samples, differing mainly in aspects such as
color or style [34]. To account for this, we also employ Stable Diffusion v2.0 in our evaluations. For
Stable Diffusion v1.4, we use 500 memorized prompts extracted from the LAION dataset [38], and
for Stable Diffusion v2.0, we use 219 memorized prompts. These prompts are provided by Webster
[47] and Ren et al. [34], respectively.



Evaluation metrics. We employ four complementary metrics to evaluate memorization, image-text
alignment, image quality, and image diversity. To assess the degree of memorization in generated
images, we use the Self-Supervised Copy Detection (SSCD) score [32], which measures object-
level similarity between a generated image and its nearest neighbor in the training set. Image-text
alignment is assessed with the CLIP score [33], which quantifies the semantic consistency between
each generated image and its corresponding text prompt. For image quality and prompt alignment,
we adopt ImageReward [50], while image diversity is evaluated using LPIPS [52]. Lower SSCD
scores indicate stronger mitigation of memorization, whereas higher CLIP, LPIPS, and ImageReward
scores reflect better performance. Detailed evaluations of image quality and diversity are presented in
Appendix D.

Baselines. We compare our proposed methods against six baselines. The first is a no-mitigation
baseline, where images are generated using Stable Diffusion without applying any memorization
mitigation. Additionally, we consider five inference-time mitigation approaches: adding random
tokens [40], adjusting the prompt embedding [49], scaling cross-attention logits [34], applying
opposite guidance during the early stages of sampling [22], and applying guidance only after a
specified timestep [22]. All baseline methods are applied at inference time and do not require access
to the training data, making them suitable for fair comparison with our proposed approaches.

Implementation details. For each diffusion model, we generate 10 images per memorized prompt
using identical inference configurations across all baselines and our proposed methods. Specifically,
for Stable Diffusion v1.4, we employ a DDIM sampler [4 1] with 50 sampling steps and a CFG scale
of 7, whereas for Stable Diffusion v2.0, we use a Euler discrete scheduler [26] with the same number
of steps and CFG scale. Further implementation details are provided in Appendix B.

4.2 TImpact of initial sample adjustment on memorization mitigation

To examine the effectiveness of our proposed ini- 0.28 ry
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igation performance. The results are illustrated in Figure 4: Comparison of SSCD and CLIP
Figure 4. On the No adjustment curve, the rightmost scores with and without initial sample adjust-
and leftmost data points correspond to 7 = 780 and ment.

T = 720, respectively; for the With adjustment curve, they correspond to 7 = 900 and 7 = 840.
Despite the earlier application of CFG (i.e., higher 7), the adjusted cases consistently achieve lower
SSCD scores than their unadjusted counterparts at comparable CLIP scores, indicating that the
proposed adjustment effectively shifts the transition point earlier in the denoising process and enables
memorization mitigation even when CFG is applied early. More importantly, the adjustment yields a
more favorable trade-off between SSCD score and CLIP score. These results demonstrate that our
initial sample adjustment effectively reduces memorization while encouraging image-text alignment.

4.3 Comparison with baselines

In this subsection, we compare our proposed methods with baseline approaches by analyzing how
SSCD and CLIP scores vary across different mitigation strengths, following prior works [34, 49]. We
evaluate both the baselines and our Per-sample method under five distinct hyperparameter settings. It
is worth noting that mitigation strength in our methods is closely tied to the value of ||ép(z1, T, y)||2-
To control this value, the Batch-wise method employs three hyperparameters (7, p, and M), whereas
the Per-sample method uses only one (/). Since both approaches share the core idea that adjusting
the initial noise 27 to minimize ||&y(z7, T, y)||2 improves mitigation performance, we report the
performance of Per-sample across multiple /i Values. Detailed hyperparameter configurations
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Figure 5: Comparison of SSCD and CLIP scores among different mitigation methods under Stable
Diffusion v1.4 and v2.0. Lower SSCD scores indicate stronger memorization mitigation, while higher
CLIP scores indicate better image-text alignment.
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Figure 6: Qualitative comparison of memorization mitigation results. Each column shows generations
produced by various baseline methods and our proposed approaches. The prompts used for the
generations are provided in Appendix G.
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Training

for all methods are provided in Appendix B. The results in Figure 5 show that Batch-wise achieves
performance comparable to Cross-attention Scaling under Stable Diffusion v1.4, while achieving
the best performance under v2.0. More importantly, Per-sample consistently provides the most
favorable SSCD-CLIP trade-off across both diffusion models, highlighting its superior effectiveness
in mitigating memorization. Qualitative comparisons are presented in Figure 6.

A performance gap is observed between the Batch-wise and Per-sample methods under Stable
Diffusion v1.4. We conjecture that this difference arises because the optimal hyperparameters for



the Batch-wise method vary across prompts and initial samples. As shown in Figure 3, a fixed set of
hyperparameters can lead to different degrees of magnitude reduction in éy(z7, T, y), resulting in
varying transition points depending on the prompt and the initial sample. Moreover, since CFG must
be applied after—but not far beyond—the transition point, the optimal timestep for CFG application
is inherently sample-specific in the Batch-wise setting. In contrast, the Per-sample method directly
minimizes the magnitude of éy(xr, T, y) via backpropagation with fixed hyperparameters, effectively
eliminating the transition point for each individual generation. This enables robust memorization
mitigation while improving image-text alignment, as demonstrated in Figure 5. Although the Batch-
wise approach is less adaptive and slightly underperforms relative to the Per-sample method, it still
achieves competitive performance.

5 Related work

Memorization in diffusion models. Beyond supervised models [4] and language models [3],
diffusion models [5, 39, 40] have also been found to exhibit a memorization problem, indicating
that models tend to memorize and regenerate training data. This phenomenon raises significant
privacy concerns, as it can result in unintended data leakage. To address this issue, various mitigation
strategies have been explored. While early approaches sought to mitigate memorization either during
training or at inference, training-time mitigation typically requires access to the original dataset and
substantial computational resources, limiting its practicality. Consequently, recent efforts have shifted
toward inference-time mitigation strategies [7, 22, 19, 8, 34]. For example, Wen et al. [49] proposes
adjusting prompt embeddings to minimize the magnitude of the conditional noise prediction, while
Chen et al. [8] introduces attention masking to enhance this adjustment. Somepalli et al. [40] mitigates
memorization by perturbing prompts through token addition or replacement, and Jain et al. [22]
suggests applying opposite guidance during early denoising steps to counteract memorization induced
by CFG. Our work follows this line of research, proposing inference-time mitigation strategies that
adjust initial noise samples to reduce memorization.

Impact of initial noise samples. Recent studies have increasingly focused on the impact of initial
noise samples on image generation in diffusion models, exploring how modifying these samples can
address various challenges, such as improving image-text alignment and enhancing image quality
[51,31, 17,44, 46, 6, 37, 9]. For example, Wallace et al. [45] proposes an end-to-end framework
that backpropagates through the entire diffusion process to adjust the initial noise sample, thereby
improving classifier guidance. Guo et al. [ 18] utilizes attention maps to guide the refinement of
initial noise samples, aiming to mitigate semantic errors such as subject neglect, subject mixing,
and incorrect binding. Similarly, Eyring et al. [15] addresses poor semantic fidelity in text-to-image
models by optimizing the initial noise samples based on reward feedback.

Sharpness aware minimization. The sharpness term used to minimize the magnitude of the
conditional noise prediction in our method was proposed in Sharpness-Aware Minimization (SAM)
[16]. SAM was originally designed to seek flatter minima in the loss landscape, motivated by several
studies showing that flatter minima are associated with better model generalization [27, 25, 14]. By
simultaneously minimizing both the loss value and the sharpness of the loss surface, SAM aims to
find model parameters that reside in regions where the loss values remain consistently low. SAM
has achieved state-of-the-art generalization performance, resulting in numerous follow-up works
that aim to improve it by introducing surrogate loss function [54], proposing geometric measures of
neighborhood [29, 28], or enhancing training efficiency [12, 13, 24]. However, a deep understanding
of which components of SAM drive its generalization improvement remains limited. As a result,
there have been significant efforts to analyze the underlying mechanisms of SAM [1, 48, 10, 53].
For instance, Zhao et al. [53] reveals that SAM effectively minimizes the gradient norm during
optimization.

In contrast to previous works, to the best of our knowledge, this paper is the first to investigate the
impact of the initial noise sample on mitigating memorization in diffusion models. By introducing a
novel method that adjusts the initial sample by minimizing the magnitude of the conditional noise
prediction, we analyze the relationship between the magnitude of conditional guidance and the
transition point. Building on this analysis, we propose two novel mitigation strategies that effectively
reduce memorization while promoting image-text alignment.



6 Limitations

While our proposed methods demonstrate strong effectiveness, they also have certain limitations. The
Per-sample method introduces a slight increase in computational overhead, and the performance of the
Batch-wise method can vary with hyperparameter selection. However, we believe that the additional
cost of the Per-sample method is well justified by its effectiveness in mitigating memorization and
enhancing privacy and intellectual property protection. Moreover, the close relationship between the
hyperparameters of the Batch-wise method and the goal of reducing the magnitude of conditional
guidance offers a clear and efficient direction for hyperparameter tuning.

7 Conclusion

We present a novel perspective on the role of initial samples in mitigating memorization in diffusion
models, viewed through the lens of the attraction basin. We observe that different initializations
result in different transition points. Given that earlier transition points lead to non-memorized
images that remain well-aligned with text prompts, we further analyze which initial samples facilitate
faster escape from the attraction basin and find that adjusting initial noise samples to achieve a
smaller magnitude of the conditional noise prediction results in earlier transition points. Building
on these insights, we propose two novel inference-time mitigation strategies—Batch-wise and Per-
sample approaches—which adjust initial samples collectively or individually and use them for image
generation. Experimental results validate our findings and demonstrate the effectiveness of the
proposed strategies in mitigating memorization while improving image-text alignment.
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strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our research method and area are unrelated to such issues.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith
effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We illustrate the sources of assets in Section 4 (Experiments) and Appendix A
(Implementation details).

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service
of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a
dataset.
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* For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset
is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We did not conduct experiments with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included
in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We did not conduct experiments with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the Neur[PS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The proposed method was developed without the involvement of any LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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Appendix

A Pseudocode for Per-sample mitigation

We present the pseudocode for the Per-sample mitigation method in Figure 7.

1 def adj_latent(latent, t, prompt_embeds, lr, target_loss):
latent.requires_grad = True

optim = AdamW([latent], lr=1r)

4 while True:

5 pred_uncond, pred_text = unet(latent, t, prompt_embeds)
6 loss = norm(pred_text - pred_uncond)

7 if loss < target_loss:

8 break

9 optim.zero_grad(); loss.backward(); optim.step()

10 return latent.detach()

)

12 def per_sample_mitigation(prompt_embeds, cfg_scale, lr, target_loss):
13 latent = randn(latent_shape)

14 for i, t in enumerate(timesteps):

15 # Adjust the initial sample using backpropagation

16 if i ==

17 latent = adj_latent(latent, t, prompt_embeds, lr, target_loss)
18 # Perform the denoising process with the adjusted initial sample
19 pred_uncond, pred_text = unet(latent, t, prompt_embeds)

20 noise pred = pred_uncond + cfg_scale x (pred_text - pred_uncond)
21 latent = scheduler.step(noise_pred, t, latent)

22 return latent

Figure 7: Pseudocode illustrating the Per-sample mitigation method.

B Implementation details

All experiments were conducted using an NVIDIA A100 GPU. The implementation environment
included Hugging Face 0.23.4, CUDA 12.0, Python 3.8.0, and PyTorch 2.3.1 with Torchvision 0.18.1.
Detailed configurations for the proposed mitigation strategies and baselines are outlined below.

Batch-wise mitigation. For Stable Diffusion v1.4, the adjustment strength is set to ¥ = 0.7, the
sharpness parameter to p = 50.0, and the number of adjustments to M = 2. CFG is applied with a
guidance scale of 7.0 for timesteps ¢ < 7, and disabled (i.e., set to 0.0) for ¢ > 7, where the CFG
application start timestep is set to 7 = 900. For Stable Diffusion v2.0, we set ¥ = 0.7, p = 30.0,
M =4, and 7 = 917.4490.

Per-sample mitigation. For Stable Diffusion v1.4, the initial noise sample is adjusted using the
AdamW optimizer [30] with a learning rate of 0.01, while all other hyperparameters remain at their
default values. The target threshold is varied as liaree € {0.7,0.9,1.1,1.3,1.5}. For Stable Diffusion
v2.0, the initial noise sample is adjusted using the same optimizer with a learning rate of 0.1, and the
target threshold is varied as lireer € {5, 8, 10, 15, 20}.

Baselines. For Random Token Addition, the number of added tokens is set to {1, 2, 4, 6, 8} for both
diffusion models. For Prompt Embedding Adjustment, the target loss is set t0 liarger € {3,4,5,6,7}
for Stable Diffusion v1.4 and lyueec € {50,60,70,80,90} for Stable Diffusion v2.0. For Cross-
attention Scaling, the re-scaling factor is set to C' € {1.15,1.2,1.25,1.3,1.35} for both diffusion
models. For Opposite Guidance with Dynamic Transition Point, the opposite guidance scale is
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set to {1, 3,5,7,9}. For Static Transition Point, the CFG application start timestep is set to 7 €
{999.0,978.6122, 958.2245, 937.8367,917.4490}.

C Analysis of distributional shifts induced by initial noise adjustment

We observed that using initial noise with weaker conditional guidance leads to an earlier transition
point, thereby improving memorization mitigation performance. Consequently, our objective is to
effectively reduce the norm ||ég(xr, T, y)||2. A natural question arises: is it appropriate to minimize
this norm without an explicit regularization term to prevent the adjusted initial noise from becoming
out-of-distribution (OOD)? We argue that the weight decay in the AdamW optimizer partially fulfills
this role. Furthermore, with the default weight decay value of w = 0.01, we observed no degradation
in either mitigation performance or image quality. The following subsections provide both theoretical
and empirical evidence supporting this claim.

C.1 Effect of weight decay in mitigating distributional shift

According to prior works [2, 36], the L2 norm of the initial noise z7 ~ N(0,I) follows a chi
distribution:
d ) d
lorlle = || D2k ~ x = llogll§ el IB/2 /(207210 5)), (n
i=1

where d denotes the dimensionality of 27 and I'(-) is the Gamma function. Based on this, to prevent
the adjusted initial noise from deviating into an OOD state, one could consider minimizing the
objective

\léo (22, T, y)ll2 — wlog p(||z7]]2), (12)

where p represents the chi distribution and w is a weighting coefficient. By substituting the chi
distribution from Equation (11) into p(||zr||2) in Equation (12), the objective can be rewritten as

2
~ x
JGo(ar T, )l + ¢~ w(d — 1) log lar |z + wl 212 (13)
where c is a constant independent of z7. We argue that the weight decay term in the AdamW
EZAE:

optimizer implicitly minimizes the final quadratic term, ——-2, thereby constraining adjusted initial
samples from becoming OOD. To empirically validate this, we compared 5000 unadjusted and
5000 adjusted initial noise samples, measuring the Jensen—Shannon divergence (JSD) between their
distributions under varying weight decay values. The results shown in Table | demonstrate that as w
increases, JSD decreases. This suggests that stronger weight decay encourages the adjusted samples
to remain closer to the original noise distribution.

Table 1: Jensen—Shannon divergence between adjusted and unadjusted initial noise distributions
under varying weight decay values.

w=001 w=005 w=01 w=02
JSD 0.0665 0.0663 0.0638 0.046

C.2 Effect of weight decay on mitigation performance

We varied the weight decay parameter w as described in the previous subsection and evaluated the
corresponding performance. The results are presented in Table 2. In this experiment, the target
threshold was fixed at liager = 0.9. Across all tested settings, the performance remained largely
consistent regardless of the value of w, suggesting that the default weight decay value w = 0.01 does
not cause degradation in either mitigation performance or image quality. We attribute this stability to
the fact that the default value does not cause the adjusted initial noise to deviate significantly from the
original distribution A/(0, I). This interpretation is further supported by the JSD results in Table I,
where a JSD value of 0.0665 at w = 0.01 indicates minimal distributional shift.
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Table 2: Performance comparison across different weight decay values.

w=001 w=00 w=01 w=02
SSCD 0.2265 0.2265 0.2265 0.2275
CLIP 0.2647 0.2647 0.2647 0.2657
LPIPS 0.7615 0.7615 0.7615 0.7610
ImageReward  -0.3522 -0.3522 -0.3522  -0.3501

D Performance comparison on image quality and diversity

—e— No Mitigation
—e— Random Token Addition
—e— Prompt Embedding Adjustment

—e— Cross-attention Scaling
Opposite Guidance with Dynamic Transition Point
Static Transition Point

Ours (Batch-wise)
—e— Ours (Per-sample)
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Figure 8: Comparison of different mitigation methods under Stable Diffusion v1.4 and v2.0. The first
row shows SSCD versus LPIPS, while the second row shows SSCD versus ImageReward. Lower
SSCD scores indicate stronger memorization mitigation, whereas higher LPIPS and ImageReward
values reflect greater image diversity and quality.

We compare our proposed methods with baseline approaches by analyzing how LPIPS and ImageRe-
ward values vary across different mitigation strengths. To this end, we present two sets of results:
SSCD versus LPIPS and SSCD versus ImageReward, using the same hyperparameters as in Figure 5.
The results are shown in Figure 8. Since effective memorization mitigation enables the generation
of non-memorized images, it also promotes greater diversity in the outputs, as illustrated in the
SSCD-LPIPS results in the first row. Under Stable Diffusion v1.4, the Batch-wise method achieves
the highest LPIPS values at comparable SSCD scores, while Per-sample achieves the second-highest
LPIPS values at lower SSCD scores. In contrast, under Stable Diffusion v2.0, Batch-wise yields the
second-highest LPIPS values, whereas Per-sample attains the highest LPIPS values with a substan-
tial margin. The SSCD-ImageReward results in the second row further show that the Per-sample
approach provides the most favorable trade-off between memorization mitigation and image quality
across both diffusion models. These findings demonstrate that our proposed methods introduce
minimal quality degradation while substantially enhancing image diversity, thereby improving the
practical utility of diffusion models.
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E Magnitude of conditional noise prediction across varying adjustment

strengths
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Figure 9: Magnitude of € (x4, t,y) at each timestep during sampling without CFG under varying
adjustment strengths 7. Each row corresponds to a different memorized prompt, and each column
corresponds to a distinct initial noise sample.

We provide additional plots in Figure 9 illustrating the magnitude of conditional guidance at each
timestep during denoising without CFG, under varying adjustment strengths 4. The results show
a consistent trend: as 7 increases, the magnitude of éy(Z7,T,y) decreases, leading to an earlier
occurrence of the transition point across different prompts and initial noise samples.

F Magnitude analysis of conditional guidance under Per-sample mitigation

In the Per-sample method, we adjust the initial noise sample 7 by minimizing the magnitude of
€9(z7, T, y) until the transition point effectively disappears. To validate this effect, we compare the
magnitude of the conditional noise prediction with and without applying the Per-sample method. In
these experiments, we set the target 10ss liareer = 0.9 and use a learning rate of 0.01. Figure 10 presents
the results: each row corresponds to a different memorized prompt, and each column corresponds
to a different initial noise sample 7. The Per-sample method significantly reduces the magnitude
of é(xr, T,y). Moreover, unlike the baseline, no sharp drop in magnitude is observed, indicating
that the transition point has been effectively eliminated. This enables CFG to be applied from the
beginning of the denoising process.
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Figure 10: The magnitude of the conditional noise prediction at each timestep during sampling
without CFG for five memorized prompts. The baseline corresponds to the case without adjustment,
while the Per-sample method is applied with a target 10ss /et = 0.9.

G Prompts for Figure 6

The following memorized prompts were used to generate the samples shown in Figure 6:

» Watch the Trailer for NBC’s <i>Constantine</i>

¢ As Punisher Joins <i>Daredevil</i> Season Two, Who Will the New Villain Be?

Aero 50-975035BLU 50 Series 15x7 Inch Wheel, 5 on 5 Inch BP 3-1/2 BS

* Signature Purple Ombre Sugar Skull and Rose Bedding

If Barbie Were The Face of The World’s Most Famous Paintings

* Plymouth Curtain Panel featuring Madelyn - White Botanical Floral Large Scale by heatherdutton
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H Additional qualitative results
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Figure 11: Additional qualitative comparison between our proposed methods and baseline approaches.
Each column presents images produced by a baseline or one of our methods, with the leftmost column
showing the corresponding training images for reference.

We present additional qualitative results comparing the baseline methods with our proposed ap-
proaches in Figure 11. The memorized prompts used to generate these samples are listed below:

* Daniel Radcliffe Dons a Beard and Saggy Jeans in Trailer for BBC GTA Miniseries <i>The
Gamechangers</i>

* Director Danny Boyle Is Headed To TV With FX Deal

30A27S4 - Shaded Peach - Brown Red/Strawberry Blonde Blend, Shaded w/ Dk Brown

* Chris Messina In Talks to Star Alongside Ben Affleck in <i>Live By Night</i>

* Air Conditioners & Parts

* George R.R. Martin Donates $10,000 to Wolf Sanctuary for a 13-Year-Old Fan
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I Computational cost analysis

Table 3: Computational cost of different mitigation methods.

gpu memory usage (MB) inference time (sec)

No Mitigation 3564.94 1.85
Random Token Addition 3573.57 1.85
Prompt Embedding Adjustment 8115.53 1.98
Cross-attention Scaling 3170.38 1.93
Opposite Guidance with Dynamic Transition Point 3573.57 1.87
Ours (Batch-wise) 3573.57 2.01
Ours (Per-sample) 9701.62 2.8

We conducted an additional experiment to compare baseline mitigation methods with our proposed
approaches in terms of computational cost. For a fair comparison, we measured GPU memory
consumption and inference time per image. The results, presented in Table 3, show that the Batch-
wise method introduces negligible computational overhead, while the Per-sample method requires
relatively higher memory usage and longer inference time. However, as demonstrated in Figure 5, the
Per-sample method consistently achieves superior memorization mitigation and robustness across
different models. Given that effective mitigation is crucial for enhancing privacy and safeguarding
intellectual property while reducing potential risks, we believe that the additional computational cost
of the Per-sample approach is a reasonable trade-off.
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