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Abstract

In this research, we introduce the Courtroom-001
LLM framework, a novel multi-LLM structure002
inspired by legal courtroom processes, aim-003
ing to enhance decision-making in ambigu-004
ous text classification scenarios. Our approach005
simulates a courtroom setting within LLMs,006
assigning roles similar to those of prosecu-007
tors, defense attorneys, and judges, to facili-008
tate comprehensive analysis of complex tex-009
tual cases. We demonstrate that this structured010
multi-LLM setup can significantly improve011
decision-making accuracy, particularly in am-012
biguous situations, by harnessing the synergis-013
tic effects of diverse LLM arguments. Our re-014
sults from thorough evaluations on various NLP015
tasks show that the Courtroom-LLM frame-016
work surpasses both conventional single LLM017
classifiers and basic structured multi-LLM sys-018
tems, underscoring the benefits of our legal019
proceedings-inspired model in enhancing NLP020
decision-making.021

1 Introduction022

In the field of natural language processing (NLP),023

the challenge of resolving ambiguous cases, where024

the correct answer is not clear-cut, remains a signif-025

icant hurdle. This is where our research introduces026

a groundbreaking solution: the Courtroom-LLM027

framework. Inspired by the decision-making pro-028

cesses in legal courtrooms, this framework brings029

a novel approach to handling ambiguity in NLP,030

particularly in classification tasks.031

This framework adopts a legal courtroom’s pro-032

cedural model, assigning roles analogous to judges,033

prosecutors, and defense attorneys within a Large034

Language Model (LLM) setup (Figure 1). Such035

a structure allows for a more rigorous and multi-036

faceted analysis of textual data, especially when037

dealing with ambiguous or unclear cases.038

The methodology section of this paper outlines039

the operational phases of the Courtroom-LLM: Pre-040

liminary Hearing and Main Trial. This two-phase041
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Figure 1: Comparison of the traditional courtroom sys-
tem with our Courtroom-LLM framework.

approach ensures a thorough evaluation, akin to the 042

judicial process, where every potential interpreta- 043

tion is considered before reaching a verdict. 044

Our extensive experimentation across diverse 045

NLP classification tasks, spanning categories such 046

as natural language understanding (RTE, BoolQ), 047

natural language inference (QNLI, ANLI), and text 048

classification (Emotion), has resulted in remark- 049

ably promising outcomes. Our experiments re- 050

vealed that the Courtroom-LLM framework con- 051

sistently outperforms both traditional single-LLM 052

methods and simple parallel multi-LLM configu- 053

rations, marking a striking average accuracy im- 054

provement of up to 13% over baseline experiments. 055

In ambiguous cases where classification is tougher, 056

the Courtroom framework showed a notable 35% 057

performance boost. 058

In this paper, Section 2 discusses related work, 059

setting the stage for our research. Section 3 details 060

the Courtroom-LLM framework and its mechanics. 061

Section 4 validates our approach through experi- 062

ments in NLP classification. Section 5 concludes 063

by discussing our findings and future research di- 064

rections in NLP. 065
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Figure 2: Overall architecture of Courtroom-LLM framework.

2 Related Works066

Recent efforts to improve large language mod-067

els include enhancing input prompts for precision,068

enriching queries with context, and considering069

changes to LLM structures for more accurate re-070

sponses.071

One of the most extensively studied research072

directions is prompt engineering, which has be-073

come crucial across various tasks. Innovations in074

this field involve adding sequential and system-075

atic prompts that guide response generation and076

optimizing the order of prompts to improve re-077

sults(Mao et al., 2023). Significant advancements078

include the use of chain-of-thought reasoning(Wei079

et al., 2022), providing step-by-step or take-a-deep-080

breath instructions(Shaikh et al., 2023; Yang et al.,081

2023), and abstracting initial queries to derive082

meaningful prompt blocks(Zheng et al., 2023).083

To enhance LLMs’ decision accuracy, recent084

approaches have included additional information,085

such as through retrieval functionalities. This086

supplementary information often comes from ex-087

ternal search engines or internal databases(Lewis088

et al., 2020), employing algorithms like BM25(Yu089

et al., 2023) or measuring semantic textual similar-090

ities(Majumder et al., 2016).091

Research on varying LLM connection structures092

includes methods like querying multiple LLMs(Li093

et al., 2024) and refining the answers through post-094

processing, simulating real-world debates among095

LLMs to converge on a consensus(Yao et al., 2023;096

Pi et al., 2022), assigning specific roles to LLMs to097

gather varied responses(Suzgun and Kalai, 2024),098

and inducing more refined tasks through LLM co-099

operation or competition(Lazaridou et al., 2016).100

Our study intersects the realms of prompt engi-101

neering, supplementary information provision, and102

exploration of LLM connection structures. By em-103

ulating a real-world courtroom system with LLMs, 104

our research adopts an advanced approach to ex- 105

ploring connection structures and naturally incorpo- 106

rates prompt engineering by deriving materials for 107

the final decision-making LLM from the arguments 108

of prosecutors and attorneys. To our knowledge, 109

this is the first attempt to implement a courtroom 110

system through LLMs. 111

From an application perspective, this study is 112

specifically focused on NLP classification tasks. 113

Comparable approaches employed LLMs or un- 114

supervised learning methods for classification 115

tasks(Sun et al., 2023; Arora et al., 2022). 116

3 The Courtroom-LLM Framework 117

In modern society, the courtroom system crucially 118

resolves ambiguous cases, with legal experts like 119

prosecutors and defense attorneys advocating their 120

positions. Ultimately, a judge assesses both sides’ 121

arguments to render a final verdict. This research 122

utilizes LLMs to simulate this legal process, ap- 123

plying it to various natural language processing 124

challenges, especially in classification tasks, as de- 125

picted in Figure 2. 126

The methodology employed in this research is 127

structured into two main phases with an additional 128

subdivision in the second phase: 1) The Prelimi- 129

nary Hearing phase, which entails an initial assess- 130

ment of the presented case or input to determine its 131

eligibility for further examination; and 2) The Main 132

Trial phase, which is further divided into two key 133

stages: a) The Argumentation Stage, where LLMs 134

simulate the roles of prosecutors and defense attor- 135

neys to lay out their arguments and evidence, and 136

b) The Deliberation and Verdict Stage, where the 137

judge-LLM(s) meticulously analyze the presented 138

arguments, weigh the evidence within the context 139

of NLP tasks, and ultimately determine the most 140
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Choose the most appropriate label from the provided 
label list for the sentence.
Sentence: 
sentence1: Security forces were on high alert after an 
election campaign in which more than 1,000 people, 
including seven election candidates, have been killed. 
sentence2: Security forces were on high alert after a 
campaign marred by violence.
Label: entailment, non-entailment

Prompt for Preliminary Hearing 

entailment

Model Output ( )

Figure 3: Example of the preparatory prompt used in
PH-LLM’s initial decision-making process.

appropriate response or classification based on the141

evaluated data.142

3.1 Preliminary Hearing Phase143

In conventional legal contexts, a preliminary hear-144

ing determines if a case warrants a full trial by145

evaluating its gravity. However, in this study, this146

phase functions as a preparatory step for the Main147

Trial phase, adapting the process for NLP tasks.148

Unlike real-world legal scenarios with clear149

plaintiffs and defendants, NLP cases lack such150

distinctions. It necessitates pre-determining the151

stances for prosecutor- and defense attorney-LLMs.152

To this end, the Preliminary Hearing LLM (PH-153

LLM) receives a case query and initially gener-154

ates responses through a zero-shot approach, dis-155

tinguishing between a first-best answer (A1) and a156

second-best answer (A2).157

In binary classification, the responses supported158

by PH-LLM is designated as A1, and the other op-159

tion is labeled as A2. For multi-class classification,160

the first and second highest-ranking responses to161

the query are assigned as A1 and A2, respectively.162

Subsequently, A1 is allocated to the prosecu-163

tion, and A2 to the defense. Based on the real-164

world notion that prosecutors usually support what165

is broadly accepted by law or common sense, we166

applied a similar rationale in our approach. We con-167

sidered the PH-LLM’s best answer, A1, as the most168

universally accepted solution and thus assigned it169

to the Prosecutor-LLM’s role in our model. The170

preparatory prompt for PH-LLM’s initial decision-171

making is presented in Figure 3.172

Please explain the context within these two sentence 
about the label 
The result should be one sentence.
Sentence: 
sentence1: Security forces were on high alert after an 
election campaign in which more than 1,000 people, 
including seven election candidates, have been killed. 
sentence2: Security forces were on high alert after a 
campaign marred by violence.

Prompt for Argument Stage (Prosecutor-LLM)

The context within these two sentences is that security 
forces were on high alert due to a campaign, either an 
election campaign or a campaign marred by violence.

Model Output (Argument of prosecutor-LLM)

Entailment← This part will be not-entailment
in case of an attorney-LLM.

Figure 4: Example prompts for generating arguments
by the prosecutor- or attorney-LLM. The highlighted
label part requesting explanation to the prosecutor and
attorney are different respectively.

3.2 Main Trial – Argument Stage 173

In this stage, the prosecutor-LLM and defense 174

attorney-LLM generate logical and evidential sup- 175

port for their respective positions on the given prob- 176

lem, backing answers A1, and A2. 177

Typically, these arguments, especially those 178

from defense attorneys, are produced at consider- 179

able length, varying with the nature of the issue at 180

hand. Differences in argument length between pros- 181

ecution and defense can greatly affect the judge- 182

LLM’s capacity for making well-informed deci- 183

sions. Given the known tendencies of current 184

LLMs to exhibit biases towards longer textual in- 185

puts, there’s an increased likelihood of a bias to- 186

wards the defense’s position(Mao et al., 2023). 187

To prevent potential biases, this study imposes a 188

length restriction on the arguments generated by 189

both prosecutor-LLM and defense attorney-LLM, 190

allowing only a specified length for their generated 191

content. Figure 4 illustrates an example of a prompt 192

designed for this purpose, guiding the creation of 193

arguments within these limits. 194

3.3 Main Trial-Deliberation and Verdict Stage 195

At the Deliberation and Verdict Stage, judge-LLMs 196

assess all arguments generated by the prosecutor- 197

LLM and defense attorney-LLM to formulate a 198

final decision. During this process, various prece- 199

dential examples may be utilized, and a system of 200

multiple judges can be implemented to enhance the 201

deliberation depth. 202
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There are two opposite arguments about the two 
sentences. Referring to precedents, which one do you 
think is correct about this?
---
Sentence:
sentence1: Security forces were on high alert after an 
election campaign in which more than 1,000 people, 
including seven election candidates, have been killed. 
sentence2: Security forces were on high alert after a 
campaign marred by violence.
Label: entailment, non-entailment
---
|attorney|
Both sentences describe a situation where security forces 
were on high alert due to a violent campaign, with the 
first sentence specifically mentioning the deaths of over 
1,000 people and seven election candidates.
|prosecutor|
The label non-entailment refers to the fact that the second 
sentence does not necessarily imply the same level of 
violence as mentioned in the first sentence.
---
|precedent|
Case: Entailment
text: sentence1: As a result, peptic ulcer disease has been 
transformed from a chronic, frequently disabling 
condition to one that can be cured by a short regimen of 
antibiotics and other medicines.
sentence2: Antibiotics are used against peptic ulcer.
reason: The label of "entailment" is appropriate for this 
pair of sentences because sentence 1 implies or suggests 
that peptic ulcer disease can now be cured by a short 
regimen of antibiotics and other medicines. Sentence 2 
directly states that antibiotics are used against peptic 
ulcer. 
Case: Non-entailment
Sentence: 
…

Prompt for Deliberation and Verdict Stage

Based on the precedents, the correct label for the sentence 
pair is entailment.

Model Output (Decision of a judge-LLM)

Figure 5: Example prompts for Judge-LLM in decision
making using parallel and sequential judges delibera-
tion.

Figure 5 illustrates an example of a prompt de-203

signed for judge-LLMs, providing collected prece-204

dents, and arguments of the attorney and prosecutor205

for a better judgment.206

3.3.1 Case-Few-shot Prompting207

In actual courtrooms, judges rely on statutes to208

guide their decisions, but such clear-cut rules are209

not available in our NLP context. To bridge this210

gap, we implemented the "Similar Cases Retriever" 211

module. This tool selects data from the dataset 212

that closely matches the input query, along with 213

the corresponding labels, grouping them as similar 214

cases. These cases are then presented to the judge- 215

LLMs during the Main Trial phase, serving a role 216

akin to legal precedents. This approach, resembling 217

few-shot prompting, aids the judge-LLMs in their 218

deliberation process. The process for assembling 219

these similar cases is detailed in Algorithm 3.3.2, 220

with illustrative examples provided in Table 1. 221

3.3.2 Multiple Judge-LLMs 222

This research framework is designed to be flexible, 223

allowing for the inclusion of a single judge-LLM 224

or the expansion to up to five judge-LLMs. For 225

scenarios involving multiple judges, the framework 226

employs two distinct decision-making approaches, 227

named as "Parallel Judges Deliberation" and "Se- 228

quential Judges Deliberation". 229

Parallel Judges Deliberation: This method has 230

all judge-LLMs simultaneously review the case 231

information, with a final decision achieved through 232

majority voting, reflecting a collaborative approach 233

among the judges. 234

Sequential Judges Deliberation: Under this 235

approach, judge-LLMs evaluate the case in a step- 236

wise manner, with each judge considering the eval- 237

uations of their predecessors before adding their 238

own. The last judge-LLM’s decision incorporates 239

the insights from all previous judges, culminating 240

in the final verdict. 241

The prompt for the judge-LLMs’ decision- 242

making is illustrated in Figure 5. 243

Algorithm 1 Similar case retrieval process for few-
shot examples.

1: procedure SELECT_PRECEDENTS(input)
2: Edata ← get_embeddings(Data)
3: EInput ← get_embedding(Input)
4: Distances← initialize empty list
5: for Ex in Edata do
6: D ← cosine_similarity(Ex, EInput)
7: Distances.append(D)
8: end for
9: BestIndex← argmax(Distances)

10: BestPrecedent← Data[BestIndex]
11: return BestPrecedent
12: end procedure

4



input text
question: What came into force after the new constitution was herald?
sentence: As of that day, the new constitution heralding the Second Republic came into force.
randomly selected example
question: Who originally hosted Who Wants to Be a Millionaire for ABC?
sentence: Hosted throughout its ABC tenure by Regis Philbin, the program became a major ratings
success throughout its initial summer run, which led ABC to renew Millionaire as a regular series,
returning on January 18, 2000.
selected example using similar cases retriever
question: When was the new constitution promulgated?
sentence: As of that day, the new constitution heralding the Second Republic came into force.

Table 1: Selected few-shot case examples of QNLI dataset using random selection and similar cases retriever.

Subset Data name label Original Size
(Sampled rate)

Natural Language
Understanding

RTE(Wang et al., 2019) Entailment, Non-entailment 277 (100%)
BoolQ(Clark et al., 2019) yes, no 2,370 (21.09%)

Natural Language
Inference

QNLI(Wang et al., 2019) Entailment, Non-entailment 5,460 (9.15%)
ANLI(Nie et al., 2020) R1 entailment, neutral, contradic-

tion
1,000 (50.00%)

ANLI R2 entailment, neutral, contradic-
tion

1,000 (50.00%)

ANLI R3 entailment, neutral, contradic-
tion

1,200 (41.66%)

Classification Emotion(Saravia et al., 2018) sadness, joy, love, anger, fear,
surprise

2,000 (25.00%)

Table 2: Dataset summary. For evaluation, we randomly selected 500 samples from each dataset, excluding RTE.
For RTE, BoolQ, and QNLI, we utilized the validation sets, while for ANLI and emotion, we used the test sets.

4 Experiments244

In this section, we delve into the series of exper-245

iments conducted to rigorously evaluate the im-246

pact of the Courtroom-LLM structure on enhanc-247

ing performance across a spectrum of NLP clas-248

sification tasks. The primary objective of these249

experiments is to quantify the performance gains250

attributed to the incorporation of the Courtroom-251

LLM framework and to identify specific conditions252

under which this innovative approach particularly253

excels.254

To ensure a comprehensive analysis, we selected255

a diverse array of classification datasets widely256

recognized within the NLP community for their257

relevance and challenge. The datasets for our ex-258

periments, including their characteristics and cate-259

gories, are summarized in Table 2.260

To construct a similar case retriever, we uti-261

lized the embeddings of the ‘en_core_web_sm’262

model from spacy(Honnibal et al., 2020). Ad-263

ditionally, for constructing PH-LLM, Prosecutor-264

LLM, Attorney-LLM, and Judge-LLM, we em- 265

ployed GPT-3.5-turbo(Ye et al., 2023) model from 266

OpenAI. The temperature for the model was fixed 267

at 0.5. 268

4.1 Performance Gains with Courtroom 269

Structure 270

Table 3 presents how the Courtroom-LLM ap- 271

proach consistently excels in classification tasks 272

across different datasets. 273

Our experiments show the sequential judge struc- 274

ture excels in most scenarios, consistently outper- 275

forming other methods. Limited by space, we pre- 276

sented only configurations with five multi-LLM 277

judges, but other setups also demonstrate enhanced 278

performance; see Appendix A for full results. Ad- 279

ditionally, the impact of few-shot example quantity 280

on performance was not distinctly evident. 281

Comparatively, the sequential judge setup signif- 282

icantly surpasses the single-LLM-based classifica- 283

tion across the board. Performance improvements 284
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Task LLM Structure # of
decision maker

few-shot methods
0 1 2 3

Natural Language Understanding

RTE

single 1 0.6643 0.5523 0.6282 0.5921

multi
Parallel N-LLM 5 0.6823 0.5704 0.5957 0.6065

Courtroom
(Parallel Judge)

5 0.3501 0.7000 0.6600 0.7100

Courtroom
(Sequential Judge)

5 0.4259 0.7870 0.7978 0.7978

BoolQ

single 1 0.3720 0.6060 0.5580 0.5900

multi
Parallel N-LLM 5 0.3740 0.6140 0.5580 0.5960

Courtroom
(Parallel Judge)

5 0.4980 0.4880 0.5020 0.5640

Courtroom
(Sequential Judge)

5 0.5540 0.5740 0.5980 0.5940

Natual Language Inference

QNLI

single 1 0.6380 0.7540 0.6860 0.7960

multi
Parallel N-LLM 5 0.6740 0.6280 0.6420 0.6200

Courtroom
(Parallel Judge)

5 0.4540 0.7220 0.6480 0.5920

Courtroom
(Sequential Judge)

5 0.5980 0.8940 0.8660 0.8500

ANLI R1

single 1 0.5140 0.4860 0.3920 0.3620

multi
Parallel N-LLM 5 0.5100 0.4560 0.3760 0.3560

Courtroom
(Parallel Judge)

5 0.3900 0.4120 0.4000 0.4340

Courtroom
(Sequential Judge)

5 0.4420 0.5800 0.5880 0.5760

ANLI R2

single 1 0.4480 0.4380 0.3940 0.3580

multi
Parallel N-LLM 5 0.4720 0.4320 0.3860 0.3640

Courtroom
(Parallel Judge)

5 0.3800 0.4380 0.4160 0.4400

Courtroom
(Sequential Judge)

5 0.4300 0.5380 0.5300 0.5380

ANLI R3

single 1 0.3860 0.3860 0.3460 0.3720

multi
Parallel N-LLM 5 0.3800 0.3740 0.3480 0.3940

Courtroom
(Parallel Judge)

5 0.3360 0.4760 0.4420 0.4480

Courtroom
(Sequential Judge)

5 0.3460 0.5380 0.5500 0.5340

Text Classification

Emotion

single 1 0.4900 0.4900 0.3300 0.2920

multi
Parallel N-LLM 5 0.5020 0.6180 0.3540 0.2980

Courtroom
(Parallel Judge)

5 0.5540 0.6820 0.6800 0.6380

Courtroom
(Sequential Judge)

5 0.5120 0.6620 0.6480 0.6440

Table 3: Performance(Accuracy) of the Courtroom-LLM framework on various NLP classification tasks. Bold
indicates the highest accuracy within each structure category and the same number of decision makers. A cyan
background highlights the overall highest accuracy across the table. For the Courtroom-LLM structure, ‘# of
decision makers’ refers to the number of judges. Parallel N-LLMs use N independent LLMs for classification,
finalized by majority voting.

ranged from a 35% increase in the RTE domain to285

a 34% enhancement in the QNLI task compared to286

baseline models.287

4.2 Performance Analysis on Ambiguous288

Classification Cases289

This research draws on the parallel between resolv-290

ing legal disputes in courtrooms and addressing am-291

biguous classification tasks in NLP. We theorized292

that the Courtroom-LLM framework would effec-293

tively manage these complex classification chal-294

lenges. 295

To validate this, we devised a simple method to 296

distinguish between relatively difficult and straight- 297

forward classification tasks within our datasets: To 298

differentiate between complex and simple classifi- 299

cation tasks, we applied the following method: 300

1. For each input, classify using a single-LLM 301

K times to obtain K predicted labels: L = 302

{l1, l2, . . . , lK}. 303

2. Calculate the difference rate(Drate) between 304

the frequencies of the top two most common 305
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RTE BoolQ QNLI ANLI R1 ANLI R2 ANLI R3 Emotion
Amb Nor Amb Nor Amb Nor Amb Nor Amb Nor Amb Nor Amb Nor

Ratio 0.18 0.82 0.60 0.40 0.24 0.76 0.41 0.59 0.38 0.62 0.372 0.628 0.49 0.51
Single-LLM 0.41 0.60 0.51 0.64 0.50 0.87 0.35 0.56 0.28 0.54 0.37 0.38 0.40 0.82

Parallel N-LLM 0.41 0.60 0.54 0.64 0.50 0.87 0.32 0.56 0.26 0.54 0.36 0.38 0.45 0.82
Courtroom

(Parallel
Judges)

0.76
(+0.35)

0.82
(+0.22)

0.46
(-0.08)

0.46
(-0.18)

0.84
(+0.34)

0.69
(-0.19)

0.48
(+0.14)

0.36
(-0.20)

0.52
(+0.25)

0.39
(-0.15)

0.25
(-0.11)

0.25
(-0.13)

0.59
(+0.19)

0.76
(-0.06)

Courtroom
(Sequential

Judges)

0.71
(+0.31)

0.80
(+0.22)

0.40
(-0.11)

0.42
(-0.22)

0.79
(+0.29)

0.93
(+0.05)

0.40
(+0.05)

0.72
(+0.16)

0.42
(+0.14)

0.62
(+0.08)

0.29
(-0.09)

0.31
(-0.07)

0.56
(+0.17)

0.75
(-0.07)

Table 4: The proportion of ambiguous data(Amb.) and normal data(Nor.) separated by setting θ to 0.5, and the
performance(accuracy) when using single-LLM, Parallel N-LLM and Courtroom-LLM (parallel and sequential
judge methods) on the overall dataset. Blue indicates improved performance compared to single-LLM, while red
indicates decreased performance compared to single-LLM. The performance of all data analyzed was evaluated
using a few-shot size of 1, with 5 decision makers.

labels: Drate = (freq(ltop1)− freq(ltop2)) / K.306

3. Label cases as ‘Ambiguous’ if Drate ≤ θ;307

otherwise, they are ‘Normal’ cases.308

In this study, we set θ to 0.5 and K to 5.309

Table 4 presents the proportion of each type310

within the datasets and the contribution of the311

Courtroom-LLM to performance for each data type.312

In most tasks, the table clearly shows a signifi-313

cant performance improvement in ambiguous cases314

when the Courtroom-LLM structure is applied,315

compared to the baseline. Even in normal cases, a316

slight enhancement in performance is noticeable.317

This suggests that the Courtroom-LLM’s318

argument-enhanced prompts excel in complex, am-319

biguous situations, indicating a synergistic effect320

from the structured debate within the LLMs. More-321

over, the results reaffirm that the sequential judge322

method surpasses the parallel judge approach in323

these scenarios, highlighting its efficacy in detailed324

decision-making.325

4.3 Performance Analysis Across Multiple326

Judge Utilization327

In this analysis, we meticulously examine how the328

Parallel Judge Deliberation and Sequential Judge329

Deliberation systems influence decision-making330

trends and identify key factors that have contributed331

to performance enhancements observed with the332

Courtroom-LLM framework.333

4.3.1 Judge Agreement334

Figure 6 displays the agreement rates among judges335

in the parallel deliberation method, broken down by336

data type. It is evident that in almost all cases, the337

agreement rate surpasses 70%. Notably, the agree-338

ment rate tends to decrease for ambiguous data339

types, while it increases for normal cases. This pat-340

tern mirrors the intuitive real-world scenario where341

Figure 6: The average agreement rate for each dataset in
the final response. It shows the average agreement rate
for the overall dataset, as well as the average agreement
rate for ambiguous data and normal data separately. In
general, ambiguous data tends to exhibit lower agree-
ment rates compared to normal data.

more challenging decisions typically result in lower 342

agreement rates, underscoring the framework’s abil- 343

ity to reflect the complexities of decision-making 344

in nuanced situations. 345

Figure 7 presents the agreement rates between 346

consecutive judges in the sequential deliberation 347

method, segmented by the type of data. It shows 348

that, in almost all instances, agreement rates start 349

lower but increase towards 100% as the delibera- 350

tion sequence advances. A significant observation 351

is that for ambiguous data, the initial agreement 352

rates are usually lower than for normal data, indicat- 353

ing a heightened challenge in reaching consensus 354

on more complex cases. 355

4.3.2 Comparison Initial and Final LLM 356

Decision 357

Figure 8 illustrates the performance changes in 358

each deliberation method when the final decision di- 359

verges from the initial PH-LLM’s judgment. In al- 360

most every instance, it is observed that incorrect de- 361
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Figure 7: Changes in agreement in the sequential judge deliberation method. The X-axis label ‘3-4’ indicates the
measurement of agreement between the third and fourth judges. The performance of all data analyzed was evaluated
using a few-shot size of 1, with 5 decision makers.
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Figure 8: Rate of decision changes in Courtroom-LLM: comparing initial PH-LLM decisions with final outcomes.
"w→c" represents transitions from incorrect to correct decisions, while "c→w" indicates shifts from correct to
incorrect decisions in the final verdict. The performance of all data analyzed was evaluated using a few-shot size of
1, with 5 decision makers.

cisions (W: Wrong) initially made by PH-LLM are362

transformed into correct ones (C: Correct) through363

the deliberation process. This highlights the sub-364

stantial impact that the arguments and discussions365

among prosecutor-LLM, defense attorney-LLM,366

and judge-LLM have on achieving accurate classi-367

fication outcomes, demonstrating the effectiveness368

of the collaborative decision-making framework.369

For each task experimented in this paper, exam-370

ples showcasing performance improvement over371

single-LLM through the actual courtroom-LLM372

framework can be found in Appendix B.373

5 Conclusion374

Our research introduces the innovative Courtroom-375

LLM framework, a groundbreaking approach that376

draws inspiration from legal courtroom processes377

to address the inherent ambiguities in NLP classi-378

fication tasks. By simulating a courtroom setting 379

within large language models and assigning roles 380

analogous to judges, prosecutors, and defense attor- 381

neys, we have developed a structured multi-LLM 382

setup that significantly enhances decision-making 383

accuracy, especially in complex and ambiguous 384

scenarios. 385

Our evaluations confirm that Courtroom-LLM 386

outperforms traditional LLM classifiers, offering a 387

strong solution for intricate cases without labeled 388

data. This success suggests that judicial-inspired 389

models can significantly improve NLP decision- 390

making. As a future direction, we plan to adapt 391

our framework for broader NLP applications, in- 392

cluding sequential labeling and generative tasks, to 393

show its versatility and impact on advancing NLP 394

technology. 395
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Limitations396

The Courtroom-LLM framework, despite its ef-397

fectiveness in NLP classification, presents certain398

limitations:399

1. Scope of Application: The current setup is400

designed for text-classification, derived from401

debates between prosecutor-LLM and defense402

attorney-LLM. Expanding this framework to403

accommodate generative NLP tasks and se-404

quential labeling scenarios remains a chal-405

lenge for future development.406

2. Resource and Time Intensity: High classifi-407

cation accuracy comes at the cost of multiple408

LLM queries, requiring significant computa-409

tional resources and time. Exploring the use410

of smaller LLMs within the framework could411

potentially address this issue.412

3. Handling of Neutral Labels: The frame-413

work shows limitations in accurately classi-414

fying ‘neutral’ labels in tasks like natural415

language inference, indicating a need for im-416

proved model sensitivity to nuanced classifi-417

cations.418

Future enhancements to the Courtroom-LLM419

framework should aim to address these limitations,420

broadening its applicability and efficiency in di-421

verse NLP tasks.422
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A Overall Accuracy520

We experimented with the performance of few-shot521

1 to 3 examples and judge-LLM configurations of522

1, 3, and 5, using the data employed in the paper523

to validate the methodology. We conducted experi-524

ments for single-LLM, multiple-LLM without the525

Courtroom-LLM framework, and two versions of526

applying our framework (parallel and sequential527

judges). Table 5, Table 7, and Table 6 displays528

the performance of datasets for natural language529

understanding, natural language inference, and text530

classification task.531

B Example of Judge-LLM532

In this section, we present the formatted context in-533

put and corresponding outputs for the actual judge-534

LLM. We provide the input forms for the RTE535

dataset in natural language understanding task, the536

ANLI R1 dataset in natural language inference task,537

and the Emotion dataset in text classification task,538

along with the outputs of single-LLM, parallel N-539

LLM, and Courtroom-LLM(parallel judges), and540

Courtoom-LLM(sequential judges). The inputs for541

RTE, ANLI R1, Emotion datasets are shown in542

Table 8, Table 10, and Table 12. The outputs are543

shown in Table 9, Table 11, and Table 13. While544

there have been no alterations to the actual input545

data, redundant information overlapping with the546

actual datasets has been condensed in the respective547

tables.548
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Task LLM Structure # of
decision maker

few-shot methods
0 1 2 3

RTE

single 1 0.6643 0.5523 0.6282 0.5921

multi

Parallel N-LLMs
3 0.6678 0.5342 0.6209 0.6064
5 0.6823 0.5704 0.5957 0.6065

Courtroom
(Parallel Judges)

1 0.3610 0.5704 0.6029 0.5957
3 0.3610 0.7292 0.7690 0.7076
5 0.3501 0.7000 0.6600 0.7100

Courtroom
(Sequential Judges)

1 0.4223 0.5704 0.6029 0.5957
3 0.3610 0.7906 0.7726 0.7906
5 0.4259 0.7870 0.7978 0.7978

BoolQ

single 1 0.3720 0.6060 0.5580 0.5900

multi

Parallel N-LLMs
3 0.3920 0.6200 0.5580 0.6060
5 0.3740 0.6140 0.5640 0.5960

Courtroom
(Parallel Judges)

1 0.3460 0.4320 0.4300 0.4720
3 0.3420 0.5020 0.5000 0.5180
5 0.4980 0.4880 0.5020 0.5640

Courtroom
(Sequential Judges)

1 0.1840 0.3440 0.4240 0.4340
3 0.1760 0.3300 0.4200 0.4180
5 0.5540 0.5740 0.5980 0.5940

Table 5: Natural language understanding task accuracy comparison on RTE(Wang et al., 2019) and BoolQ(Clark
et al., 2019) dataset: Bold indicates the highest accuracy within each structure category. A cyan background
highlights the overall highest accuracy across the table. For the Courtroom-LLM structure, ‘# of decision makers’
refers to the number of judges. Parallel N-LLMs use N independent LLMs for classification, finalized by majority
voting.

Task LLM Structure # of decision maker few-shot methods
0 1 2 3

Emotion

single 1 0.4900 0.4900 0.3300 0.2920

multi

Parallel N-LLMs
3 0.4960 0.5900 0.3340 0.3140
5 0.5020 0.6180 0.3540 0.2980

Courtroom
(Parallel Judges)

1 0.4520 0.6700 0.6760 0.6680
3 0.4500 0.6560 0.6500 0.6860
5 0.5540 0.6820 0.6800 0.6380

Courtroom
(Sequential Judges)

1 0.4440 0.6700 0.6760 0.6680
3 0.4480 0.6740 0.6440 0.6500
5 0.5120 0.6620 0.6480 0.6440

Table 6: Classification task accuracy on Emotion(Saravia et al., 2018) datasets: Bold indicates the highest accuracy
within each structure category. A cyan background highlights the overall highest accuracy across the table. For
the Courtroom-LLM structure, ‘# of decision makers’ refers to the number of judges. Parallel N-LLMs use N
independent LLMs for classification, finalized by majority voting.
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Task LLM Structure # of decision maker few-shot methods
0 1 2 3

QNLI

single 1 0.6780 0.7540 0.6860 0.7960

multi

Parallel N-LLMs
3 0.7080 0.7940 0.7080 0.7920
5 0.7020 0.6280 0.6420 0.6200

Courtroom
(Parallel Judges)

1 0.4580 0.8800 0.8600 0.8740
3 0.4860 0.5740 0.4880 0.4880
5 0.4540 0.7220 0.6480 0.5920

Courtroom
(Sequential Judges)

1 0.6160 0.8800 0.8600 0.8740
3 0.6030 0.8940 0.8520 0.8480
5 0.5980 0.8940 0.8660 0.8500

ANLI R1

single 1 0.5140 0.4860 0.3920 0.3620

multi

Parallel N-LLMs
3 0.5220 0.4560 0.3780 0.3620
5 0.5100 0.4560 0.3760 0.3560

Courtroom
(Parallel Judges)

1 0.3640 0.5600 0.5620 0.5800
3 0.3740 0.4180 0.4220 0.4260
5 0.3900 0.4120 0.4000 0.4340

Courtroom
(Sequential Judges)

1 0.4620 0.5600 0.5620 0.5800
3 0.4440 0.5760 0.5660 0.5600
5 0.4420 0.5800 0.5880 0.5760

ANLI R2

single 1 0.4480 0.4380 0.3940 0.3580

multi

Parallel N-LLMs
3 0.4540 0.4340 0.3860 0.3640
5 0.4720 0.4320 0.3860 0.3640

Courtroom
(Parallel Judges)

1 0.3580 0.4380 0.4320 0.4360
3 0.3620 0.4360 0.3960 0.4100
5 0.3800 0.4380 0.4160 0.4400

Courtroom
(Sequential Judges)

1 0.4320 0.5420 0.5500 0.5260
3 0.4280 0.5380 0.5320 0.5300
5 0.4300 0.5380 0.5300 0.5380

ANLI R3

single 1 0.3860 0.3860 0.3460 0.3720

multi

Parallel N-LLMs
3 0.3980 0.3700 0.3500 0.3660
5 0.3800 0.3740 0.3480 0.3940

Courtroom
(Parallel Judges)

1 0.3740 0.5600 0.5380 0.5420
3 0.3900 0.4460 0.4340 0.4780
5 0.3360 0.4760 0.4420 0.4480

Courtroom
(Sequential Judges)

1 0.3760 0.5600 0.5380 0.5420
3 0.3940 0.5520 0.5640 0.5260
5 0.3460 0.5380 0.5500 0.5340

Table 7: Natural language inference task accuracy comparison on QNLI(Wang et al., 2019) and ANLI(Nie et al.,
2020): Bold indicates the highest accuracy within each structure category. A cyan background highlights the overall
highest accuracy across the table. For the Courtroom-LLM structure, ‘# of decision makers’ refers to the number of
judges. Parallel N-LLMs use N independent LLMs for classification, finalized by majority voting.
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Context
Sentence:
sentence1: Eric Harris and Dylan Klebold, seniors at the suburban Denver school, ...
sentence2: 13 persons were killed by two students in 1999.
Label: entailment,non-entailment
Arguments
|prosecutor|← A1

The label entailment is that the event described in sentence 2 is the same as the massacre described in
sentence 1 where Eric Harris and Dylan Klebold killed a teacher and 12 students, representing the violent
destruction of the perception of schools as safe havens.
|attorney|← A2

The label ""non-entailment"" refers to the fact that sentence 2 does not fully capture the magnitude
and impact of the event described in sentence 1, which involved the killing of a teacher, the injuring of
numerous individuals, and the shattering of the perception of schools as safe places.
Precedents
Case: entailment
text:
sentence1: Rotorua has banned criminals with five or more dishonesty convictions ...
sentence2: The Central Business District (CBD) is part of Rotorua. reason: The label of ’entailment’ is
appropriate for this sentence pair because sentence 2 directly follows from and is implied by sentence
1. In sentence 1, it is mentioned that criminals with five or more dishonesty convictions are banned
from entering the Central Business District (CBD) of Rotorua. Sentence 2 simply states that the Central
Business District (CBD) is part of Rotorua, which is a logical consequence of the information provided in
sentence 1. Therefore, sentence 2 can be inferred from sentence 1, indicating an entailment relationship
between the two sentences.
Case: non-entailment
text:
sentence1: The court in Angers handed down sentences ranging from four months suspended to 28 years
for, ... .
sentence2: Franck V. comes from Angers.
reason: The reason for labeling the sentence as ‘non-entailment’ is that sentence 2 does not necessarily
follow or logically derive from sentence 1. While sentence 1 provides information about Franck V.’s
involvement in a sex ring in Angers, sentence 2 simply states that Franck V. comes from Angers. There is
no direct or implied connection between Franck V.’s origin and his involvement in the sex ring mentioned
in sentence 1. Therefore, sentence 2 does not necessarily follow from sentence 1, leading to the label of
’non-entailment’.

Table 8: Natural language understanding task input example of judge-LLM on RTE dataset. The precedent size is 1,
and A1 label is ‘entailment’ and A2 is ‘non-entailment’. All the data included in the natural language understanding
task share the same input format.
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Answer Label
entailment
Single-LLM Output
non-entailment
Parallel N-LLM Output
non-entailment
Parallel N-LLM Output list
[non-entailment , non-entailment , non-entailment , non-entailment , non-entailment ]
Drate

1.0
Courtroom(Parallel Judges)
[non-entailment , non-entailment , non-entailment, non-entailment, non-entailment ]
Courtroom(Sequential Judges) Output
entailment
Courtroom(Sequential Judges) Output list
[non-entailment, non-entailment, entailment, non-entailment, entailment]
Courtroom(Sequential Judges) Responses
|Judge 0| The correct label for this sentence pair is "non-entailment."
|Judge 1| The correct label for this sentence pair is "non-entailment."
|Judge 2| |Judge 2| The correct label for this sentence pair is "entailment."
|Judge 3| The correct label for this sentence pair is "non-entailment."
|Judge 4| The correct label for this sentence pair is "entailment."

Table 9: Natural language understanding task output example of judge-LLM input on RTE dataset. The precedent
size is 1, and A1 label is ‘entailment’ and A2 is ‘non-entailment’.
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Context
premise: Helena Sukov (] ) (born 23 February 1965) is a former professional tennis player from the Czech
Republic.
hypothesis: Helena Sukova enjoyed attending professional football games.
Label: entailment,neutral,contradiction
Arguments
|prosecutor|← A1

The hypothesis that Helena Sukova enjoyed attending professional football games cannot be determined
from the given premise.
|attorney|← A2

The hypothesis that Helena Sukova enjoyed attending professional football games cannot be supported or
refuted based on the given information about her career as a professional tennis player.
Precedents
Case: entailment
text: premise: Judy Tegart Dalton is a retired professional tennis player...
hypothesis: Judy and player Margaret Court played on the same doubles team in tournaments.
reason: The reason for labeling the sentence as ’entailment’ is that the hypothesis is supported by the
information provided in the premise. The premise states that Judy Tegart Dalton won nine Grand Slam
doubles titles, and five of those titles were with Margaret Court. Therefore, it can be inferred that Judy
and Margaret Court played on the same doubles team in tournaments.
Case: neutral
text: premise: Alexandra Lendon Bastedo was a British actress, best known for her role as secret agent
Sharron Macready ...
hypothesis: Alexandra Lendon Bastedo despised her role as Sharron Macready.
reason: The label of the sentence is ’neutral’ because it simply states a fact about Alexandra Lendon
Bastedo, without expressing any positive or negative sentiment. The sentence mentions her role as Sharron
Macready in the 1968 British espionage/science fiction adventure series "The Champions" and states that
she is best known for it. It does not provide any opinion or judgment about her feelings towards the role.
Case: contradiction
text: premise: This is a list of cities in Azerbaijan. Azerbaijan is a country in the South Caucasus region ...
hypothesis: Azerbaijan has over 100 cities and 4,620 villages.
reason: The label of the sentence is ‘contradiction’ because the hypothesis states that Azerbaijan has over
100 cities and 4,620 villages, which contradicts the information presented in the premise. The premise
clearly states that Azerbaijan has a total of 77 cities, including 12 Federal-level cities, and provides the
specific numbers for smaller "rayon"-class cities, urban-type settlements, and villages. Therefore, the
hypothesis contradicts the information given in the premise.

Table 10: Natural language inference task input example of judge-LLM on ANLI R1 dataset. The precedent size is
1, and A1 label is ‘neutral’ and A2 is ‘contradiction’. All the data included in the natural language inference task
share the same input format.
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Answer Label
Neutral
Single-LLM Output
Contradiction
Parallel N-LLM Output
Contradiction
Parallel N-LLM Output list
[Contradiction, Contradiction, Contradiction, Contradiction, Contradiction]
Drate

1.0
Courtroom(Parallel Judges)
[Neutral, Contradiction, Neutral, Neutral, Contradiction]
Courtroom(Sequential Judges) Output
Neutral
Courtroom(Sequential Judges) Output list
[Contradiction, Neutral, Neutral, Neutral, Neutral]
Courtroom(Sequential Judges) Responses
|Judge 0| Based on the precedents, the correct label for the sentence "The hypothesis that Helena Sukova
enjoyed attending professional football games cannot be determined from the given premise" is contradic-
tion.
|Judge 1| Based on the precedents, the correct label for the sentence "The hypothesis that Helena Sukova
enjoyed attending professional football games cannot be determined from the given premise" is neutral.
|Judge 2| Based on the precedents, the correct label for the sentence is neutral.
|Judge 3| Based on the precedents, the correct label for the sentence is neutral.
|Judge 4| Based on the precedents, the correct label for the sentence " is neutral.

Table 11: Natural language inference task output example of judge-LLM on ANLI R1 dataset. The precedent size is
1, and A1 label is ‘neutral’ and A2 is ‘contradiction’.
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Context
Sentence: i jest i feel grumpy tired and pre menstrual which i probably am but then again its only been a
week and im about as fit as a walrus on vacation for the summer
Label: sadness,joy,love,anger,fear,surprise
Arguments
|prosecutor|← A1

The speaker is feeling grumpy, tired, and possibly premenstrual, which may contribute to their sadness,
but they also acknowledge that it has only been a week and they are not in the best physical shape.
|attorney|← A2

The speaker is expressing their current state of feeling grumpy, tired, and premenstrual, possibly attributing
it to their hormonal cycle, but also acknowledging that it has only been a week since their last period and
they are not physically fit.
Precedents
Case: sadness
text: im pretty sure and its been about a week and a half so although im feeling kind of betrayed and
disillusioned by men at the moment everythings okay
reason: The label of "sadness" is assigned to this sentence because the person expresses feeling betrayed
and disillusioned by men. These negative emotions indicate a sense of sadness or disappointment. Despite
stating that everything is okay, the initial emotions conveyed suggest a underlying feeling of sadness.
Case: anger
text: im not condoning terrorist action but you feel so furious and powerless
reason: The label of ’anger’ is appropriate for this sentence because the speaker expresses a strong emotion
of fury. The use of the word "furious" indicates a high level of anger and frustration. Additionally, the
feeling of powerlessness further emphasizes the intensity of the speaker’s anger.

Table 12: Text classification task input example of judge-LLM on Emotion dataset. The precedent size is 1, and A1

label is ‘sadness’ and A2 is ‘anger’.
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Answer Label
anger
Single-LLM Output
suprise
Parallel N-LLM Output
anger
Parallel N-LLM Output list
[suprise, anger, anger, anger, anger]
Drate

0.04
Courtroom(Parallel Judges)
[sadness, anger, sadness, sadness, sadness]
Courtroom(Sequential Judges) Output
anger
Courtroom(Sequential Judges) Output list
[anger, sadness, anger, anger, anger]
Courtroom(Sequential Judges) Responses
|Judge 0| The correct label for the given sentence is "anger."
|Judge 1| The correct label for the given sentence is "sadness."
|Judge 2| The correct label for the given sentence is "anger."
|Judge 3| The correct label for the given sentence is "anger."
|Judge 4| The correct label for the given sentence is "anger."

Table 13: Text classification task output example of judge-LLM on Emotion dataset. The precedent size is 1, and
A1 label is ‘sadness’ and A2 is ‘anger’.
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