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Abstract

Spurious correlations present a significant challenge in the deployment
of machine learning models, as they can lead to models relying on irrele-
vant or unnatural features. This paper provides a comprehensive review of
the current state of research on spurious correlations, covering the detec-
tion, understanding, and mitigation of these undesirable behaviors. We
first discuss the prevalence of spurious correlations in various machine
learning applications and their potential consequences. We then review
existing methods for detecting and understanding spurious correlations,
including adversarial training, representation learning, and interpretabil-
ity techniques. Finally, we explore recent advancements in addressing
spurious correlations, focusing on invariance and stability. The objective
of this review is to facilitate further research on this critical topic and
improve the robustness and generalizability of machine learning models.

1 Introduction

Spurious correlations refer to the situation where a machine learning model
learns to rely on features that are not causally related to the target variable but
are strongly correlated with it in the training data [I]. This reliance on irrelevant
or unnatural features can lead to catastrophic failures when deploying machine
learning models in real-world applications. The issue arises in various domains,
including medical imaging [2], natural language processing [3], and computer
vision [4].

The goal of this paper is to provide an extensive review of the current re-
search on spurious correlations, focusing on their detection, understanding, and
mitigation. We aim to inform researchers and practitioners of the challenges
and potential solutions to address spurious correlations, ultimately improving
the robustness and generalizability of machine learning models.

*The paper was generated by ChatGPT. Prompts are mentioned in the Appendix. This
paper is part of a larger independent research initiative.



2 Prevalence and Consequences of Spurious Cor-
relations

Spurious correlations are widespread in machine learning applications, often
due to biases present in the training data. Many studies have documented the
presence of spurious correlations in various domains, such as:

e Medical imaging: Models for detecting diseases from X-rays can rely on
scanner types or marks made by technicians instead of the actual medical
condition [2].

e Natural language processing: In visual question answering, models may
be sensitive to linguistic variations in the questions rather than the visual
content [3].

e Computer vision: Object recognition models can exploit image back-
grounds or lighting conditions rather than the object’s features [4].

The consequences of spurious correlations can be severe, leading to poor
generalization and even catastrophic failures when models are deployed in real-
world settings. In some cases, this can result in significant financial losses or
even life-threatening situations [5].

3 Detecting and Understanding Spurious Cor-
relations

Several methods have been proposed to detect and understand spurious cor-
relations in machine learning models. Some of the most popular techniques
include:

3.1 Adversarial Training

Adversarial training aims to make models robust to adversarial examples by
generating and incorporating them into the training process [6]. By encouraging
the model to be invariant to adversarial perturbations, it can help identify and
eliminate spurious correlations.

3.2 Representation Learning

Representation learning seeks to learn meaningful and disentangled representa-
tions of the input data, which can help separate relevant features from spurious
ones [7]. Techniques such as autoencoders and variational autoencoders have
been used to learn representations that are less prone to spurious correlations.



3.3 Interpretability Techniques

Interpretability techniques can help understand the inner workings of machine
learning models and identify potential spurious correlations [8]. Methods such as
feature attribution, visualization, and counterfactual explanations can provide
insights into which features the model is relying on and whether they are relevant
or spurious.

4 Addressing Spurious Correlations

Recent advancements in addressing spurious correlations have focused on in-
variance and stability:

4.1 Invariance

Invariance-based methods aim to make models invariant to spurious features
by explicitly modeling the causal relationships between variables [9]. This can
be achieved by learning invariant representations, designing invariant loss func-
tions, or imposing invariance constraints during training.

4.2 Stability

Stability-based methods focus on making models robust to small perturbations
in the input data or training process, which can help mitigate the effects of
spurious correlations [I0]. Techniques such as dropout, weight decay, and data
augmentation can enhance the stability of machine learning models.

5 Domain-Specific Approaches

In addition to general methods for addressing spurious correlations, domain-
specific approaches have been proposed to tackle challenges unique to certain
applications.

5.1 Medical Imaging

In medical imaging, domain adaptation techniques have been employed to re-
duce the impact of spurious correlations arising from differences in imaging
devices or patient populations [II]. These methods aim to align the feature dis-
tributions between the source and target domains, allowing models to generalize
better across different settings.

5.2 Natural Language Processing

In natural language processing, adversarial examples and paraphrasing have
been used to mitigate spurious correlations arising from biases in the text data



[12]. By generating and training on perturbed or paraphrased versions of the
input sentences, models can learn to focus on the relevant content rather than
relying on spurious linguistic patterns.

5.3 Computer Vision

In computer vision, techniques such as domain randomization and style transfer
have been proposed to address spurious correlations caused by biases in the
visual data [I3]. By augmenting the training data with images that have diverse
backgrounds, lighting conditions, and textures, models can learn to recognize
objects based on their intrinsic features rather than spurious contextual cues.

6 Challenges and Future Directions

While significant progress has been made in understanding and addressing spu-
rious correlations, several challenges remain:

e Detection: Detecting spurious correlations remains a difficult task, es-
pecially when the ground truth causal relationships between variables are
unknown. Developing more effective methods for identifying spurious cor-
relations is an important research direction.

e Interpretability: Understanding the reasons behind spurious correla-
tions can provide valuable insights for model improvement. Developing
more interpretable machine learning models and better diagnostic tools
for identifying spurious correlations is crucial.

e Generalization: Ensuring that models generalize well to new and diverse
settings is essential for avoiding the negative consequences of spurious
correlations. Further research on domain adaptation, transfer learning,
and other generalization techniques is needed.

7 Conclusion

Spurious correlations pose a significant challenge in the deployment of machine
learning models, as they can lead to reliance on irrelevant or unnatural features
and poor generalization. This paper has provided a comprehensive review of
the current state of research on spurious correlations, covering their prevalence,
detection, understanding, and mitigation. By bringing attention to this critical
issue and presenting potential solutions, we hope to facilitate further research
and improve the robustness and generalizability of machine learning models.
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A Appendix

A.1 Model details

API Used: GPT-4 with 8K context window
Temperature: 0
top_p: 1

A.2 Prompt

The prompts used to draft this paper is mentioned below.

Mashrin: I want you to act as an academician. You will be responsible for
researching a topic and presenting the findings in a paper or article form. Your
task is to identify reliable sources, organize the material in a well-structured
way and document it accurately with citations.

Based on the call for paper details, suggest a topic for a relevant paper
and write on that topic. The paper should be very informative and detailed,
technically advanced and of high quality.Please output the paper in LaTeX
format. Citations should also be added in BibTeX.

Mashrin: As machine learning models are introduced into every aspect of
our lives, and potential benefits become abundant, so do possible catastrophic
failures. One of the most common failure scenarios when deploying machine
learning models in the wild, which could possibly lead to dire consequences in
extreme cases, is the reliance of models on apparently unnatural or irrelevant
features. The issue comes up in a variety of applications: from the reliance of
detection models for X-rays on scanner types and marks made by technicians
in the hospital, through visual question answering models being sensitive to
linguistic variations in the questions, the list of examples for such undesirable
behaviors keeps growing. In examples like these, the undesirable behavior stems
from the model exploiting a spurious correlation.

Following last year’s workshop on Spurious Correlations, Invariance and Sta-
bility (SCIS), it is apparent that work on spurious correlations is a long-term
effort that spans communities such as fairness, causality-inspired ML, and do-
mains such as NLP, healthcare and many others. Hence we hope that this
year’s workshop, the second edition of SCIS, will help facilitate this long term
effort across communities. The workshop will feature talks by top experts doing
methodological work on dealing with spurious correlations, and an extended
poster session to allow extensive discussion on work submitted to the workshop.
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